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Foreword

Gerhard Ertl, recipient of
the 2007 Nobel Prize in
Chemistry for his studies
of chemical processes on
solid surfaces

The study of processes on well-defined solid surfaces is a relatively young discipline.
It first gained prominence during the 1960s, when the advent of ultrahigh vacuum
technology enabled the production and maintenance of clean and well-defined or-
dered single-crystal surfaces of solids. The first issue of the journal Surface Science
appeared in 1964; by the end of 2018, around 680 volumes of this journal had been
published, reflecting the enormous growth of this field. This period also saw the de-
velopment of a wide variety of experimental techniques enabling the investigation
of different aspects of the energetic, kinetic, structural, electronic, magnetic, and
dynamic properties of surfaces with great accuracy. The advent of scanning probe
methods allowed atomic processes to be studied in unprecedented detail.

More recently, the study of “real” surfaces at elevated pressures became possible,
which has since developed into a mature field of research ranging from phenomena as-
sociated with nanotechnology and thin-film formation to the heterogeneous catalysis
of industrial processes.

The present handbook consists of contributions written by numerous experts in
this field and covers the main aspects of this fascinating branch of science. It should
prove invaluable to all those interested in this discipline.

Gerhard Ertl
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Preface

Surfaces have always attracted the attention and cu-
riosity of humans, since they define the outer limits
of objects—those that we can see with our eyes and
feel with our hands. One of the earliest mentions of
surfaces in the literature was a comment by Pliny the
Elder, who reported that choppy waves at the surface
of the sea could be calmed by pouring oil on the
water. This observation was later also made by Ben-
jamin Franklin, who mentioned that a spoonful of oil
could cover a lake. Unfortunately, he did not perform
the easy calculation which would have told him that
the sea would then have been covered by a film one
molecule thick. When studying earthquakes, Thomas
Strutt—also known as Sir Rayleigh—noticed that the
greatest destruction was caused by surface waves, be-
cause they shake buildings laterally. At the beginning
of the nineteenth century, Berzelius became fascinated
by surfaces because they are the sites for chemical reac-
tions and useful catalytic processes. Later on, electronic
surface states came to the forefront when an under-
standing of the junctions between differently doped
semiconductors was needed to realize the transistor.
However, it was only after the Second World War that
scientists began to comprehend the behavior of surfaces
at the atomic scale, due to the development of clean
vacuum systems that allowed well-defined surfaces to
be prepared and kept clean for long enough to permit
their characterization. It soon became clear that surfaces
are not simply discontinuations of crystals; they can
include rather complicated structural reconstructions.
Catalytic activity is often facilitated by these recon-
structions, as well as defects in the outermost atomic
layers of a body. On the other hand, a theoretical under-
standing of surfaces at the atomistic limit also became
possible during this period due to the availability of in-
expensive computing power that allowed the simulation
of more and more atoms, thus loosening the restrictions
imposed by the application of periodic boundary con-
ditions, which—by definition—do not hold at surfaces
and interfaces.

Nowadays, there is a vast community of surface
scientists comprising physicists, chemists, and materi-
als scientists and engineers. The wide range of back-
grounds of surface scientists is advantageous, as it
means that different surface scientists will approach the
same problem in different ways. Once the simple sys-
tems were understood, more complex and thus more
realistic situations could be addressed on a knowledge
basis.

Indeed, it is difficult to imagine how nanotechnol-
ogy could have developed as it has without a back-
ground knowledge of surface science. Surfaces are used
as templates to grow films just one or a few monolayers
thick, as well as nanoparticles and nanowires that are
used for catalytic and electronic applications. Issues as
complex as biofouling and biocompatibility, involving
adsorbates consisting of millions of atoms, can be tack-
led using surface science. Lately, interest has focused
on the fantastic properties of purely two-dimensional
materials: sheets of atoms without any underlying vol-
ume. Their properties were found to be different from
those of a surface of the same material in bulk form
(e.g., graphene versus a graphite surface). This led to
the discovery of new phenomena with the potential for
novel applications.

There are approximately 40 chapters in this Hand-
book, to which over a hundred scientists, physicists,
chemists, and engineers have contributed. The authors
are distributed across different countries and continents
and belong to strongly interdisciplinary groups. The
Editors embarked on this adventure in 2015, sending
out the first invitations in 2016. This work constitutes
a milestone in the field of surface science. It should
help young people who are entering the field while also
providing a useful base that allows expert colleagues to
assess the state of the art. We hope that this Handbook
will stimulate further interest in surface science and that
its readers will find it as useful as we believe it to be.

This Handbook is dedicated to Professor Gian Paolo
Brivio, who wrote one of its chapters together with
Guido Fratesi, and who unfortunately passed away on
February 24th, 2020.

Gian Paolo graduated with a PhD in physics in 1973
under the supervision of Professor Giorgio Benedek at
the University ofMilano. After performing postdoctoral
research at the University of Liverpool with Professor
T.B. Grimley, he returned to Milano and started his
academic career at the University of Milano. In 1986
he became Associate Professor in Condensed Matter
Physics, after which he moved to the Department of
Materials Science at the University of Milano-Bicocca,
where he was promoted to Full Professor in 2000.

All three Editors of the present Handbook met
him for the last time at the workshop on Atoms and
Molecules on Solid Surfaces (AMOSS) in Milano, on
his 70th birthday.

His contributions to surface science focused on the
theoretical treatment of the dynamics of gas–surface in-
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teractions (sticking, scattering, desorption), and more
recently on the application of density functional the-
ory to more realistic adsorption conditions. To this end,
he investigated magnetic effects in the interactions of
molecules with graphene and the adsorption of organic
molecules on solid surfaces, concentrating on the role
played by excited states and the timescales over which
the molecule–surface interaction takes place.

He published around 120 papers in peer-reviewed
journals, and reported his results in over 130 contri-
butions and invitations to conferences and seminars
at research institutions all over the world. He always
prized scientific collaborations, and served as a Vis-
iting Professor in Germany, Canada, and USA. He
also prided himself on nurturing the next generation
of scientists. For this reason, in 2006 he promoted the
foundation of a European network for doctorates in the
physics and chemistry of advanced materials—a net-
work that currently includes fifteen universities from
nine different countries and promotes internationaliza-
tion through the exchange of students and teachers.

Gian Paolo took pleasure in organizing thematic
conferences and workshops, paying tremendous atten-

tion to scientific, cultural, and artistic details that made
the events memorable for all participants. The Editors
of this Handbook fondly remember the 4th Vibration
and Surfaces Meeting in Santa Margherita that Gian
Paolo organizedwithMario Rocca in 1992, the Summer
School in Erice that he organized with Luca Vattuone in
2008, and the 17th Workshop on Dynamical Phenom-
ena at Surfaces that he organized with Talat Rahman
in Milan in 2016. In his true form as a scientist,
a scholar, and a man of art, Gian Paolo also served as
the external evaluator for the doctorate thesis of Luca
Vattuone in 1995. Gian Paolo’s passion for science, his
warm personality, his thoughtful nature, and his desire
to touch the lives of others made moments with him
memorable.

We will miss his enlightened way of thinking and
his humanity.

Summer 2020 Mario Agostino Rocca
(Editor-in-Chief)

Talat Shahnaz Rahman
(Co-Editor)

Luca Vattuone (Co-Editor)
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Part A deals with surface thermodynamics and kinetics.
These are the phenomena that lead to the equilibrium
configuration of the surface and imply additional de-
grees of freedom as compared to bulk thermodynamics;
e.g., the surface area may vary, affecting the crystal
shape, and the broken symmetry in the direction normal
to the surface may lead to new excitations and surface-
localized phenomena. Indeed, the structure of a real
surface, as imaged by scanning tunneling microscopy
or inferred from diffraction experiments, can be quite
different from that expected from the ideal truncation
of the solid. These features may not be surprising if the
system is out of equilibrium, but could be unexpected
under equilibrium conditions.

If we want a faithful and not oversimplified pic-
ture, we must think of the surface as a dynamic entity
in which the positions of the atoms are neither con-
stant in time nor perfectly periodic in space, even under
equilibrium conditions. The former phenomenon may
be due to the diffusion of atoms, while the latter cor-
responds to the formation of a rough surface (atoms at
the lattice positions parallel to the surface plane but dis-
placed randomly in height) or surface melting (atoms at
random positions with respect to all directions), which
are frequent phenomena at temperatures close to the
melting point of the solid. The surface is also home
to a variety of localized excitations that have their own
manifestations in the physical and chemical properties
of surfaces, as will be seen.

The theoretical framework is provided by equilib-
rium surface thermodynamics. The surface free energy
is therefore the main thermodynamic potential to con-
sider when seeking deeper insights into the overall
phenomenology.

Chapter 1 describes the roughening transition from
both theoretical and experimental points of view. Al-
though solid surfaces often seem to be rougher at
low than at high temperatures, this observation cor-
responds to nonequilibrium situations in which the
surface atoms did not have sufficient time to reach

the minimum energy configuration. The opposite holds
true under equilibrium conditions, and surfaces may
undergo a roughening transition at high temperatures
that is characterized by the onset of divergence in the
height-height correlation of the lattice positions. The
same happens for steps: above the roughening transi-
tion they will not be straight but wavy, and they appear
frizzy to scanning tunneling microscopy inspections.
The first part of the chapter provides a theoretical de-
scription of the roughening phase transition, while the
second part exploits the sensitivity of diffraction to dis-
order and provides examples of such transitions for low
and high Miller index surfaces.

Chapter 2 is devoted to diffusion and the latest
theoretical as well as experimental techniques that are
used to study it. The chapter first describes elemen-
tary diffusion processes on flat and stepped surfaces,
and then discusses the long-term behavior resulting
from the combination of elementary steps. Two main
approaches are used: those based on single particle
motion and collective diffusion. The former approach
concentrates on the motions of single adatoms or ad-
sorbates, while the latter focuses on the decay of long-
wavelength density fluctuations over time. An overview
of available experimental techniques for surface dif-
fusion measurements is also provided; in particular,
the recently developed helium spin-echo technique is
described.

Chapter 3 provides an overview of surface thermo-
dynamics. First, a summary of bulk thermodynamics
is provided and the main surface thermodynamic
functions are introduced. Then the chapter anticipates
the surface nomenclature and reviews some of the most
widely used theoretical approaches. The key quantity
here is the surface free energy, which includes the con-
tributions from vibrational and configurational entropy.
In the second part of the chapter, many examples of the
vibrational density of states and the thermodynamic
functions for both low and high Miller index surfaces
are provided.
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1. Roughening Transition: Theories and Experiments

Gianangelo Bracco , Andrea Claudio Levi

This chapter deals with the thermal phenomenon
of equilibrium roughening, which is a genuine
phase transition, with no counterpart in the bulk.
Although the transition is a weak (infinite order)
transition, it affects the growth of crystals and their
equilibrium shape: a facet disappears above TR.

The first part of the chapter is devoted to
the description of the theories of roughening,
starting with the BCF article and reviewing the
work of many research groups that contributed
to the foundation of the theory, and refering the
reader to recent review articles for more advanced
contributions. The second part of the chapter con-
tains a review of the experimental investigations
showing results that support the existence of a
roughening transition and introducing the reader
to the experimental problems of these studies.
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1.1 Overview

Thermal roughening is a phase transition occurring on
the surface of a crystal. Usually, the surface consid-
ered separates the solid from a gas (or vacuum) phase.
An exception is helium, where the solid exists only
at elevated pressures and the surface separates it from
a liquid phase (we will briefly deal with the helium
case in Sect. 1.10.1). As was shown already in 1951
by Burton, Cabrera, and Frank in their famous article
(BCF) [1.1], a clean surface can exist in two differ-
ent states: smooth and rough. At low temperatures the
surface is smooth, and goes over to the rough state at
a well-defined roughening temperature TR. There is im-
mediately here an apparent paradox. Experimentally,
solid surfaces very often seem to be rougher at low T
than at high T; but this is a nonequilibrium effect: dis-
order is frozen at low T . In equilibrium the opposite
happens, and roughening occurs with rising temper-

ature. The present chapter deals only with the latter
phenomenon, equilibrium roughening, which is a gen-
uine phase transition, with no counterpart in the bulk.
Recently, an interesting theoretical overview of rough-
ening was presented by Akutsu and Yamamoto [1.2].
For the somehow related subject of the equilibrium
shape of crystals we refer the reader to the exhaus-
tive review article by T. Einstein [1.3]. Many interesting
contributions to the theory of roughening were pre-
sented at the Erice School in 1990 and are contained
in the book by Taub et al. [1.4]. An up-to-date, ad-
vanced theoretical review of surfaces, both in equilib-
rium and out of equilibrium, was recently published
by Misbah et al. [1.5]. This goes, however, beyond
the limited scope of the present chapter, and many in-
teresting topics presented there will not be discussed
here.
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1.2 Theoretical Considerations

Probably the most famous article on the theory of
crystal growth was the above-mentioned BCF, recently
reanalyzed by Woodruff [1.6]. But BCF’s paper has
an unusual structure: it is composed, actually, of two
different articles. The first part, written by Frank, and
known as a Bible to the students of crystal growth (as
much as BCS’s paper to those of superconductivity),
contains the model of spiral growth around a screw dis-
location, which solved the paradox, then quite puzzling,
of layer-by-layer growth (which takes place even un-
der such low disequilibria that the growth rate would
be impossibly slow in terms of classical nucleation
theories). The second part, written by Burton and Cabr-
era, discusses in detail the hypothesis of a roughening
transition. Burton and Cabrera’s starting point is a fun-
damental difference between two (1C 1) and three
(2C 1) dimensions. In two dimensions, the separation
element between two phases is a line. At T D 0 it would
be a straight line; but as the temperature increases point
defects accumulate along the line, in the form of kinks,
so that at any T > 0 the line wanders away from the
straight line and has a rough appearance. Not so in
three dimensions. Here the separation element between
two phases is a surface, reducing to a plane for T D 0.
But the defects that might roughen the surface are not
point defects like the kinks along a line; they are steps,
essentially infinitely long steps. And step creation is
an energetically costly process, virtually impossible at
low T , where, indeed, the most likely defects are point
defects (adatoms, vacancies), irrelevant from the point
of view of roughness. Thus, the surface remains smooth
until T becomes so high that dangerous defects (i.e.,
steps) can form. At a certain point the steps multiply
and the surface roughens, but this can only happen at
a well-defined transition temperature TR, the roughen-
ing temperature.

Roughening can be seen in the perspective of the
� -plot, i.e., of the orientational dependence of the sur-
face free energy. The � -plot is a polar representation of
that dependence, where a surface is constructed in an
abstract space by drawing vectors from the origin such
that the length of a vector is proportional to the surface
free energy � per unit area for a surface perpendicu-
lar to that vector. The � -plot is a highly singular object,
since it is in principle nowhere differentiable; it has an
inward cusp at every orientation characterized by a set
of integer Miller indices: such orientations are dense on
the solid angle. The strength of the cusp, however, de-
creases rapidly with increasing Miller indices (accord-
ing to a fourth-power law), so that the only relevant cusps
are those corresponding to low Miller indices (singular
surfaces). Thus, the � -plot resembles a raspberry, with

inward cusps at the high-symmetry directions (Frank’s
raspberry) [1.6, 7]. In the equilibrium shape of a little
crystal, corresponding to the strong inward cusps of the
� -plot, plane facets appear, whose angular extension is
a monotonically increasing function of the strength of
the cusps. As the temperature is increased, the inward
cusps become less pronounced, until they disappear al-
together and are replaced by rounded minima. The dis-
appearance of a cusp in the � -plot implies the disappear-
ance of the corresponding face in the equilibrium shape
of a little crystal. It also implies roughening of the cor-
responding surface of a large crystal. It should be men-
tioned that, for many purposes, the important quantity is
not � , but the stiffness Q� , where

Q� D � C d2�

d�2
; (1.1)

with � being the azimuth [1.8]. In fact, the surface
curvature is determined by the local stiffness, as was
shown in 1951 by Herring [1.9]. Important contri-
butions to the physics of roughening were presented
by Bienfait [1.10], Wortis [1.11], van Beijeren and
Nolden [1.12], Lapujoulade and Salanon [1.13], and
others.

Burton and Cabrera’s theory was convincing as
a matter of principle, but in detail was not correct. They
assumed a finite number of surface levels (in the case of
two levels, they could use the well-known results of the
two-dimensional Ising model), while in fact for a cor-
rect theory an infinite number of levels is essential. This
advancement was obtained in the 1970s. Even before
the formulation of an exact model, a number of mathe-
matical theorems clarified the situation:

1. Dobrushin’s theorem proved Burton and Cabrera’s
basic assumption for the Ising model in 3 (2C 1)
dimensions: there exists a temperature OT such that
the surface is smooth for T < OT [1.14].

2. Gallavotti’s theorem proved the contrary in 2
(1C1) dimensions: the separation line between two
phases of the Ising model is always rough for any
T > 0 [1.15].

3. Van Beijeren’s theorem showed that Dobrushin’s
temperature OT is not less than the transition temper-
ature of the corresponding two-dimensional Ising
model [1.16].

Then a decisive step forward was made by van Bei-
jeren himself in 1977 [1.17]. He succeeded in mapping
a surface model (the body-centered solid-on-solid or
BCSOS model) onto a special, antiferroelectric case of
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the 6-vertex model, whose phase diagram was known.
This proved explicitly the existence of the roughening
transition in an exactly solvable statistical-mechanical
model and, moreover, gave the mathematical properties
of the transition. These properties are very interesting.
Roughening, indeed, belongs to the class (studied by
Kosterlitz and Thouless [1.18], who have just received
the Nobel prize, to a large extent for this discovery) of
topological, two-dimensional transitions whose free en-
ergy, although nonanalytical, is continuous at the transi-
tion with all its derivatives. Kosterlitz and Thouless dis-
cuss a number of extremely weak, infinite-order phase
transitions in two dimensions (the Coulomb gas, a sys-
tem of dislocations, the magnetic XY model, the two-
dimensional crystal, the neutral superfluid). In most of
these cases (notwithstanding the differences among the
different systems) there is a transition from an ordered
state below Tc to a disordered situation above; but the
ordering below Tc is very different and weaker than the
conventional ordering typically occurring in three di-
mensions. The two-dimensional, topological ordering is
related, not to a two-point correlation function, but to
the behavior at long distances. A general review of sta-
tistical mechanics involving Kosterlitz–Thouless (KT)
transitions has recently been presented in an illumi-
nating article by Kosterlitz himself [1.19]. Roughening
belongs to this class of transitions.

For a general surface, it is not very easy to give
a rigorous definition of roughness. Indeed, when a solid
is in equilibrium with its vapor, an atom may belong
to either phase, and the surface is not perfectly sharp.
A simple approximation, where the surface is perfectly
sharp and where the roughness may be easily defined,
is the so-called solid-on-solid (SOS) model. This model
in .x; y; z/ space is such that the atoms are arranged in
columns defined by x and y coordinates: in each column
atoms belong to the solid up to a maximum zD �.x; y/,
while for z > � they belong to the vapor (solid-on-solid,
indeed, means that below every solid atom there are
only solid atoms, thus the model neglects vacancies in
the crystal, as well as overhangs in the surface and fly-
ing atoms in the vapor). The difference between smooth
and rough can be written in terms of �.x; y/.

Considering two points with coordinates .x1; y1/
and .x2; y2/, the mean square height difference (MSHD)
hŒ�.x2; y2/� �.x1; y1/�2i D g.x1; y1; x2; y2/ > 0 depends
on the difference of coordinates between the two points
(in particular on their distance R on the surface). Now,
when R tends to infinity, two cases are possible: either g
tends to a finite limit g� (it is easy to see that g� D 2�2,
where � is the root mean square fluctuation of sur-
face levels) in which case the surface is smooth and
characterized by moderate oscillations around a mean
plane; or g tends to infinity, and the surface is rough: for

a rough surface no mean plane can be defined. It is thus
clear that the distinction between smooth and rough is
an asymptotic property.

For a surface or an interface which does not possess
the SOS property, the concepts of smooth and rough
may still be defined, but more caution is necessary.
Let S be an infinite set (the solid) whose points fill most
of the half-space z< 0, but are present sporadically also
for z> 0. Let P0 be a point in the plane zD 0, with coor-
dinates .x0; y0; 0/; then for any radius R and level h the
number of points of S, with coordinates .x; y; z/, such
that .x� x0/2C .y� y0/2 < R2 and z > h, will be a fi-
nite number N.R; h/, tending to 0 as h tends to infinity.
Then for any small number � and for any R there will
be a level Oh such that, if h> Oh, N.R; h/ <  R2�. If this
behavior is uniform (i.e., if Oh may be chosen to depend
only on � but not on R) the surface or the set S will
be called smooth (at least at P0). Otherwise we will be
forced to allow Oh to increase and to diverge with R: then
we will say that the surface is rough, and the nature of
the roughness will be characterized mathematically by
the diverging behavior of Oh.

These geometrical definitions of roughness and
roughening have an energetic counterpart. The creation
of a step is energetically costly. This is true at T D 0,
and remains true as long as the steps are few. But when
they become really numerous (i.e., when the surface
roughens), adding one more step makes no difference,
so that the step free energy per unit length (i.e., the work
necessary to nucleate it) vanishes at TR. It is energeti-
cally favorable for a vicinal surface (i.e., for a surface
forming a small angle 	 with a high-symmetry sur-
face) to form terraces of the high-symmetry surface,
separated by regularly spaced steps. Then, if the sur-
face free energy (per unit area) of the high-symmetry
surface is �0, that of the vicinal surface is given by
� D �0 cos 	 C .ˇ=a/jsin	 j where a is the step height
and a=jsin 	 j the spacing between steps, and where ˇ is
the step free energy per unit length. The presence of the
absolute value jsin 	 j determines a slope discontinuity
in the � -plot. At TR, ˇ vanishes and the slope becomes
continuous. This determines both a continuity of the
free energy derivative (actually, also of all higher order
derivatives), and the disappearance of the correspond-
ing facet in the equilibrium shape of a little crystal.

Much theoretical work on roughening has been
done for the SOS surface models.Chui andWeeks intro-
duced in 1976 [1.20] an important (and partly solvable)
model, the DGSOS model and showed that the DGSOS
partition function is a version of the SOS Hamiltonian
in the form

H D J
X

j

X

ı

Œm.jCı/ �mj�
2C J0

X

j

Œmj�
2 (1.2)
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(this version, because of the Gaussian dependence of
the Boltzmann factor, is called the Discrete Gaussian
SOSmodel, orDGSOS), where the integermj defines the
height of the SOS column j. The first term describes the
interaction between the columns (i.e., the cost of steps),
while the second term hasmerely the effect of anchoring
the surface in the neighborhood of mD 0. In the DG-
SOS model, of course, the levels m are discrete, corre-
sponding to crystallographic positions. If all real values
of m were allowed and the sums were replaced by in-
tegrals, the so-called Continuous Gaussian (CG) would
be obtained: the CG model had been solved by Berlin
and Kac [1.21] as early as 1952, but the CG model is
always rough at any positive T and has no transition.
Now Chui and Weeks were able to prove that the DG-
SOS partition function is the product of the CG partition
function (which has no singularities) times the partition
function of the two-dimensional Coulomb gas, studied,
e.g., by Kosterlitz and Thouless, so that the roughen-
ing transition of the DG model turns out to be isomor-
phic to the dielectric-plasma transition of the latter (with,
however, a reversal of temperatures: the low-T dielectric
corresponds to the high-T rough surface and the high-
T plasma to the low-T smooth state). Then the critical
properties of the Coulomb gas carry over to the surface
case: the transition is extremelyweak (infinite order); the
maximum in the specific heat, which for the Coulomb
gas took place after the transition, while the system was
already a plasma, now takes place before the transition,
while the surface is still smooth. But probably the most
relevant result thatChui andWeeks drew from theirmap-
ping on the Coulomb gas refers to the asymptotic be-
havior of the correlations. The MSHD (bounded in the
smooth state) diverges in the rough state, but only loga-
rithmically: this very weak divergence, basically due to
topology, is characteristic of two dimensions and con-
trasts sharply with the linear (Markovian) divergence of
the mean square displacement in one dimension.

Chui and Weeks’ roughening theory was a major
step forward. But, since the two-dimensional Coulomb
gas had not been solved completely, so neither was
their DGSOS model: in particular, TR was not known.
Therefore van Beijeren’s achievement, who (as men-
tioned above) mapped a somewhat similar roughening
model, which he called the body-centered solid-on-
solid (BCSOS) model, onto a completely solved model
of statistical mechanics, the 6-vertex model [1.22], was
important. Van Beijeren considered the (100) surface of
a body-centered cubic lattice, where two sets of atoms
forming two sublattices, corner atoms and center atoms,
appear. By construction the projection of every cor-
ner atom onto the surface plane has only projections
of center atoms as two-dimensional nearest neighbors,
and vice versa. Thus the (100) surface is identified as

h h +1

h +1 h +2

h h – 1

h – 1 h – 2

h h – 1

h +1 h

h h +1

h – 1 h

h h +1

h +1 h

h h – 1

h – 1 h

642

531

Fig. 1.1 The six vertices. For each vertex the correspond-
ing height configuration that obeys van Beijeren’s mapping
is indicated

a square lattice, turned 45ı with respect to the cube
sides. Moreover, the level difference between two near-
est neighbors is always exactly half a cube side (this
can be used as height unit). Then it is possible to apply
van Beijeren’s mapping, where across the bond con-
necting the projections onto the surface plane of two
surface nearest neighbors an arrow is drawn such that
the higher atom lies, e.g., to the right of the arrow. At
each point of the dual lattice four arrows meet, obey-
ing the so-called ice rule that two arrows are pointing
in and two out. But these are exactly the conditions
defining the 6-vertex model of statistical mechanics
(describing two-dimensional ice and two-dimensional
ferroelectrics; this electrostatic interpretation has noth-
ing to do with the Coulomb gas).

About the latter model, solved in the 1960s by the
Yangs [1.23–25], Lieb [1.26–28],Wu [1.29] and Suther-
land [1.30], nearly everything is known [1.22]. The six
vertices, shown in Fig. 1.1, describe the six possible
arrangements at the meeting of four arrows obeying
the ice rule. To the arrows energies �j are associated,
where j varies from 1�6. The simplest and most impor-
tant situation is that of the symmetric 6-vertex model,
where �2 D �1, �4 D �3, �6 D �5; in this case three Boltz-
mann factors aj D exp.��j=.kT// suffice and, in fact, all
physical properties are determined by the parameter


D a21C a23� a25
2a1a3

: (1.3)

In the surface interpretation a smooth surface cor-
responds to 
 strongly negative (in the electrostatic
interpretation, to antiferroelectricity); the ideal situation
at T D 0 implies that all vertices are 5 and 6, hence 

is �1; increasing T 
 increases, and roughening cor-
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Fig. 1.2 The phase diagram of the six-vertex model, as
interpreted for the smooth and rough phases, in the .x; y/-
plane, where xD a1=a5 and yD a3=a5. The area for xC
y< 1 corresponds to the smooth phase, the area for x�1 <
y< xC 1 to the rough phase. The areas for y< x� 1 and
for y> xC 1 have no meaning for surfaces (although they
are important in the ferroelectric interpretation). Roughen-
ing takes place on the line xC yD 1. Three temperature
trajectories are drawn (for �3 D �1, for �3 D 1:5�1, and for
�3 D 3�1). The point .0; 0/ corresponds to zero tempera-
ture, the point .1; 1/ to infinite temperature, and the straight
line .xC yD 1/ to roughening

responds to


D�1 (1.4)

(in the electrostatic interpretation, to the transition
from the antiferroelectric to the paraelectric state). The
BCSOS model is isomorphic to the special case where

�1 D �3 D �, �5 D 0, for which the very simple result
kTR D �= ln 2 holds.

Other important results of the 6-vertex model (writ-
ten of course in surface language) are:

1. Sutherland’s result [1.31] for the correlation of
steps at the high temperature 2TR (at this tem-
perature the solution is particularly simple). If the
correlations are sought in the direction perpendic-
ular to the steps, the correlation at the distance l
vanishes if l is even and is given by �4=. l/2 if l is
odd: this correlation thus decays very slowly, hence
it extends to large distances between steps.

2. Forrester’s result [1.32] giving the probability Pm

of being at level m in the smooth phase. In such
phase 
< �1, and defining � from 
D� cosh�
the probability is Pm D A expŒ��.m�1=2/2�. From
Forrester’s result Levi et al. [1.33] obtained the
probability Bm of stepping down from level m to
levelm�1 (ifm> 0): Bm DPn.�1/n expŒ��n.nC
2m� 1/�.

The roughness is asymptotically described in terms of
the logarithmic behavior of the mean square height dif-
ference

gD hjm.L/�m.0/j2iÐ 2K ln jLj : (1.5)

Here K.T/ is a function of temperature (defined above
TR), which was calculated by Youngblood et al. [1.34] as

K.T/D .  arccos
/�1 ; (1.6)

for T D 2TR, K D 2= 2, which agrees with the above
result of Sutherland. The phase diagram of the six-
vertex model, in the form appropriate for surface rough-
ening, is shown in Fig. 1.2.

1.3 Renormalization Group Analysis

These results of the 6-vertex model, although interest-
ing, are rather model specific. Conversely, the most
important properties of the roughening transition are
universal and depend only on what happens at very
long distances. As such, they can be expected to be
obtainable from renormalization procedures, where the
short distance behavior, depending on the details of
the interaction, disappears from the picture. This is
in fact the case, as was shown first by Ohta and
Kawasaki [1.35]. We sketch briefly here such renormal-
ization group analysis (which turns out to be essentially

that of Kosterlitz [1.36]). We follow here the treatment
of Lapujoulade and Salanon [1.13].

1.3.1 Continuous Solid

If layering is neglected, the surface is always rough, and
the fluctuations have a logarithmic behavior. Indeed, if
such fluctuations are small, the surface free energy can
be written to first order

F D �0SCW D �0SC 1

2

Z

S

N�.rz/2d2R ; (1.7)
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where SD L2 and N� is the surface stiffness, i.e., for
a slope 	 , Q� D � C d2�=d	2, and where W is the adi-
abatic work needed to create the fluctuations.

Going over to q-space, zDPQ zQ exp.iQ �R/ and

W D
X

Q

1

2
Q�L2Q2hzQi : (1.8)

In the free fluctuating regime the modes are not cou-
pled and each of them contributes .1=2/kBT (there is
no kinetic energy!) to the surface energy. The work W
can be identified with the fluctuation contribution to the
surface energy, so that

hzQi D kBT

L2 Q�Q2
; (1.9)

and the mean square deviation is

h.�h/2i D
X

Q

hz2Qi (1.10)

D kBT

L2 Q�
X

Q

Q�2 (1.11)

D kBT

4 2 Q�

 =aZ

 =L

2 Q

Q�2
dQ (1.12)

D kBT

2  Q� ln

�
L

a

�
; (1.13)

where a is an appropriate atomic scale.
Similarly, it is easy to show that the MSHD behaves

asymptotically as

g.R/D hŒz.R/� z.0/�2i D kBT

  Q� ln

�
R

a

�
: (1.14)

The fact that the coefficient of the logarithm in g.R/
is twice that in h.�h/2i is rather obvious, since if RD
R2 �R1, then

g.R/D hŒz.R2/� z.R1/�
2i

D hŒz.R2/� z.R0/� z.R1/C z.R0/�
2i

(where R0 is an arbitrary point on the surface)

D hŒz.R2/� z.R0/�
2iC hŒz.R1/� z.R0/�

2i
� 2hŒz.R2/� z.R0/�Œz.R1/� z.R0/�i
� hŒz.R2/� z.R0/�

2iC hŒz.R1/� z.R0/�
2i

(because of the asymptotic decay of correlations) and,
since R0 is arbitrary, each of the two terms equals
.�h/2.

1.3.2 Crystal

In order to simulate the crystallographic structure a pe-
riodic potential V.z/, forcing the surface to be prefer-
entially located on equidistant parallel planes, is intro-
duced.

The surface free energy becomes

FD
Z

S

�
� C 1

2
Q�.rz/2CV.z/

�
d2R : (1.15)

V.z/ may be taken to be

V.z/D V0

�
l cos

�
2 

z

az

��
: (1.16)

In q-space the energy E still depends on the set of the
zQ’s; the potential, however, introduces a coupling be-
tween the modes. In the calculation of the partition
function Z, integrals have to be performed over the vari-
ables

Z D
Z
� � �

Z

 =L<Q< =a

dzQeEŒzQ�=.kBT/ : (1.17)

Since the interesting things happen asymptotically (i.e.,
at small Q), a new (smaller) cut-off NQ is introduced,
such that  =L << NQ<  =a. The short-wavelength
modes (with NQ< q<  =a) are integrated away, and Z
becomes a functional integral over the long-wavelength
modes only

Z
� � �

Z

 =L<Q< NQ

dzQe
NEŒzQ�=.kBT/ ; (1.18)

where NE is a new functional of the zQ’s. It can be shown,
by an expansion in powers of V up to second order, that
NE retains the same functional form as E provided that Q�
and V are replaced by new, renormalized parameters N�
and NV. The renormalization procedure can be iterated,
and, in fact, can be made differential by varying the cut-
off infinitesimally from NQ to NQ� d NQ.

Letting

�D ln
 

a NQ xD 2a2 N�
 kBT

yD 4  NV
kBT NQ2

(1.19)

the dimensionless renormalized parameters x and y
are seen to evolve as the renormalization variable, �,
changes from 0 to1, according to the following system
of differential equations, first obtained by Kosterlitz and
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Thouless [1.18, 36]

dx

d�
D y2

2x
A

�
2

x

�
(1.20)

dy

d�
D 2y

�
1� 1

x

�
; (1.21)

A./ being a slowly varying function calculated exactly
by Nozières and Gallet [1.37].

It is often sufficient, ignoring �, to study the renor-
malization trajectories in the .x; y/-plane. The pair of
equations (1.20) and (1.21) are then replaced by a sin-
gle differential equation for y.x/

dy

dx
D 4

1� 1
x

a.x/y
; (1.22)

where a.x/D A.2=x/.
This differential equation is easy to solve (it is

a separate variables equation), but it is interesting to
approximate it further by replacing A.x/ by its max-
imum, which is the number of Nozières and Gallet
A.2/D 4 exp.�4�/D 0:3975 (where � is Euler’s con-
stant 0:5772).

In this case the solution is represented by the hy-
perbolas shown in Fig. 1.3. The most important point
about these equations is that dy=d� (and dy=dx) van-
ish for xD 1. Moreover dx=d� > 0 always, and, for
small � (i.e., at the initial stages of the renormalization),
dy=d� < 0, dy=dx< 0. Hence two cases are possible:

a) If the initial value of y is large (i.e., at low tem-
peratures), a minimum of y is reached for xD 1.
Subsequently y increases and diverges as �!1.
This divergence of the effective potential NV= NQ2

implies that the surface is pinned at some crystal-
lographic level:, i.e., it is smooth.

b) At high T the initial value of y is small. Then the
renormalization trajectory bends down and meets
the x-axis at some point x� � 1. The effective poten-
tial becomes infinitely weak and is unable to hold
the surface at a given level. The surface is then
rough, and resembles closely the surface of a con-
tinuous solid, with, however, a renormalized value

y
4

3

2

1

0
0 1 2

x

0.9

0.95

1

1.0421.083

Fig. 1.3 Hyperbolas solving (1.22) for different tempera-
tures. Curve 1: T=TR D 0:9; curve 2: T=TR D 0:95; curve
3: T D TR (roughening); curve 4: T=TR D 25=24; curve 5:
T=TR D 13=12

�� for the stiffness. Thus, the MSHD behaves again
as

g.R/D 2a2K lnR (1.23)

with

K D K.T/D kBT

2 a2��
: (1.24)

Of special interest is the limiting case, where y van-
ishes exactly at x� D 1: this case corresponds to the
roughening temperature. Then we have

�� D  kBTR
2a2

(1.25)

and substituting into (1.24) the important result

K.TR/D  �2 (1.26)

is obtained. This is again in agreement with the re-
sults obtained above by Sutherland [1.31] and by
Youngblood et al. [1.34].
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1.4 (110) Surfaces

As can be seen, the theoretical activity on roughening
has been quite extensive. Conversely, the first experi-
ments involved rather unusual systems, such as organic
crystals [1.38, 39] or the helium solid–superfluid inter-
face [1.40–43]. In the following, after a few words on
the more classical roughening of singular surfaces, we
shall discuss missing-row roughening.

For a long time not much was known about the
roughening transition of low-Miller-index metal sur-
faces (except for the beautiful experiments of Heyraud
andMétois on small Pb [1.44] and In clusters [1.45]).

Outside the realm of metals, the most interesting
case is of course 4He (Sect. 1.10.1), where the melt-
ing line is nearly horizontal in the (p versus T)-plot
(rather than nearly vertical as for all other substances).
As a consequence, the roughening of the different faces
in the equilibrium shape (starting from the less stable)
can be studied by simply increasing the temperature
along the solid–superfluid coexistence curve [1.40–43].
From the theoretical point of view, an interesting study
was presented by Touzani andWortis [1.46].

The Trieste group proposed, however [1.47], that
a notable exception to the relative lack of realizations
of the roughening phenomenon on low-index metal sur-
faces may be the (110) faces of nonreconstructed noble
(Cu, Ag) or near-noble (Ni, Rh, Pd) metals. For these
surfaces, we expect roughening to occur well below
TM, where surface melting plays no role, and this is
experimentally confirmed as we shall show in the ex-
perimental part. Such surfaces are good candidates for
roughening because of the nondirectional nature of the
cohesive forces in these metals. For a filled or nearly
filled d-shell a large contribution to the cohesive en-
ergy can be obtained simply with a high coordination,
irrespective of bond angles. In first approximation the
cohesive energy may be written as the sum of a conven-
tional two-body contribution, plus a many-body glue
term [1.48, 49] Vglue DPi U.ni/. Here ni, the number
of neighbors of atom i, is given by ni DPj¤i �.rj � ri/;
U.n/ can be so chosen as to be minimal for nD 12,
the number of nearest neighbors in the ideal fcc lat-
tice, while �.r/ is some decreasing function of distance.
For a surface, the effect of the glue at T D 0 is to re-
duce all surface energies, but more drastically so the
energy of well-packed faces, in particular the (111)
face. When the ratio �.111/=�.110/ decreases below the
critical value

p
2=3D 0:8165, the (110) surface spon-

taneously reconstructs missing-rows, forming grooves
whose flanks are (111) microfacets: this is what hap-
pens to gold and platinum (iridium appears to show
more complex reconstructions). Noble metals (Cu, Ag,
and Au) have a filled d-band; near-noble metals (Ni,

Rh, Pd, Ir, Pt) are fcc transition metals with a nearly
filled d-band (however, Co, although belonging to the
same column in Mendeleev’s table as Rh and Ir, has
a different crystal structure). In the lighter noble (Cu,
Ag) and near-noble metals (Ni, Rh, Pd) the above ratio
remains slightly higher than the critical value, so that
they do not reconstruct at T D 0; they are, however, on
the verge of reconstruction (as shown, e.g., by the fact
that Cu, Ag, and Pd do reconstruct in the presence of
a small coverage of alkali atoms [1.50–53]) and, there-
fore, the missing rows are dominant defects at T > 0.
When such defects proliferate, missing-row roughen-
ing ensues [1.47]. As first shown by Jayaprakash and
Saam [1.54], van Beijeren’s BCSOS model can also de-
scribe the (110) surface of the fcc lattice (the case of the
(100) surface had been considered earlier by Shugard
et al. [1.55]). It suffices to expand the lattice along the
h1N10i rows by a factor

p
2, and then turn by 45ı. The

resulting surface becomes then very similar to the (100)
surface of a bcc lattice. The only difference is that in
the case of an (ideal) fcc lattice it is not really appropri-
ate to consider as nearest neighbors of a surface atom
only atoms in the second layer, since there are nearest
neighbors in the surface itself. For noble and near-noble
metals, however, a considerable inward relaxation takes
place, so that the use of the BCSOS model is more jus-
tified [1.47].

An important characteristic of the (110) surface of
fcc crystals is its anisotropy. The unit cell is a rectan-
gle with sides a in the h001i direction, but only a=

p
2

in the h1N10i direction (a being the cube side), so that
rows of atoms are formed in the h1N10i direction: the
forces keeping the atoms together within a row are
much stronger than the forces between different rows.
The (110) surface is rather open and has a high surface
energy in comparison to the much stabler (111) surface.
The missing-row reconstruction is a .2� 1/ recon-
struction where alternate rows are suppressed, thereby
uncovering atoms of the third layer. This reconstruc-
tion (and, for the unreconstructed metals, missing-row
roughening at high temperatures [1.56]) is favored be-
cause the flanks of the grooves thus generated are rather
stable (111) microfacets while, at the same time, very
little energy is spent in the reconstruction because of
the loose nature of the surface in the h001i direction.

The missing-row reconstruction is destroyed by ex-
tended defects at high temperature, by a deconstruction
transition. The interplay between deconstruction and
roughening in Au and Pt is a very interesting and
complicated problem, to which a wealth of experimen-
tal and theoretical work was devoted. We will discuss
briefly some of the relevant concepts and results here
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(relying heavily on Mazzeo et al. and Bernasconi’s
work [1.57–61]). Similar, although less evident, phe-
nomena occur in the unreconstructed case, where a pre-
roughening transition is expected.

First of all, it is convenient to consider the (110)
surface as a rectangular chequerboard composed of
two two-dimensional sublattices, whose sites, follow-
ing Mazzeo et al. [1.57], will be called here white and
black sites. White and black sites not only alternate in
the plane, but also in level, the height difference be-
tween a white and a black layer being one unit (i.e.,
a=2
p
2): white layers are at odd levels, black layers at

even levels. At T D 0 the top layer is formed solely by
white atoms (at level mD 1), while the second layer (at
level mD 0) is black. But at higher temperatures there
will be patches of black atoms on the top layer (formed
either by adding atoms (mD 2) or by taking atoms away
(mD 0)). It is then possible to define an order param-
eter PBW, equal to the fraction of the surface top layer
occupied by white atoms minus the fraction occupied
by black atoms. PBW D 1 at T D 0, but at a certain tem-
perature TBW a phase transition is expected where the
sublattice ordering is destroyed and PBW vanishes.

It may happen that TBW coincides with TR (this is
the case, e.g., of the simple BCSOS model [1.58]), but
it may also happen that TBW < TR. In the latter case,
in the temperature range TBW < T < TR, the surface is
still smooth but is inherently disordered. Such situations
were first considered by Rommelse and den Nijs [1.62,
63], who introduced the concept of a disordered flat
(DOF) phase. In their model the sign of a step is taken
into account, and it is shown that, mostly for entropic
reasons, two steps of the same sign repel while two
steps of opposite sign attract each other. As a conse-
quence, the steps tend to organize themselves in pairs
of opposite sign, and although they become numerous
at relatively high T , their cumulative effect on the level
difference between two distant points is still negligible,
i.e., the surface finds itself in a DOF phase. This can
be represented as a backbone of steps, whose signs al-
ternate, reproducing an antiferroelectric 6-vertex model
on a mesoscopic scale. At still higher temperatures the
backbone (or at least its antiferroelectric ordering) is de-
stroyed by thermal fluctuations, and roughening ensues.

Rommelse and den Nijs’ model, however, is only
one of many models that have been proposed for the
high-T behavior of (110) surfaces. Most of these mod-
els were aimed at describing the intriguing situation
of the reconstructed gold and platinum surfaces, where
the simple (but anisotropic) 6-vertex model, which was
sufficient, at least in first approximation, for the un-
reconstructed surfaces of Ni, Cu, Pd and Ag, did not
work. The point is that the (110) surface of the latter is
mapped by van Beijeren’s construction [1.17], onto an

T
3.0

2.5

2.0

1.5

1.0

0.5

0
420–2–4
γ

(Rough)

(111) (1× 2) (110)

Fig. 1.4 Phase diagram of one of the models computed by
Levi and Touzani with the ribbon transfer matrix method,
as a function of the parameter � D .�1 � �3/=�56, where
�1 and �3 are the energies of vertices 1 and 3 and �56 is
the repulsive energy involving adjacent vertices 5 and 6
(van Beijeren’s mapping is used). (111) and (110) indicate
faceting, while .1� 2/ indicates the missing-row recon-
struction. Redrawn from data of [1.64]

antiferroelectric version of the 6-vertex model, where
�5 < �1 < �3. Since, in the reconstructed case, the flanks
of the missing-row grooves are (111) microfacets corre-
sponding to vertices 1 and 2, one might be tempted to
try to mimic the reconstructs by lowering �1, going over
to a 6-vertex model where �1 < �5 < �3. Unfortunately
this version of the model is ferroelectric, which, in the
surface case, means not .2�1/-reconstruction but rather
faceting, with the formation of macroscopic grooves
whose flanks are extended (111) facets. In order to ob-
tain a .2� 1/, missing-row reconstructed ground state
the model has to be modified.

The simplest modification was proposed by Levi
and Touzani [1.64] who introduced a 6-vertex model
with nearest-neighbor interactions between vertices.
Such interactions prevent the formation of extended ar-
eas occupied by vertices of type 1 (or 2) only, i.e.,
prevent faceting. The model cannot be solved exactly
in the thermodynamic limit, but can be solved eas-
ily in the case where the system is a ribbon whose
width is kept finite (and rather small) and whose length
goes to1, by the ribbon transfer matrix method, well
known in statistical mechanics (see, e.g., [1.65]), pro-
vided the interactions act only across the ribbon. The
Levi–Touzani model leads to a simple phase diagram
for (110) surfaces (including both the reconstructed and
the unreconstructed case), reproduced in Fig. 1.4.

A model very similar to that of Levi and Touzani
was proposed by Kohanoff et al. [1.66, 67] and studied,
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by Monte Carlo simulations, by Mazzeo et al. [1.57].
The only difference is that the model of Kohanoff
et al. is written in SOS language instead of in ver-
tex language. In the most elementary case there is
complete isomorphism. Introducing vertex–vertex in-
teractions, however, corresponds, in SOS language, to
introducing interactions between more distant neigh-
boring atoms on the surface, but the correspondence
is not perfect: there are small differences, so that the
two models are not perfectly equivalent. More impor-
tantly, the model of Kohanoff et al. has been studied
in complete detail by simulation, and this has yielded
very interesting results [1.57] that the ribbon transfer
matrix could not give. The most important result is that
there are two distinct phase transitions, not one. In the
reconstructed case the first transition is a deconstruc-
tion transition, while in the unreconstructed case it can
be described as preroughening. In both cases, the sec-
ond transition (at a temperature about 10% higher than
the first) is the roughening transition. Deconstruction
has critical exponents very near those of the 2-D Ising
model. Conversely, preroughening has a new set of crit-
ical exponents (e.g., ˛ is negative, about�0:23, i.e., the
specific heat remains finite). Finally, roughening seems
to be a transition of the Kosterlitz–Thouless type [1.18],
but this is less certain.

The models proposed by Villain and Vilfan [1.68–
74] are somewhat different. They compare two kinds of
defects: domain walls and steps. A domain wall can be
thought of as a bound pair of steps of opposite signs.
If the binding energy is large enough, the domain walls
are so energetically cheap in comparison to steps that
a phase transition occurs, ahead of roughening, by pro-
liferation of domain walls. The phase present between
this kind of preroughening and roughening, however, is
rather different from den Nijs’ DOF phase: PBW indeed,
does not vanish in this phase, since a domain wall of the
above kind does not invert the sublattice ordering. Such
a phase was called by Bernasconi disordered even flat
(DEF) [1.61, 75].

Then several scenarios are possible (Fig. 1.5) for
the deconstruction and roughening of surfaces such
as Au(110) and Pt(110) (the present classification is
slightly modified with respect to [1.61, 75]):

a) First deconstruction takes place (by proliferation
of domain walls) at some temperature TD and the
surface goes over from a low-temperature recon-
structed phase to a DEF phase. At some higher
temperature TBW the steps proliferate, but their
backbone preserves an antiferroelectric ordering:
PBW vanishes and the surface goes over from a DEF
phase to a DOF phase. Finally, at a still higher tem-
perature TR, roughening takes place.

K

0.5
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Fig. 1.5 Schematic phase diagram of the RSOS model.
K and L are the nearest and next-nearest neighbor in-
teractions. Both are in units of kBT . Infinite temperature
corresponds to .K;L/D .0; 0/. The dashed lines represent
characteristic experimental paths. Reproduced from data
of [1.76]

b) Deconstruction takes place by proliferation of do-
main walls at TD. A DEF phase is formed and
persists up to TR.

c) Deconstruction takes place by step proliferation.
The surface goes directly from the low-temperature
reconstructed phase to den Nijs’ DOF phase: TBW
coincides with TD, but TR is higher.

d) TD D TBW D TR: there is only one transition, i.e.,
deconstruction and roughening occur together.

Scenario c) is one of the possibilities in den Nijs’
theory [1.77–79], while scenario b) corresponds to the
description ofVillain andVilfan [1.68–70] (both theories
predict the possibility of scenario d)). The more com-
plex scenario a), with three transitions, has been consid-
ered for the first time by Bernasconi [1.61]. Mazzeo’s
thorough study [1.60], based on the Hamiltonian of Ko-
hanoff et al., shows two transitions, between which the
surface is in a state well described by den Nijs’ DOF
phase (scenario c)). Experiments on gold (Sect. 1.10.3)
clearly showed two transitions. The intermediate phase
cannot be DOF, since there is no broadening of the spec-
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ular peak in antiphase, which would be a hallmark of the
DOF phase [1.61]. Thus, the scenario for gold appears
to be b). The case of platinum may be different. At first
it seemed that there was only one transition (scenario
d)) [1.80, 81], but more recent experiments showed two
transitions, indicating scenarios b) or c) as described in
the experimental section of this chapter.

An illuminating study of the competition between
reconstruction and roughening was presented by den
Nijs ([1.77], also on p. 247 of [1.4]), who considered de-

construction transitions (preroughening) which behave
according to some typical properties of the Ising model,
together with true roughening, which is, as we have
seen, a transition belonging to the Kosterlitz–Thouless
class. All this in the Reduced (RSOS) model. In this
model, the level difference between two neighboring
atoms is restricted to be 1, 0, or �1: the model is
thus, by construction, smoother than DGSOS or ASOS,
where in ASOS (absolute SOS) the squares appearing
in (1.2) are replaced by absolute values.

1.5 Vicinal Surfaces

A vicinal surface is a crystal surface near to a high-
symmetry, or singular surface. The singular surfaces
correspond to the minima of free energy, i.e., to the
inward singularities in the shape of Frank’s raspberry.
The vicinals show a first-order singularity (i.e., a first-
order increase of free energy with respect to the singular
surface, whatever is the sign of the deviation angle).
But when analyzed in more detail the free energy in-
crease usually contains a third-order term, as shown
by Gruber and Mullins [1.82] while the second-order
term is usually absent for high-symmetry surfaces.
(A notable exception is the work by Carlon and van
Beijeren [1.83], describing a model in which crossing
steps form a network: in this model the second-order
term is present and, for small deviation angles, is much
more relevant than the usual third-order term.) This is
the situation at low-temperatures.

Very different is the situation at roughening. Here
there is no discontinuity in the derivative, i.e., no first-
order term. On the contrary, the second-order term is
present and dominant. Just above TR, the vicinal surface
free energy per unit area [1.2] is given by

f .p/D f .0/C  kBTR
4a2z

jpj2C : : : ; (1.27)

where az is the appropriate step height and p is the ap-
propriate deviation angle.

Vicinal surfaces are liable to show roughening,
very often at temperatures much lower than those ap-
propriate to singular surfaces and farther down from
melting. A general discussion of the roughening tran-
sition of high-index crystal faces was given by Villain
et al. [1.84]. In more detail, vicinal surfaces can be con-
veniently (although not exactly) described in terms of
the traditional TSK picture: the surface is characterized
by terraces alternating with steps; there is a statistical
distribution of steps; such steps are not straight, but
are rather perturbed by atomistic irregularities (kinks).

Hence the Terrace–Step–Kink (TSK) description. Such
description is old, going back to Kossel and Stran-
ski [1.85, 86], but is still very useful nowadays. Steps
repel each other, and this allows the stability of ter-
races at low temperatures, until some sort of roughening
occurs. It is clear, therefore, that the step–step interac-
tions are essential; but, at the same time, there may be
kink–kink interactions, which are also relevant for the
properties of a vicinal surface at different temperatures.
The statistical-mechanical problem of the roughening
of vicinals depends thus on step–step and kink–kink
interactions, and defines the nature of the phase cor-
responding to the different temperatures. Since the
melting temperature TM is typically much higher than
the temperatures considered, the atomic positions can
safely be assumed to remain the discrete positions dic-
tated by crystallography, and only the occupation of
the different crystal positions need be studied. Below
the roughening temperature TR, the steps remain suf-
ficiently ordered; above TR, the steps meander freely
and kinks abound, giving rise to divergent fluctuations
in the surface height profile. However, even below TR
there may in principle be disorder, related to the re-
pulsion of parallel kinks. If such repulsion is strong
enough, it could be possible to stabilize a disordered
flat (DOF) phase: this would be disordered, because
kinks are present in large amount along the steps, but
flat, because of the limited step lateral excursion. A new
phase transition, preroughening (PR) would occur in
this case, whereas true roughening would be shifted
to a higher temperature. Preroughening had been pro-
posed (in a somewhat different context) by den Nijs and
Rommelse who showed that long-range interactions fa-
vor the formation of a DOF phase, while a thorough
discussion of the present problem has been given by
Prestipino and Tosatti [1.63, 87]. Previously, a simpler
theory had been given by Villain et al., in their dis-
cussion of the roughening transition of vicinals, where
only the interaction among steps had been taken into
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account: and the work of Prestipino and Tosatti is
a modification of the theory of Villain et al. Such
modification was necessary, because of the refined ex-
perimental work ofHoogeman et al. [1.88], who studied
in depth, by scanning tunneling microscopy, the be-
havior of the (115) surface of silver. There had been
indications of roughening at 490K, and also indica-
tions of a previous roughening at a lower temperature,
440K, with an average value of 465K. One possibility,
however, was that between 440K and 490K the sur-
face is DOF. The very detailed and complex analysis
by Prestipino and Tosatti affords much information, but
some of the main doubts remain unsettled.

In parallel to their experiment, Hoogeman and
Frenken performed a numerical simulation of the
roughening of the (115) surface of silver [1.89]. Their
Monte Carlo simulation was based on the TSK (also
called TLK: Terrace–Ledge–Kink) model. The relevant
energies are the kink formation energy and the inter-
action between steps: such parameters are extracted
from previous experimental work by the authors [1.88].
The height correlation function diverges logarithmi-
cally with a prefactor K.T/ at high temperatures; K.TR/
must equal  �2, and this allows them to determine
TR D 423˙6K, in reasonable agreement with their ex-
perimental value of 465˙ 25K.

1.6 Kinetic Roughening

An important issue is that of kinetic roughening, re-
lated to the process of surface growth under smooth or
respectively rough conditions. For a discussion of the
basic concepts of the theory of crystal growth we re-
fer to Weeks and Gilmer [1.90] and also partly to Levi
et al. [1.91], and Levi and Kotrla [1.92].

The process is usefully described by stochastic, par-
tial differential equations such as Edwards–Wilkinson
(EW) [1.93], Chui–Weeks (CW) [1.94], and Kardar–
Parisi–Zhang (KPZ) [1.95].

Actually, kinetic roughness is an enormously vast
subject, described in the excellent review by Halpin-
Healy and Zhang [1.96]. In the present chapter, we limit
ourselves to the most elementary aspects, which not
only are simplest, but also are physically most relevant
for the roughening transition of crystals.

The simplest time-dependent description of
a stochastic surface is afforded by the EW equa-
tion [1.93]

@h

@t
D �r2hC � (1.28)

where � has the dimensions of a diffusion coefficient,
and � is a noise term. This Edwards–Wilkinson equa-
tion was originally proposed for sedimentation, but can
also describe a growing surface. In the present form, it
is considered as written in the comoving frame. In 2C1
dimensions the solutions of the EW equation give rise
to a mean square height (h) difference

g.r/D hŒh.r/� h.0/�2i (1.29)

behaving asymptotically as ln r. This logarithmic
roughness is quite similar to that of a surface in equi-
librium (above TR).

If the crystal structure is taken into account, the
equation is modified by a periodic force favoring the
integer levels, e.g.,

@h

@t
D �r2hC y sin 2 h

aC � : (1.30)

This is the Chui–Weeks equation [1.94]. The additional
term tends to make the surface smoother: a surface
obeying the CW equation either is smooth, or if it is
rough cannot be more than logarithmically rough.

Another nonlinear modification of the EW equation
was introduced by Kardar, Parisi, and Zhang [1.95]

@h

@t
D �r2hC�.rh/2C � : (1.31)

This KPZ equation generates surfaces whose rough-
ness may be stronger than logarithmic, i.e., power-law.
Situations where such power-law roughness occurs are
relevant in many situations [1.96] (the microbic growth
on a substrate is a well-known example in biophysics:
see for example the experiment by Matsushita and Fu-
jikawa [1.97]. Conversely, in the present solid-state
problem the same happens when the disequilibrium is
very strong [1.98]).

Crystal growth modes vary widely, ranging from
the fast Wilson–Frenkel mode (WF) (upper velocity
limit) [1.99, 100] to slow nucleation, described in par-
ticular by Becker andDöring [1.101]. The EW equation
describes a situation belonging to the most elementary
mode of growth [1.102] often called the Volmer–Weber
mode in the literature and similar to Wilson–Frenkel.
Conversely, the CW equation at low temperatures is re-
lated to Becker and Döring (BD).

This discussion has a strong bearing on the rough-
ening transition. In fact a smooth surface grows ac-
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cording to something similar to the CW equation (with
parameters determined by the physical details, e.g.,
by two-dimensional nucleation, see below), but after
roughening the mode of growth degenerates to a sim-
ple EW behavior (actually, however, this change occurs
already at a temperature somewhat lower than TR, by
an effect discovered by Nozières and Gallet [1.37]; we
shall discuss this Nozières–Gallet effect below).

An interesting feature of growth conditions is a non-
trivial scaling behavior. We have already mentioned
the power-law roughness that may arise from the KPZ
equation. More generally, the width w of the surface
(i.e., the mean square height difference, given by w 2 D
hhh2i� hhi2i), very often obeys, as numerical simula-
tions of simple models of crystal growth show, a scaling
law with increasing time t and system size N [1.96, 103]

w .t;N/D N�f
t

Nz
; (1.32)

i.e., a power-law roughness. Notice the very different
(logarithmic) behavior occurring in equilibrium (in the
rough phase)

w 2 D K.T/ lnN ; (1.33)

where, e.g., in the BCSOS model

K.T/D 1

  arccos

(1.34)

while in the smooth phasew remains finite. Simulations
show that such logarithmic roughness still holds under
growth conditions, provided the disequilibrium �� is
small; there is a progressive change from logarithmic
to power-law roughness with increasing disequilib-
rium [1.98].

The CW equation lends itself to a renormalization
procedure similar to that used in the equilibrium case
(Sect. 1.3). Both in equilibrium and off equilibrium the
form of the surface is sharply different (at small q, i.e.,
at large distances) between a smooth and a rough sur-
face.

This is characteristically related to the mode of
growth. Typically, a smooth surface grows via nucle-
ation of two-dimensional clusters on the surface: the
classical theory of Becker and Döring [1.101] holds,
and the growth velocity is proportional to the exponen-
tial

exp

� ��2
3kT��

�
(1.35)

(where�� is the chemical potential difference between
fluid and solid, measuring the disequilibrium, and � is
the energy needed to increase the length of the border
of a two-dimensional cluster by an atom): such veloc-
ity can be extremely slow if �� is small. Conversely,
a rough surface, where steps and two-dimensional clus-
ters are already present, grows at a much faster rate.
Measuring the growth velocity in the smooth regime
a measure of � is obtained: this is the energetic cost of
island border per atom, decreases steadily when rough-
ening is approached (following the characteristic KT
behavior), and vanishes at roughening. As an exam-
ple, in the experimental part of the chapter we will
show the data obtained by Gallet et al. [1.104] on the
solid–superfluid interface of 4He, where �, the nucle-
ation energy per atom, decreases, following precisely
the KT law, in the range 1:13�1:22K (above 1:22K,
however, the Nozières–Gallet effect takes over, see be-
low, and the growth resembles closely that of a rough
surface).

1.7 Nozières–Gallet Effect

In their important article of 1987, Nozières and Gal-
let [1.37] introduced an interesting effect, which refers
to the behavior of a surface just below the roughening
transition, under growth conditions.

In the nonequilibrium case Nozières and Gallet dis-
covered that the rough behavior manifests itself already
at a temperature a little less than TR. They showed
that, under growth conditions, the roughening transition
becomes gradual and no longer sharp. Just below rough-
ening the growth mode becomes Volmer–Weber and
everything happens as if the surface were already rough.

Moreover, the phenomena described become progres-
sively stronger as the disequilibrium is increased.

Nozières and Gallet obtained their effect as a conse-
quence of renormalization, stopping it in a similar way,
for a growing surface (just below TR) and for an equi-
librium rough surface. Here, we give a more physical
interpretation of the effect.

As discussed by Levi and Kotrla, this effect can be
described as follows [1.105]. The (equilibrium) corre-
lation length  diverges at roughening. For example, for
the 6-vertex model characterized by the parameter 
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(which is negative and less than �1 in the smooth phase
and equal to �1 at TR),  behaves as

 � a exp

"
 2

2
p�2.
C 1/

#
; (1.36)

another function with a typical KT behavior. As soon as
 becomes larger than the size � of the average terrace,
everything happens as if  was infinite, i.e., as if the
surface was rough, and the mode of growth appears as
a simple Edwards–Wilkinson behavior, even though we
are still below TR.

A more detailed physical interpretation of this effect
was given by Levi and Kotrla [1.92] (Fig. 1.6).

Let us briefly describe the physical situation near
the roughening transition. In the Chui–Weeks equation
the term �r2h describes the propagation over the sur-
face of the information concerning the local level h.
A new layer is completed in the time � D a=v (where a
is the vertical lattice spacing and v is the growth veloc-
ity), and in this time the information is propagated to
a distance LDp2�� . As long as this distance is large
enough—in fact, as long as it is larger than  , the equi-
librium correlation length on the surface—, the surface
grows layer-by-layer, in the nucleation mode, accord-
ing to the same Becker–Döring laws as hold at lower
temperatures. But near roughening  diverges and, as
soon as it is larger than L, the information can no longer
travel as far as  before a new layer is created. Every-
thing occurs as if  were infinite: the surface roughens
and the growth law becomes trivial: in particular, the
growth velocity becomes linear in the disequilibrium
��. The result is an effective lowering of the rough-
ening temperature with increasing ��.

Following [1.92], it is possible to attempt a more
detailed discussion. According to classical nucleation
theory (as applied to crystal growth by Becker and
Döring [1.101]), a growth island ofN atoms has a Gibbs
free energy G made up of two terms: a negative term
�N�� and a positive term, related to the energy cost of
building the step that serves as island boundary, given
by B�, where B is the number of boundary atoms and �
is the step free energy per atom.

If the island is convex, B is given by BD b
p
N,

where, e.g., bD 4 for a square island. G is maximal for
the critical nucleus, i.e., for N D N� D b2�2=.4��/. If,
however, L is relatively small, the surface behaves as if
it had a finite size L and, in particular, if L is less than
the size of the critical nucleus, the latter does not form:
the area of the largest islands is of the order of L2, which
also implies a lowering of the nucleation barrier.

This is irrelevant at low temperatures, where � L,
but becomes important just below TR. It should be re-
called that  and � are inversely proportional to each

F(σ)

σ

BD

WF

Fig. 1.6 Kinetic roughening as a first-order transition de-
scribed by (1.37), for a dimensionless disequilibrium yD
0:03. Dot-dashed curve .xD 0:36/: the equation has three
solutions, of which the physical one, marked BD, corre-
sponds to slow, Becker–Döring-like growth. Solid curve
.xD 0:34/: the slow solution has disappeared altogether
and the growth takes place according to a small �-value,
i.e., to fast growth, corresponding to the point marked WF.
Reproduced from data of [1.92]

other:  long corresponds to � small. The relevant quan-
tities in our problem are xD ˇ�, yD ˇ��. The growth
velocity v may be written as the rough (or Wilson–
Frenkel) growth velocity v0 divided by a factor !,
related to the nucleation barrier, which is not fixed but
depends, in turn, on the size of the effective critical nu-
cleus, i.e., on the growth velocity: thus the problem is
self-consistent. The characteristic length L (which may
be identified with the size of the relevant islands) can
be found from the Chui–Weeks equation as LDp2�� ,
where �, the coefficient of the Laplacian term in the
stochastic equation, is of the order of av0, and � is the
time for growing one layer, i.e., a=v . Then LD a

p
2!.

Letting $ D �2, this leads to a self-consistency
equation of the type

� D exp.px� � qy�2/ : (1.37)

In a simple description, the numbers p and q are
given by pD 2

p
2=3, qD 1=3 (where the famous Kol-

mogorov’s cubic root for two-dimensional nucleation
has been used [1.90, 106]).

Let us consider the solutions of (1.37), and let
us fix y (i.e., essentially the disequilibrium). Then for
large x (i.e., far from roughening) there is only one,
Becker–Döring-like, solution, but below a certain value
of x (provided that y is less than a critical value yc D
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0:0747) there are two more solutions, corresponding to
faster growth. Beyond another x-value, the slow mode
disappears altogether and a jump is unavoidable to
a faster growth mode. This appears as an indication that
the Nozières–Gallet effect has set in. Conversely, if y>
yc, the growth should go to a faster regime smoothly, su-
percritically: this is understandable since at such strong
disequilibria the critical nucleus is small anyway and
even the Becker–Döring growth is fast anyway. The
possibility of genuine critical phenomena in the neigh-
borhood of such growth is an important point worth
investigating (although Tartaglino and Levi did not find
evidence for them in simulations [1.107]).

The relation between roughening and adsorption
was first studied theoretically by Suhl and collabora-
tors [1.108, 109]. More recently, the interesting prob-
lem of roughening on a surface covered with ad-
sorbed molecules has been addressed by Zhdanov and
Kasemo [1.110]. They showed that the adsorbate may
lower the roughening temperature by several mecha-
nisms:

a) Indirect next-nearest neighbor adsorbate–substrate
repulsion

b) Attractive nearest-neighbor adsorbate–substrate lat-
eral interaction

c) Repulsive adsorbate–adsorbate lateral interaction.

Vakarin and Badiali [1.111] showed, however, the situa-
tion to be more complicated: as a function of increasing
coverage, TR may first decrease, then increase again.

Finally, a possible relationship between roughen-
ing and surface melting was considered by Levi and
Tosatti [1.112], who studied the roughening of molten
surfaces. A step on the solid–liquid interface induces
the formation, at the free liquid surface, of a corre-
sponding feature whose shape and free energy cost are

evaluated from the interplay between surface tension,
attraction to the crystal, and layering. This cost prevents
roughening until, just below bulk melting, the molten
layer becomes so thick that the two interfaces decou-
ple.

More recently, the relationship between roughening
and surface melting has been studied in depth by Tosatti
and coworkers, who have shown that surface melting
may induce a sort of preroughening with a different
mechanism from that considered by den Nijs and Rom-
melse [1.63]. From the point of view of the SOS model,
assuming surface melting to be only incipient and there-
fore limited to a single layer, the surface may be covered
by locally wet microareas in such a way that its sym-
metry plane is a half atom above the nominal level:
this is indeed a description of a preroughened, or DOF,
phase. To prove that this scenario is real, they use the
Potts model of statistical mechanics. The latter involves
a variable si, varying over N states, and is a general-
ization of the Ising model (reducing to the latter when
N D 2). For N > 2 the Potts model has three different
phases, which may be used to represent solid, liquid,
and vapor [1.113]. In the present case the interesting
values of N are very large. Jagla et al. show that for
N > 50 the model shows a clear preroughening, which
for N > 80 becomes first order [1.114–116].

Such a preroughening transition is confirmed by ex-
periments concerning the high-temperature behavior of
rare gas crystals [1.117] (we shall refer to such evi-
dence in the experimental part), as well as, although
not so easily, by Monte Carlo simulations of Lennard-
Jones systems, describing with considerable precision
the properties of such crystals [1.118].

These theories also afford a possible explanation of
the surprising phenomenon of reentrant layering, where
layering steps in adsorption isotherms first disappear,
then reappear again [1.119].

1.8 Experimental Considerations

As shown in the above theoretical sections, the rough-
ening transition is characterized at TR by two related
facts: the logarithmic divergence of the MSHD g and
the disappearance of the corresponding facet from the
equilibrium crystal shape. The occurrence of these two
facts can be exploited to investigate experimentally the
roughening transition: the observation of crystal shape
in the macroscopic approach or the investigation of g
in the microscopic approach. Other approaches based
on the study of thermodynamic quantities are not feasi-
ble since the roughening transition, as we have shown,
belongs to the Kosterlitz–Thouless universality class,

hence is extremely weak (an infinite-order transition),
and no discontinuities can be observed in thermody-
namic functions that could provide the experimental
evidence of the transition and could fix TR.

The crystal shape can be observed on a crystal kept
in equilibrium conditions at different increasing tem-
peratures and the size of a facet can be followed up to
its disappearance (or its appearance for decreasing tem-
peratures starting above TR). The crystal size must be
visible (using an optical microscope or even an elec-
tron microscope), but big sizes hamper the possibility of
a very uniform temperature of the sample and of a fast
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response to approach equilibrium, while the behavior of
too small crystals might be influenced by the interaction
with the solid support underneath.

In the microscopic approach, the logarithmic behav-
ior of g is asymptotic, therefore a large (on the atomic
scale) exposed surface is required to average the exper-
imentally determined g at long distances, and this poses
several limitations both on experimental techniques
and on samples. Real single crystals always present
domains limiting the size of the perfect crystal under in-
vestigation and the exposed surface is cut within limited
precision from the wanted crystal surface, involving the
so-called miscut angle. Sensitivity to microscopic quan-
tities on large atomic scale and at different temperatures
can be obtained by using diffraction techniques sen-
sitive to surface properties, i.e., diffraction techniques
based on x-rays [1.120], electrons (low-energy electron
diffraction, LEED) [1.121, 122]) or atom beams [1.123,
124], which perform the average of microscopic quanti-
ties on the size of the incident beam spot on the sample.
In fact, measured diffraction patterns are analyzed in the
reciprocal space and long distances are translated into
small ranges of momentum exchange. Therefore a study
of the shape of diffraction peaks, generally of the spec-
ular peak, contains information on g. Conversely, the
experimental peak width is finite due to limitations of
the experimental setup, such as divergence of the in-
cident beam and acceptance angle of the detector, and
all this is generally synthesized in the so-called trans-
fer width on the sample [1.125, 126], i.e., the maximum
size on the sample visible with the technique that corre-
sponds to minimum peak width obtained by the setup.
Hence the study of surface properties is limited to
distances smaller than the transfer width, since larger
distances are mapped within the minimum peak width.
For an experimental setup, in particular for atomic
beams, the presence of inelastic intensities means that
also the energy resolution of the detector could be an
important factor in order to reject inelastic contribu-
tions, accepting truly elastic (coherent or incoherent)
intensities, such separation being important for the peak
shape analysis. Moreover, a knowledge of defect den-
sity, in order to estimate the temperature where defect
proliferation occurs, although not directly related to TR,
can be useful to understand the roughening mechanism
and to correct the diffraction intensities: this can also
be investigated with other techniques, sensitive to de-
fects at short distances, to complement the diffraction
ones, such as ion scattering techniques [1.127, 128] or
scanning probe techniques [1.129, 130]. In fact struc-
tural information obtained in reciprocal space through
diffraction is not unequivocally transformed into real

space information at atomic level to distinguish the pro-
cesses involved in a transition.

Themicroscopic approach could present a drawback
for what concerns the equilibrium conditions. In fact the
probe used in the experimental setup (e.g., in the case of
electron or atom scattering) may require vacuum condi-
tions, so that the crystal is not surrounded by its vapor
at the proper equilibriumpressure. Instead this condition
can be more easily obtained by working in a cell, which
is generally the case for the macroscopic approach, and
x-ray techniques could be suitable in this case.

Scanning probe techniques, e.g., scanning tunneling
microscope (STM) in case of conductive samples, can
reach atomic resolution; therefore the acquired images
can show adatoms, vacancies and steps and a statis-
tical analysis of their height distribution is feasible
with the nuisance that many images are necessary to
perform the necessary statistical average. The acquisi-
tion time is large compared to the diffusion at atomic
scale, therefore mobile defects such as adatoms at high
temperatures could contribute to some artifacts in im-
ages, the surface itself evolves during the acquisition
time and the tip–surface interaction can modify the
appearance of steps [1.131–134]. The development of
high-speed instruments has partially mitigated all these
problems [1.135].

Finally, another point is the presence of impuri-
ties in the crystal and their effect on the roughening
transition. This point is usually neglected because the
impurity density in crystals relevant for the present
studies is generally low, but for solids with high melting
temperature and high roughening temperatures, the ne-
cessity to keep the crystal at high temperature for long
periods of time to perform measurements favors the
segregation of impurities from the bulk. The contamina-
tion, even at very low coverage below the sensitive limit
of conventional techniques to test surface cleaning such
as Auger spectroscopy, has been shown to change the
thermal behavior of surfaces, as will be described in the
section about experimental results. As we have seen, the
related topic of adsorbate effects on rough surfaces was
theoretically investigated by Resnyanskii et al. [1.136],
Zhdanov and Kasemo [1.110], and by Vakarin and Ba-
diali [1.111]. For small coverage of the adsorbate, the
results showed that TR is a decreasing function of the
coverage. Conversely, those studies were based on SOS
models and Monte Carlo simulations or the lattice gas
model and did not take into account the dynamics of the
steps. Therefore, the pinning of steps due to contami-
nants is not treated, although pinning is probably very
important for changing TR and roughening mechanism
(see for instance the case of Ag(110) or Au(110)).
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1.9 Diffraction Techniques

As observed above, diffraction techniques are among
the best options to study the roughening transition. In
fact those techniques are sensitive to defects such as
steps and the diffraction peak shape contains informa-
tion about the distribution of those defects performing
in real time the necessary statistical average on a macro-
scopic region corresponding to the beam spot size on
the sample. In the following we will give a brief intro-
duction, further information on diffraction techniques
to study roughening can be found in reviews by Con-
rad [1.137], Kern [1.138], and Lapujoulade [1.139].

In general, diffraction requires the treatment of
multiple scattering [1.140–145] and the analysis of
a diffraction pattern can become very difficult. A single-
scattering approximation greatly simplifies this anal-
ysis and this is generally a good approximation for
x-rays [1.120], while electrons and atoms strongly in-
teract with atoms in the crystal and this approximation
is questionable, in particular for atoms [1.146]. Con-
versely, this so-called kinematical theory allows one
to draw some general conclusions on the shape of
diffraction peaks for all the probes useful to extract in-
formation on roughening.

In the single-scattering approximation, the intensity
can be separated into two factors

I.Q; qz/D I0.Q/
X

R

exp.iQ �R/
� hexp.iqzŒh.R/� h.0/�/i ;

(1.38)

where qD .�K; qz/ is the momentum exchange,�K is
its component parallel to the surface while the compo-
nent perpendicular to the surface is qz. We note that the
experimental intensities contain also other contributions
which are related to the atomic lattice vibrations: a brief
discussion will be given below. The first factor, I0.Q/,
depends on the arrangement of atoms in the unit cell but
does not depend on the roughness, it is related to the
Bragg intensity for a perfect lattice. The second factor
depends on the statistical properties of the surface. To
further proceed, the so-called Gaussian approximation
may be assumed in order to simplify this term

hexp.iqzŒh.R/� h.0/�/i
� exp.�p.qz/h.h.R/� h.0//2i/
D exp.�p.qz/g.R// ; (1.39)

where

p.qz/D 1

2
fqzaz mod 2 g2 : (1.40)

When p is an even multiple of   the scattering is in
in-phase condition, i.e., constructive interference for

scattered waves, the diffraction pattern is insensitive
to surface defects, while for odd multiples of   the
scattering is in out-of-phase condition, i.e., destructive
interference, where the diffraction presents the highest
sensitivity to surface defects.

In this approximation, the diffraction pattern is
therefore related to the Fourier transform of the expo-
nential of the MSHD. Below TR, the MSHD asymp-
totically tends to a constant value so that its Fourier
transform contains a Dirac ı-function, i.e., a diffraction
peak which is the coherent part of the elastic inten-
sity. At short distance, the MSHD will increase from
a small value to the asymptotic value; assuming a linear
increase, the Fourier transform is a Lorentzian function
which is the incoherent part of the elastic intensity. Of
course, the simple shape given by the ı function plus
the Lorentzian function must be convoluted with the ex-
perimental resolution (transfer width) discussed in the
previous section.

At and above TR, the MSHD diverges in a logarith-
mical way. The lack of an asymptote means that the
coherent part of the diffraction vanishes and only the
incoherent part is present, and its shape is a power law

.a2xQ
2
x C �a2yQ2

y /
.�=2�1/ ; (1.41)

where � accounts for the anisotropy, ax and ay are the
lattice parameters of the surface cell, and the expo-
nent � depends on the temperature and the scattering
conditions (p of (1.39)): in out-of-phase conditions for
T D TR

�.TR; .2nC 1/ /D 1 : (1.42)

Moreover, this expression for the peak shape is valid
when the roughening exponent is � < 2.

As shown in the theoretical part, steps are an im-
portant ingredient of roughening. They separate regions
(terraces) with different height and the waves scat-
tered by terraces interfere depending on the p.qz/ value,
therefore their presence can be inferred from the peri-
odic oscillation in the peak profiles changing the scat-
tering conditions from in-phase to out-of-phase [1.147–
151].

To account for lattice vibrations that destroy the
order of a lattice and in turn reduce elastic intensi-
ties, a Debye–Waller factor FDW is introduced. For
atom scattering, the related theory can be very compli-
cated [1.152], but in the philosophy of the kinematical
approximation, a simple expression valid for all the
probes is an exponential decay FDW D exp.�h.q � u/2i/
where h: : :i is a thermal average and hu2i are the mean
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square atomic displacements. For relatively small val-
ues of T , lattice vibrations can be treated in harmonic
approximation and the mean square displacement in-
creases linearly with T . Conversely, for higher tempera-
tures the vibrations become anharmonic, therefore hu2i
increases faster with T . Since TR could be a sizable frac-
tion of TM, measurements can see anharmonic effects
close to the transition.

Point defects, such as isolated adatoms and vacan-
cies, produce a diffuse background: this further reduces
the intensity I of those peaks but without a change of
their shape [1.153]

I D I0 expŒ�h.q � u/2i�.1� 	/ns˙ (1.43)

where ˙ is the cross section for diffuse scattering of
a single isolated defect, 	 the point defect concentra-
tion, and ns the number of lattice sites. We note that ˙
for atom scattering can be larger than the surface unit
cell. At low temperature, the concentration of single de-

fects is generally small but increasing the temperature,
especially when the vibrations become anharmonic,
the excitation of adatoms/vacancies pair becomes more
probable.

To set TR, two criteria can be employed:

1. The vanishing of the coherent intensity
2. The peak shape analysis to get the exponent � and

measure the temperature for which � D 1.

The former approach is hampered by the finite ac-
ceptance angle of the detector that cannot distinguish
between coherent and incoherent intensity at small Q
and by the onset of anharmonic effects and point de-
fect proliferation. The latter approach is more reliable
although the peak shape requires a deconvolution to
take into account the experimental resolution in par-
ticular for atom scattering. Examples are the results on
Ag(110) and Cu(115).

1.10 Experimental Results

In this section, we will briefly describe the results of ex-
perimental investigations obtained on different systems
and, in case also theoretical studies are available, the
comparison with specific theoretical results. Other re-
sults will be included to describe also the onset of the
transition with vibrational anharmonic effects and de-
fect proliferation.

One of the first observations of roughening was
obtained in 1977 by Jackson and Miller [1.38] who
studied the growth from the vapor phase for both C2Cl6
and NH4Cl which are crystals with cubic structures
that sublime at atmospheric pressure rather than melt-
ing. The materials were sealed in a capsule and heated
up in a two-zone furnace, the two capsule ends were
kept with a temperature difference of about 10K. The
material at the hot end was the vapor source for the
growth of crystals at the cold end. If the cold end is be-
low the roughening temperature, the crystal grows with
a faceted morphology, while its morphology is rounded
for a temperature of the cold end higher than the rough-
ening one as shown in Fig. 1.7. In this way the authors
were able to set TR D 373K for C2Cl6 and TR D 638K
for NH4Cl.

Other pioneering studies on the equilibrium crys-
tal shape at different temperatures, in particular on
the morphology of included vapor in crystals (nega-
tive crystals) of tetrabromomethane, were performed by
Nenow and coworkers who observed transitions from
facets to rounded regions [1.154].

In the following review, we will present more de-
tailed studies starting with the helium case and then
passing to metal surfaces with an emphasis on the (110)
surfaces of fcc metals.

1.10.1 Roughening in Helium

The study of roughening of helium surfaces is very
important, in particular because helium shows surface
phenomena in the cleanest form, without a number of
perturbations that other systems have [1.155].

We shall discuss briefly here 4He, by far the most
important isotopic species (3He of course is different in
many ways). Helium differs from all other substances
because it does not solidify at low temperatures, except
at relatively high pressures. The solid and the liquid,
in fact, are in equilibrium at a pressure p (for 4He near
to 25 bars and almost independent of temperature at
low T). The helium surfaces are thus solid–liquid inter-
faces. The interesting temperature range is below 2:5K:
at such temperatures liquid 4He is a superfluid. The
most important roughening phenomenon takes place
at 1:28K, as can be seen in Fig. 1.8 [1.155]. Crystals
of 4He are hexagonal close-packed (except for a very
small area of the .p;T/ plane where bcc crystals form).
For such an hcp crystal the most visible surface is the
(0001) surface, in this case in equilibrium with the su-
perfluid. The surface displays the properties predicted
by theory, in particular it is smooth at low temperatures
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a) b)

Fig. 1.7a,b Growth morphologies of vapor-transported C2Cl6, just below and just above the surface roughening transi-
tion. (a) Hot end 378K, cold end 368K; (b) Hot end 388K, cold end 378K. Reprinted from [1.38] with permission from
Elsevier

and rough at higher temperatures. Wolf et al. [1.156]
and Gallet et al. [1.104] measured the step free energy
as a function of temperature: the step free energy de-
creases in the smooth situation, vanishes at roughening,
and is zero in the rough situation as shown in Fig. 1.9.
The step free energy is measured via the growth ve-
locity, since, when a crystal grows by two-dimensional
nucleation, the classical Becker–Döring theory
holds [1.101] and gives the growth velocity in terms of
an exponential dependence on the step free energy. The
experimental results are shown in Fig. 1.9, where the
step free energy is shown to decrease from T D 1:15
to T D 1:23 and to vanish at higher temperatures. This
decrease is exponential, accordingly to a Kosterlitz–
Thouless law [1.18] (in fact, this is presumably the case
where the KT behavior is displayed most clearly). The
roughening temperature can be evaluated to be TR D
1:28K. As expected for a KT transition, the step free
energy vanishes at TR with all its derivatives. But be-
tween 1:23 and 1:28K theNozières–Gallet effect [1.37]
manifests itself: the step free energy is already effec-
tively zero, although we are still below roughening.

1.10.2 Unreconstructed (110) Surfaces

In this part we will describe the results for the (110)
surfaces of Cu, Ag, Ni, Pd, Pb, and Al. As mentioned in
the theoretical part, the (110) surface of those fcc metals
is unreconstructed but a missing-row reconstruction is
observed upon deposition of a small amount of alkali

metals. Hence the theory for (110) surfaces is suitable
to describe their behavior.

Cu(110)
The first evidence of roughening on (110) surfaces was
observed in 1976 by Stock and Menzel on crystals of
2mm size of Cu supported on graphite stripes heated
by direct current [1.157]. Photographs of those crystals
close to melting showed only (111) and (100) facets.
One year later, the study of photoemission data on
Cu(110) showed an anomalous behavior with temper-
ature [1.158]. The normal photoemission spectrum at
a photon energy of h� D 45 eV was measured in the
range between 300 and 1073K. The spectrum signifi-
cantly changes with temperature and, at high tempera-
ture, the d-band peak becomes asymmetric resembling
that of polycrystalline copper. The authors ascribed this
behavior to thermal disorder.

Several years later, Gorse and Lapujoulade using
He atom scattering [1.159] obtained similar results. The
authors carried out a comparative study on Cu(100) and
Cu(110). They measured the specular peak for different
kinematical conditions and, for the analysis, the peak
was separated into two components: a Gaussian func-
tion, which fits the elastic coherent part of the signal,
and a Lorentzian function, which could fit either the
elastic incoherent or the inelastic contributions, since
their apparatus did not perform energy analysis of the
scattered beams. Up to 573K the two copper surfaces
behave in a similar way with a small Lorentzian compo-
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Fig. 1.8 Faceting of 4He crystals during the cooling of the
system. From top to bottom panel, the temperature is 1.4, 1,
0.4, and 0:1K, respectively. The size of the facets is larger
than on equilibrium shapes, because of the slow growth
from the surrounding superfluid. Reprinted from [1.155].
Copyright 2005 by the American Physical Society

nent. Above this temperature, the Lorentzian intensity
starts to increase but, for Cu(100), the Gaussian one is
measurable up to 1273K (melting temperature 1373K)
indicating that this surface retains some order up to
temperatures close to melting. Instead, for Cu(110), the
intensity starts to decrease faster than for Cu(100) and
the authors were not able to perform measurements
above 973K since the signal dropped below the noise
of the instrument. The strong decrease of the scattered
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Fig. 1.9 Step free energy for 4He. Drawn from data
of [1.104]

intensity was ascribed to thermal excitation of point de-
fects.

Two years later, the interpretation suggested by He
atom scattering data was modified by Fauster et al.
with ion scattering [1.160]. In fact the scattering at
50ı of 500 eV NaC clearly showed that above 400K
there is a decrease of the scattered intensity and this
can be related to huge vibration amplitudes and/or other
atomic rearrangements. To gain further information, the
authors also performed measurements on 5-keV NeC
in quasiback-scattering configuration (deflection angle
164ı), i.e., they performed impact-collision ion scatter-
ing spectroscopy (ICISS). The angular position of the
focusing peak depends on the nearest neighbors dis-
tance and its width is sensitive to atomic displacements
from equilibrium positions, i.e., to vibration ampli-
tudes. Moreover, a missing nearest neighbor means
that the focusing peak shifts to the angular position
corresponding to the next-nearest neighbor one, hence
ICISS can discriminate between enhanced vibrational
amplitude and point defect excitation. The analysis
of ICISS data, although not completely conclusive,
showed that point defects alone cannot explain all the
features of the spectra, and large amplitudes of atomic
vibrations in the surface were invoked without exclud-
ing the possibility of an atomic rearrangement for T >
500K.

In the meantime Mochrie [1.161] carried out an x-
ray diffraction experiment which was consistent with
an increase of the mean square roughness of the sur-
face. He considered a reversible vanishing of the Bragg
intensity and estimated a roughening temperature of
TR D 873K, but he did not perform any peak shape
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Fig. 1.10 Log–log plot of specular peak profiles in an
extended region of the first Brillouin zone for different
temperatures. The dashed line has a slope of 1 as ex-
pected for a peak measured from a surface at its roughening
temperature while the experimental points show a much
steeper slope. Redrawn from data of [1.163]

analysis to detect a power-law behavior. Conversely,
experiments on slightly miscut Cu(110) surfaces per-
formed by surface x-ray diffraction [1.162] showed that
the surface can undergo a faceting transition, and some
doubts were raised on conclusions about roughening
obtained by previous x-ray data.

Zeppenfeld et al. [1.163], analyzing He scattering
data obtained with time-of-flight detection, showed that
above 550K the decrease of the intensity is not accom-
panied by a substantial change of the specular profile, as
shown in Fig. 1.10, so that steps are not thermally ex-
cited on Cu(110) up to 900K. In this case, the increase
of the mean square displacement measured by Mochrie
was due to enhanced surface anharmonicity and not
to roughening. In fact, this anharmonicity was di-
rectly measured later by Baddorf and Plummer [1.164]
who studied phonon energies and lifetimes between 21
and 766K by using high-resolution electron-energy-
loss spectroscopy, observing a substantial change of
the surface phonon lifetime above 450K. Conversely,
Zeppenfeld et al. also measured the diffuse (incoher-
ent) elastic peak as a function of temperature and for
various scattering geometries, observing that this inten-
sity decreases with increasing temperature. Therefore,
they also excluded the increase of point defect den-
sity as the main cause for the observed anomalous
thermal behavior for T > 550K. This second point is
questionable, however, since both coherent and incoher-
ent contributions decrease with temperature due to the

increasing inelastic contributions. To reduce the inelas-
tic effects, the ratio between coherent and incoherent
intensity has to be considered; the ratio increases as
can be inferred from their data, and this is a sign of
defect formation. In fact, analysis of new NeC ion scat-
tering data in ICISS configuration in the energy range
4�5 keV [1.165] supports the enhanced surface anhar-
monicity for T > 550K, but some observed features can
only be explained by the presence of adatoms on top
of flat terraces for T > 455K. Moreover, above 1000K
an increase of the broadening of the spectra, not com-
pletely described by anharmonic atom vibrations, sug-
gested a rearrangement of surface atoms which could
be due to a roughening transition.

The data by Kern [1.138] obtained by means of He
scattering with energy selection set the roughening tem-
perature at TR D 1070K (about the value which was
obtained by extrapolation of the data of [1.163]).

Comparing experiments with the results on the the-
oretical side, molecular dynamic simulations based on
interaction potentials obtained from the embedded-atom
method by Yang and Rahman [1.166] supported an en-
hancement of vibrations for surface atoms starting at
600K (with the further indication that, around 900K,
adatoms and vacancies are created on the surface), but
they excluded any roughening of the surface. Häkkinen
et al. [1.167], using a combination of lattice-gas Monte
Carlo and molecular dynamics methods based on the
samemany-atom interactions derived from the effective-
medium theory, estimated the height–height correlation
function, which presents a logarithmic divergence that
sets the roughening temperature around 1000K.

Further experimental evidence of the roughening
transition for Cu(110) was found in measurements per-
formed for instance by directional elastic peak electron
spectroscopy [1.168] where the contrast in logarithmic
scale shows a clear change of slope at about 1000K,
and more recently by reflection anisotropy spectroscopy
(RAS) and scanning tunneling microscopy [1.169]
which also set the transition around 1000K.

Instead, other measurements performed by means
of reflection anisotropy spectroscopy [1.170, 171] set
the transition at a lower value around 900K. The stud-
ies are based on the disappearance of the peak at 2:1 eV
and on the observation of an energy shift of a feature of
the spectrum from 4:2 to 4:3 eV. We can observe that
previous results have shown that 900K is the temper-
ature at which adatoms and vacancies are created and
it can be considered to be the onset of the process that
will bring the surface to the transition: therefore, the
claim of these RAS works on the roughening transi-
tion sets only a lower limit to the transition; they have
demonstrated the sensitivity of the electronic transitions
to surface disorder.
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Finally, we would like to mention that in [1.169]
the authors did not observe irreversible changes in the
results treating the sample up to 850K. Instead, with
higher annealing temperatures, after cooling the sample
to room temperature, they observed a permanent change
and the previous situation was recovered by ion bom-
bardment. No further analysis was done to relate this
irreversible change to segregation of contaminants from
bulk, but this effect might be a possible explanation.

Ag(110)
The (110) surface of Ag was the second metal sur-
face extensively (and more successfully) studied to
determine the presence and the mechanism of a rough-
ening transition. The first study was performed by Held
et al. with surface x-ray diffraction [1.172] on a sur-
face having a miscut of 0:3ı in the temperature range
373�823K. The authors carried out radial and trans-
verse scans that clearly showed the evolution of the
shape of a bulk-forbidden diffracted peak with the tem-
perature. At 373K they observed a sharp peak; increas-
ing the temperature to 648K, the shape slightly changed
and at higher temperatures it started to develop substan-
tial tails with an appreciable decrease of the intensity.
The radial peak shape was fitted by the sum of a Gaus-
sian function and a Lorentzian one, which represent the
coherent (Bragg) diffraction and diffuse scattering from
steps, respectively. Above 723K, the coherent part van-
ishes and even the tails showed a power-law shape with
an exponent consistent with the roughening transition.
Moreover, the observed transition was reversible with
temperature, indicating that it is indeed an equilibrium
phase transition and not a nonequilibriummicrofaceting
process. Instead, up to 773K, the integrated intensity of
the bulk Ag(111) peak decreases only by 20%, as ex-
pected by the Debye–Waller factor, without a change in
line shape. The different behavior between surface and
bulk peaks demonstrated that the observed changes are
exclusively related to those in the surface morphology
and TR was estimated as .723˙ 25/K.

Several years later, Robinson et al. [1.173, 175]
using x-ray diffraction investigated along the h1N10i di-
rection the peak shape as a function of the momentum
exchange qz perpendicular to the surface and found
a behavior that did not agree with the prediction of the
roughening theories. For temperatures well below TR,
the peak shape in out-of-phase condition, i.e., in the
condition of Held et al. [1.172], could be described by
a single component. However, when increasing qz, the
diffracted peaks showed an asymmetry and two scat-
tering components were necessary to improve the fit.
The authors interpreted this as the coexistence of two
phases on the surface, i.e., a faceting. This faceting
was explained by the authors as due to the existence
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Fig. 1.11 Angle of tilt between the two surface phases, as
measured from the separation of the two components of the
peak (brown circles) or from their relative intensities (black
squares) using (1.44). Redrawn from data of [1.173]

of forbidden directions in the equilibrium crystal shape
around the (110) facet. Since real crystals are cut along
the (110) plane within a miscut angle ˛0, in the case
this angle corresponds to a forbidden direction [1.176,
177], the surface free energy can be lowered separat-
ing the surface into regions corresponding to the (110)
facet (A) and stepped (rough) regions (B), the so called
hill-and-valley configuration. The angular separation
between the two scattering components, related to the
tilt angle between the (110) facet and rough regions,
and their relative intensities, related to the surface area,
supported this hypothesis. In fact, at room temperature,
the data showed that the tilt angle ˛ was greater than ˛0
in order to preserve the macroscopic miscut and de-
creased until it leveled off at the value corresponding
to ˛0, as shown in Fig. 1.11. At the same temperature,
the scattering intensity associated with the (110) facet
vanished namely the (110) facet disappeared from the
equilibrium crystal shape. The authors, by using the
lever rule [1.178] made a second independent estimate
of the tilt angle ˛0 based on the surface areas of the
A and B phases, and since the integrated intensities of
the two fitting components, IA and IB, are proportional
to areas, they obtained the following relationship

˛0 D ˛0.IAC IB/

IB
(1.44)

and the results are plotted in Fig. 1.11a. Cooling the
sample, the surface phase separated once again into flat
A and tilted rough B regions, but only a few points were
measured for temperatures above 650K.
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Fig. 1.12 (a) Normalized intensity of the specular peak measured from Ag(110) along h001i at 643K (circles), 766 K
(squares), 861 K (triangles), 951 K (diamonds). A constant background has been subtracted from all of the data shown.
(b) Log–log plots of the tails of specular He profiles of (a). Estimated values for the roughening exponent � : 0.22 at
643K, 0.49 at 766K, 0.91 at 861K, 1.17 at 951K. The dashed line has the slope expected for a surface at its roughening
temperature: � D 1. Redrawn from data of [1.174]

This behavior suggested a mechanism to roughen
the surface different from that described in the theoret-
ical part. On real surfaces (110) facets are coexistent
with rough regions. Increasing the temperature results
in new excited steps on the facets. These steps migrate
toward the stepped regions which expand at the expense
of the (110) facets. At the temperature T�, which thus
depends on the miscut angle, all the surface is cov-
ered by stepped regions and the surface becomes rough.
Hence T� corresponds to TR and the roughening mech-
anism, which for classical theories is the proliferation
of steps on a flat surface, must be replaced by the redis-
tribution between flat and rough regions. In particular,
Robinson et al. found T� D 790K for their crystal hav-
ing ˛0 � 0:14ı and the discrepancy with the previous
estimate of TR [1.172] was ascribed to the large miscut
angle, 0:3ı, of the crystal used in the previous experi-
ment. Moreover, they also extrapolated their results to
estimate the roughening temperature of a perfect (110)
surface (˛0 D 0ı) obtaining an approximate value of
990K. These conclusions were drawn for the h1N10i di-
rection and Robinson et al. left open the possibility that
the classical mechanism can act along h001i.

The h001i direction was investigated by Bracco
et al. [1.174] by means of He scattering with time-of-
flight detection. There was no evidence, however, of
a double component in the specular peak profile and all
the data agreed with the classical picture of roughening.
In fact, up to� 700K the intensity of the specular peak
decreased following the prediction of the Debye–Waller
factor and the incoherent to coherent ratio was almost
constant, while for T > 700K, the intensity decreased
more rapidly along with the increase of the ratio, a clear
sign of the proliferation of point defects. The analysis

of the specular peak shape in out-of-phase scattering
conditions showed that the onset of the transition hap-
pens for T � 700K and a roughening temperature of
910˙ 15K was estimated (Fig. 1.12). Moreover, the
crystal used in the experiment had a miscut of � 0:15ı
and this last estimate of the roughening temperature
could not be explained by the hill-and-valley mecha-
nism of Robinson et al. [1.175] without invoking two
different roughening temperatures on the same surface.
Other studies performed by means of STM and x-ray
scattering [1.179, 180] showed that the faceting tran-
sition observed by Robinson is due to segregation of
contaminants from the bulk, very probably sulfur. In
fact, prolonged heating of the crystal at temperatures
higher than 850K determines the segregation of sulfur
and even an estimated coverage of 0.001 of a mono-
layer was able to change the surface morphology. STM
images showed clusters containing 10–20 sulfur atoms
which act as pinning sites for steps. Studies performed
with He scattering [1.181] showed the evolution of
the surface morphology with prolonged ArC sputter-
ing. By using ions at low energies (100 eV), that are
not effective to sputter Ag atoms but enough to remove
low mass contaminants, and starting from a faceted
surface the specular peak shape gradually lost the satel-
lite peaks due to tilted areas. After 24 h the shape did
not show additional components; therefore, the surface
had recovered a morphology with uniformly distributed
steps across the surface. The crystal treated in this
way showed sufficient stability to allow the comple-
tion of experiments also at a temperature higher than
900K before a new treatment was required. New x-ray
results [1.182] on a sample, treated under ultra-high
vacuum (UHV) conditions by several hours ArC-ion
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sputtering at 500 eV and subsequent annealing up to
1000K, gave an estimate of TR of .900˙ 50/K. A few
years later, another study carried out with He scatter-
ing [1.181, 183] performed a careful investigation of the
effects that can affect the estimation of the roughen-
ing temperature through peak shape analysis. In fact,
since He scattering is very sensitive to surface atomic
vibrations, truly elastic intensities should be considered
and collecting some inelastic intensities reduces the es-
timated values: for instance a deconvolution of the peak
in elastic and inelastic phonon contribution increases
TR of 4% with respect to the case in which the inten-
sity of each point of the peak profile is obtained by
integrating the scattered signal within an energy win-
dow of 0:8meV around the elastic intensity. Moreover,
the short-range behavior of the MSHD can obscure the
asymptotic evolution towards a power-law shape (see
for instance the Cu(115) case) and taking into account
that this effect increases TR by about 10%. Including
all these effects, the first estimated TR at 910˙15K in-
creased up to 1000˙ 30K.

Other experiments [1.184] showed that surface
phonon anharmonicity is similar to Cu(110) and above
600K frequency shifts increase due to proliferation of
defects. A direct measurement of self-diffusion of Ag
adatoms [1.185, 186] showed that silver adatoms mi-
grate with a strong anisotropy. Diffusion limited to
the h1N10i direction started at a crystal temperature
above 600K, in agreement with theoretical simula-
tions [1.187]. The analysis of an ion scattering inves-
tigation [1.188] showed that the h1N10i atomic rows
remain defect free up to 700Kwhile along h001i the de-
fect percentage increases rapidly above 600K. All the
data indicated the presence of missing rows confirm-
ing the theoretical prediction about the proliferation of
missing rows at the onset of the transition [1.47].

Molecular dynamic simulation on Ag(110) [1.189]
showed that up to 700K the mean square vibrational
amplitudes of the surface atoms are very similar both
in the surface plane and perpendicular to the plane,
while above 700K the amplitudes along the in-plane
directions begin to become the larger ones, in partic-
ular along h001i, and above 750K, the surface begins
to disorder due to the creation of adatom–vacancy pairs
with adatoms that diffuse preferentially along the close-
packed rows, i.e., along h1N10i. The roughening temper-
ature was estimated to be 930K with a statistical error
of 20K. More recent calculations [1.190] found a sur-
face roughening at 950K, essentially in agreement with
previous simulations and with the experimental results.

Ni(110)
The roughening transition of Ni(110) was investigated
by Cao and Conrad [1.191] using high-resolution low-

energy electron diffraction. The sample was initially
heated to 1120K in O2 at 10�6 Torr for 24 h to re-
move excess subsurface carbon. Then the sample was
sputtered with 500 eV ArC at a sample temperature of
1070K to remove any remaining oxygen and sulfur
contamination. Although the Auger signal showed no
detectable contamination, the authors observed a non-
reversible peak splitting of diffraction peaks when the
sample was heated above 750K. The sample was fur-
ther treated with three weeks of repeated sputtering at
1070K followed by annealing up to 1170K and cooling
down to 670K with a slow rate of 0:4K=s. After these
prolonged treatments the splitting was no longer ob-
served. On this clean sample, the measurements showed
that, up to 900K, the logarithm of the diffraction peak
intensities linearly decayed; therefore the temperature
dependence of specular and diffracted beams could be
accounted for by a Debye–Waller factor. Instead, for
temperatures up to 1200K, the decay was faster with no
change in the peak shape both for in-phase or for out-
of-phase conditions so the anomalous decrease of the
intensity was interpreted as due to anharmonic effects.
This was also consistent with the trend of the back-
ground to peak intensity ratio which started to increase
at 1150K indicating vacancy formation at this tempera-
ture. For the analysis, the specular peak was fitted by
a Gaussian central peak (G) and a Lorentzian func-
tion (L). Between 1200 and 1400K the width of the L
component in out-of-phase condition broadened and the
ratio between G and Lwhich was constant up to 1150K
started to decrease and before reaching 1400K the ratio
almost vanished. From these results, Cao and Conrad
estimated a roughening temperature TR 	 1300K.

Other experimental evidence of the roughening
transition was found by Mróz studying the contrast in
Auger signal versus sample temperature [1.192]. Above
740K, the contrast showed a change of the slope with
an increase in the decay followed by another increase
for temperatures higher than 1300K. The low tem-
perature change was interpreted as due to anharmonic
effects that set in above 740K and the second change
to a lateral disorder in the first atomic layers consistent
with a roughening transition at 1300K.

Molecular dynamics simulations performed by
Beaudet et al. [1.193] and based on a semiempiri-
cal embedded-atom method gave results in substantial
agreement with the Cao and Conrad results. In fact, Cao
and Conrad estimated a vacancy density of the order of
4% at 1000K, and between 5% and 15% at 1200K to
be compared with calculated values of 4% and 13%,
respectively. The logarithmic divergence of the MSHD
was not estimated to precisely set TR due to the small
scale of the simulations, however, at approximately
1300K, the calculations showed that out-of-plane dis-
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order reached the second layer. Chen et al. performed
similar investigations [1.194] in which the embedded-
atom theory is used to describe interatomic interactions.
Although the main interest was the study of surface
melting of Ni(110), they found that up to 1250K the
density profile showed a gradual change and, only at
1450K, they observed the formation of an adlayer ab-
sent at lower temperatures. Since they did not perform
simulations between 1250 and 1450K, this temperature
range is in agreement with the lower limit experimen-
tally determined by Cao and Conrad for TR at 1300K.

The behavior for T < TR of the diffracted peaks, fit-
ted by means of a broad Lorentzian plus a Gaussian
central peak, was also consistent with the occurrence
of a preroughening transition, even if no conclusive ev-
idence for that was obtained [1.137].

Pd(110)
Hörnis et al. investigated the structure of Pd(110) with
high-resolution low-energy electron diffraction [1.195].
The sample presented a miscut angle of 0:1ı and was
cleaned in situ by thousands of cycles of argon-ion sput-
tering at 500 eV for 10min, followed by annealing at
1273K for 10min. After this cleaning procedure, Auger
spectra did not show C, S, or O contaminations and it
was possible to keep the sample at 1473K for 30min
and then cool it to room temperature without a change
in the diffraction intensity. The authors observed that
a well-ordered (110) surface could only be obtained
with slow cooling of the sample from 1273 to 673K
in no less than 3min.

The width of the specular peak was measured for
different scattering conditions and was found to os-
cillate with a period 2 =h, where h is the height of
a monatomic step on the Pd(110) surface (hD 2:75Å)
indicating that monatomic steps are present on the
Pd(110) surface even at room temperature.

For temperatures below 1273K, the authors ob-
served the presence of satellite peaks near the specular
peaks as shown in Fig. 1.13 along the direction per-
pendicular to the atomic rows, i.e., h001i, as well as
in the h1N10i parallel to the atomic rows. These satel-
lite peaks were consistent with a large-scale 80� 45
reconstruction of the Pd(110) surface [1.196]. This re-
construction was very stable since it was observed up to
1273K.

We note that this long-range reconstruction for bare
Pd(110) was not reproduced in subsequent investiga-
tions in real space with scanning tunneling microscopy
carried out by Niehus and Achete [1.197], and long-
range superstructures were observed only with oxygen
adsorption.

Conversely, it is interesting to consider the re-
sults by Hörnis et al. [1.195] concerning the high-
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Fig. 1.13 Parallel momentum Qjj scans through the (110)
point taken both perpendicular to the atom rows, h001i
(circles) and along the rows, h1N10i (squares). For com-
parison, the (220) in-phase peak is shown (diamonds).
Measurements were carried out at 523K with an electron
energy of 307 eV, and an incident angle (relative to the
sample normal) of 82:7ı . Arrows indicate the positions of
the satellite peaks. The solid line for the (001) azimuth is
a fit assuming islands of 59 atoms, separated by 20 atomic
spacings forming a system with periodicity of 79 atomic
spacings. Reproduced with permission from [1.195]

temperature behavior of Pd(110). Their analysis
showed that the width of the diffraction peaks shows
three temperature regions as shown in Fig. 1.14. In
fact, the line shapes were essentially constant up to
773K. In the interval between 773 and 1173K, the
FWHM in the h001i direction, perpendicular to the
atom rows, decreases, while in the h1N10i directions the
FWHM increase is due mostly to an increase in the
broad background component of the line shape. Since
the separation distance between satellite peaks does not
change in this interval the superlattice period remains
constant. Therefore, the changes in the FWHM indicate
a rearrangement of the structure of the superlattice cell.

Above 1373K, the line shapes changed suggesting
a transformation in the surface morphology since the
satellite peaks disappear and the entire line shape be-
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Fig. 1.14 FWHM of the (110) peak of Pd(110) versus tem-
perature for scans along h001i (circles) and along h1N10i
(squares) directions. The solid line is a guide to the eye for
the (001) data. Measurements performed at an electron en-
ergy of 307 eV, and with an incident angle (relative to the
sample normal) of 82:7ı for all scans. Reproduced with
permission from [1.195]

gins to broaden and the broadening was observed for
peaks in out-of-phase scattering condition. This could
be assigned to a roughening transition at a tempera-
ture of 1373K. However, the authors took with caution
this line-shape broadening as due entirely to a ther-
mal roughening transition. In fact, Pd’s vapor pressure
between 1073 and 1273K, increase from 1:2�10�9
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Fig. 1.15a,b FWHM of the (00) beam versus the perpendicular momentum exchange S? measured along (a) Œ001� and
(b) Œ1N10� directions. Measurements were performed at 303 and 475K, t is the step height. Reproduced with permission
from [1.198]

to 8:4�10�7 Torr. At an even higher temperature of
1373K, the evaporation rate from the surface is about
one ML=s therefore the origin of this Pd(110) rough-
ness cannot not be completely due to thermal equi-
librium in the surface alone but even the kinetic of
the evaporation, that could be considered as a negative
growth process, can contribute to it.

Pb(110)
Heyraud and Métois studied the equilibrium shape
of lead microcrystals lying on a graphite cleavage
plane [1.44, 199]. In the first step, they condensed a
1000Å-thick film on a cleaved graphite monocrystal in
UHV, then, heating the film above the Pb melting tem-
perature, the films broke in droplets of � 5�m size.
The second step was the lowering of the temperature
at the chosen value and a further Pb condensation of
1000Å yielded the growth of flat crystallites. Finally,
the sample, removed from the UHV preparation cham-
ber, was observed by scanning electron microscopy. For
growth temperatures above 393K, only the (111) and
(100) facets were observed. Below this temperature, the
(110) was also observed.

Yang et al. measured the roughening transi-
tion of Pb(110) by means of high-resolution LEED
(HRLEED) [1.198] on a sample whose miscut was
estimated to be 0:1ı. The authors measured the spec-
ular peak as well as another two diffracted peaks, .10/
and .01/. At low temperature, the peak profiles were
smooth and without shoulders or peak splitting. More-
over, changing the incident energy, the FWHM of the
peaks did not show any oscillatory behavior. How-
ever, an oscillatory behavior was observed upon raising
the temperature, a clear sign that steps were gener-
ated on the surface, as shown in Fig. 1.15. From the
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an incident energy
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period of oscillation, the authors deduced that the sur-
face contains single atomic steps with a step height of
1:75˙ 0:05Å, a value consistent with the bulk value.

The authors also observed the evolution of the peak
profiles measured along both the Œ001� and Œ1N10� di-
rections at different temperatures in the out-of-phase
condition shown in Fig. 1.16.

At low temperature the peak shape is sharp; sub-
stantial tails were instead observed at 418K. Since
close to the roughening transition, the peak shape is
a power law due to the logarithmic behavior of the
MSHD, the authors performed an analysis of tails as
shown in Fig. 1.17 where the intensity is plotted as a
function of the momentum exchange. The slope � D�1
is reached at about 415K, hence they set TR � 415K.

Landa et al. performed a molecular dynamics sim-
ulation of Pb(110). They considered a semi-infinite
system modeled by means of a slab of Pb atoms in-
teracting through a many-body glue potential [1.48].
The simulations showed that the Pb(110) surface started
to disorder through the excitation of adatom–vacancy
pairs in the temperature range between 320 and 360K.
Up to 400K, adatoms were isolated, but just above
400K they formed small clusters of 2�3 atoms. With
a further increase to 450K, the authors observed clus-
ters formed by 10�20 atoms and they identified this
type of behavior with the roughening transition. With
further increases in temperature, the Pb(110) surface
disorders by step formation, first along the Œ1N10� direc-
tion and then along Œ001� direction. The exact transition
temperature was estimated by the authors mapping their

solid–gas interface model to an anisotropic 6-vertex
solid-on-solid BCSOS model. As shown in Sect. 1.2,
by using (1.4), the authors estimated TR D 436K, not
far from the experimental value.

Al(110)
Schwarz et al. studied the dependence of Al(110)
structure on the temperature by means of low-energy
electron diffraction [1.200]. The study was performed
between 100 and almost 900K. The authors observed
a sinusoidal variation of the FWHM at 300K due to
the presence of steps but this variation deviated from
a sinusoid above 500K. At the same temperature, the
ratio of the background to the specular peak inten-
sity showed a gradual increase. Analyzing the peak
shape in out-of-phase condition, at low temperature it
was well described by a Lorentzian function; instead,
closer to the roughening transition, the shape was better
represented by a power law whose exponent indicated
a roughening temperature at about 550K along h1N10i
and about 650K along h001i. On average a roughening
transition at about 600K was estimated.

A previous investigation by Pavlovska et al. [1.201],
although not precisely fixing a value for TR, concluded
that in the range 420�750K the surface is in a rough-
ening state, accompanied by anharmonic vibrations not
only parallel but also normal to the surface. An in-
vestigation carried out by Pedemonte et al. with ion
scattering in backscattering mode provided another in-
dication that supports the roughening transition for
Al(110) at about 600K [1.202].
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Fig. 1.17 The log–log plots of the tail part of the (00)
beam profiles, measured in the Œ1N10� direction and in
out-of-phase condition (S?tD 3 ), are shown at differ-
ent temperatures. The data were taken from 2% to 10%
of the Brillouin zone away from the center of the Bragg
peak. The slope of the plots is equal to .2� n/ and, at
roughening, nD 1. Similar plots were obtained for profiles
measured in the Œ001� direction. Reproduced with permis-
sion from [1.198]

1.10.3 Reconstructed (110) Surfaces

As described in the theoretical part, in these systems
two different transitions can be present, deconstruction
and roughening, and it was interesting to study the cou-
pling between them, to establish whether they occur at
different temperatures, and to determine the universal-
ity class to which they belong.

Au(110)
Wolf et al. observed the deconstruction transition be-
tween the low-temperature missing-row reconstructed
.1� 2/ to the unreconstructed .1� 1/ (110) surface of
gold Au(110) with LEED at TD D 693˙ 15K [1.203].
A few years later, Campuzano et al. carried out a de-
tailed study of the deconstruction transition [1.204]
investigating the dependence on the temperature half-

order peaks related to the reconstructed phase. The sam-
ple presented a miscut angle of 0:5ı and was carefully
prepared. At room temperature the diffraction pattern
presented the double periodicity but, for temperatures
greater than 700K, the half-order peaks disappeared
and a diffraction pattern related to a primitive .1� 1/
structure was observed and the peak intensities did not
show hysteresis as a function of temperature. Since near
a second-order transition, the diffraction peak shape can
be separated into two contributions [1.205]

I.ıK; t/D �.t/2ı��K�G 1
2

�C���K�G 1
2
; t
�
;

(1.45)

where G1=2 is the reciprocal vector of a half-order
diffraction peak for the Au(110).2� 1/ and tD .T �
TD/=TD is the reduced temperature. The first term,
related to the long-range order parameter of the tran-
sition �, mainly contributes to the peak for T < TD and
tends to zero at the transition as jtj2ˇ, the second term
is the only term present above TD and is related to the
susceptibility � which depends on the order parame-
ter correlation function that diverges at TD as t�� and
whose correlation length diverges as jtj�� contributing
to the peak width above TD as jtj� : ˇ, � , and � are the
critical exponents of the transition and, through the in-
vestigation of the peak shape around TD, their values
can be estimated. In particular, for the two-dimensional
Ising universality class of interest for the deconstruc-
tion transition, the exponents are ˇ D 1=8, � D 7=4,
and � D 1. The analysis of the half-order peak shape
based on (1.45) suggested that the transition indeed be-
longed to the 2-D Ising class with a deconstruction tem-
perature TD D .649:2˙ 1:5/K as shown in Fig. 1.18.

An ion scattering study was performed by van de
Riet et al. [1.208] in the temperature range 300�900K.
They observed that single vacancy formation started
at 530K and up to 750K double vacancy contribution
was negligible. Above 650K a background contribution
due to the number of steps on the surface also started.
The results of an x-ray study performed by Keane
et al. [1.209] on the temperature dependence of the in-
plane superlattice and integral-order surface peaks as
well as on the specular reflectivity showed that the de-
construction transition happens at TD D 735K without
an increase of step density and with estimated criti-
cal exponents close to 2-D Ising values. Above 784K
there was a significant increase in the density of sur-
face steps that could be related to surface roughening
and they estimated the onset in the range 752�784K.
They also observed a systematic shift in the decon-
struction temperature: a decrease of 1K for every four
hours the sample temperature was above 700K. This
was interpreted as being caused by contaminants with
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Fig. 1.18 Plot of the diffracted peak intensity measured
from Au(110) (circles) related to long-range order and
Onsager’s theoretical result [1.206] (solid curve); the fluc-
tuations (triangles) and theoretical results by Fisher and
Burford [1.207] (dashed curve) are also shown. Repro-
duced with permission from [1.204]

a coverage below the level of detectability of their
Auger analyzer. Sprösser et al. investigated Au(110)
with He atom diffraction. The deconstruction temper-
ature was estimated at 650K and, through a peak shape
analysis and assuming the roughening exponent � D 1,
TR was estimated 740K. Conversely, since the steps
were observed not to be simply monatomic but instead
presented a multiple-height distribution, and simula-
tions performed by the authors [1.210] showed that TR
should be about 10% lower than the estimation ob-
tained through the roughening exponent, they assigned
TR at 690K, the onset temperature for specular broad-
ening. An ion scattering investigation by Hoss et al.
on the roughening and melting of Au(110) [1.211] re-
ported an anomalous behavior at 680K and a possible
interpretation was the occurrence of a roughening tran-
sition. Another ion scattering study was carried out by
Höfner and Rabalais [1.212] to investigate the decon-
struction transition. Measurements were performed in
the range of 298�720K and the results of the data
analysis showed that features related to the .1� 2/ re-
construction could still be observed at 720K, reflecting
the unusually high stability of the reconstruction. An-
other He beam scattering experiment was performed
by Cvetko et al. [1.213]. The deconstruction was Ising-
like and its temperature was estimated at 700˙ 5. An
analysis of the peak shape was carried out up to 723K
where the power law shape showed a negative expo-
nent � 1:55. Unfortunately, the authors were not able
to perform measurements at higher temperatures: in

fact the segregation of Ca determined a relatively fast
decay of the specular intensity; instead measurements
below 725Kwere reproducible. Since the exponent was
smaller than the expected value at the roughening tran-
sition, the authors estimated TR > 723K.

A study on the specific heat anomalies by Clark
et al. [1.214] showed that the critical exponents for
the deconstruction were consistent with an Ising tran-
sition and the estimated critical temperature was TD D
695˙ 3K.

Sturmat, Koch, and Rieder performed an STM
investigation of Au(110) in the temperature range
300�700K [1.215]. Since any real surface presents
a miscut, terraces have a finite extension and are sepa-
rated by steps and the authors observed that those steps
became more jagged on increasing the temperature up
to TD. Instead the .1� 2/ reconstruction was stable
above TD as observed with ion scattering. Therefore, the
authors proposed that the Ising transition observed with
diffraction techniques was due to the 2-D roughening of
the step edges, at higher temperature the .1� 2/ recon-
struction is still present and only at the 3-D roughening
transition (� 700K) the surface deconstructs. These re-
sults confirmed that there are two transitions at different
temperatures but the details of the step evolution in-
volved in the deconstruction are in contrast with the
theoretical models. Although some doubts were raised
byRost andFrenken [1.216] about possible artifacts due
to the limited scan speed, the observation of jagged step
edges was confirmed by Koch and Schulz [1.217].

It is interesting to consider the investigation by
McRae et al. [1.218] on Sn segregation to the (110)
surface of a nominally pure Au crystal. The authors car-
ried out experiments with low-energy electron diffrac-
tion, Auger electron spectroscopy, and low-energy ion
scattering and observed a change of the deconstruc-
tion temperature which depended on the Sn coverage.
Sn segregated for T > 675K and for a coverage of
0:002ML TD decreased by 15K, while for 0:13ML the
decrease was 200K. This sensitivity to contamination
could be a possible explanation of the spread in the
estimated transition temperatures among different ex-
periments, since different samples can contain different
amounts of contaminants.

Pt(110)
Robinson, Vlieg, and Kern investigated Pt(110) with x-
ray diffraction [1.81]. The Pt crystal presented a miscut
angle of 0:1ı and was prepared with treatments in O2

and annealing to 1200K to remove C impurities. The
peak shape analysis showed that the coherent intensity
related to .1�2/ reconstruction vanished at 1020˙1K
and within 5K from this transition, the width and po-
sition of those peaks started to increase, as shown in
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Fig. 1.19 Temperature dependence of the Lorentzian fit-
ting parameters of the Pt(110) radial lineshape measured at
(1:5; 0; 0:06): peak height (circles) and fit (solid line) ob-
tained with TD D 1080K and ˇ D 0:11. Half-width (black
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Fig. 1.19. Since the shift is in contrast with the expected
behavior for an Ising system the authors interpreted
this fact as due to spontaneous step formation above
the deconstruction transition and hence assumed that
the surface is in a rough phase, although they did not
perform a fit for establishing that the peak shape is
a power-law.

A He scattering study performed by Cvetko
et al. [1.219] found a different behavior. The decon-
struction temperature was estimated at 1087˙ 5K and
the behavior is consistent with an Ising transition.
The broadening of half-integer order peaks (shown in
Fig. 1.20) is similar to x-ray results. Conversely, above
this temperature, the specular peak broadening is less
pronounced than that of the half-integer order peaks and
the authors interpreted this difference as due to a density
of single steps that increased at a much slower rate than
the density of domain walls, therefore single steps are
only partially involved in the deconstruction. Moreover,
a peak shape analysis up to 1250K separating elastic
from inelastic contributions showed that the specular
peak in out-of-phase condition evolved to a power-law
shape and the roughening exponent was close to �1 at
1160˙ 10K, as shown in Fig. 1.21. Krzyzowski et al.
studied Pt(110).1� 2/ with He scattering and electron
diffraction [1.220]. They found that the deconstruction
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transition at 1025˙ 10K is consistent with an Ising
transition. At higher temperature the analysis of the
peak evolution to a power-law shape allowed them to
evaluate TR D 1095˙ 20K.

Koch et al. also performed a comparative study of
Au(110) and Pt(110) with STM [1.221]. The two sur-
faces showed a similar behavior for what concerned the
presence of the .2� 1/ reconstruction above the tran-
sition at lower temperature due to 2-D roughening of
preexisting steps, but with the difference that for Pt
there is also a simultaneous formation of islands and
holes in the flat terraces.
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1.10.4 Vicinal Surfaces

The roughening on metal singular-faces, as (110), re-
quires step formation on a flat step-free surface and a lot
of energy is involved in the process, therefore it is fore-
seen that singular faces roughen at high temperatures
close to the melting one. Instead on vicinal metal sur-
faces a step array is already present and its disordering
due to kink formation costs less in energy, therefore the
roughening temperature is much lower than the melt-
ing temperature: for this reason, experimental studies
on vicinal surfaces were in some way easier to perform,
but if the temperatures are really low this can impede
the attainment of equilibrium conditions.

Cu(113) was investigated by Salanon et al. with he-
lium atom diffraction [1.222]. The authors performed
a peak shape analysis and estimated TR D 720˙ 50K.
A previous x-ray study by Liang et al. [1.223] es-
timated a step-roughening transition temperature at
.620˙10/K only analyzing the vanishing of diffraction
peaks. The discrepancy between the two values was ex-
plained by the different analysis procedure.

Cu(113) was also investigated byWollschläger et al.
with electron diffraction [1.224]. They found a vanish-
ing of the coherent scattering intensity at 750K but the
peak shape was consistent with a linear divergence of
MSHD. This linear trend for the correlation function
was found also by Fabre et al. studying Cu(1 1 11) with
He atom diffraction [1.225].

Cu(115) was investigated by Fabre et al. with he-
lium atom diffraction [1.226, 227] and through a peak
shape analysis roughening was estimated to occur at
TR D 380K. Several years later, Ernst et al. [1.228] in-
vestigated the thermal roughening with energy-resolved
atom diffraction and questioned the previous results for
the following points. The first is related to the energy
window of the experiment, in fact without energy res-
olution they obtained results compatible with those of
Fabre et al. with a TR D 420K, but reducing the in-
elastic contributions the estimated temperature became
TR > 700K. The second point is related to the form of
the MSHD, which is logarithmically divergent at long
range, but at short range must present a lower cutoff to
regularize its behavior, therefore two different lengths
must be compared: the transfer width of the experiment
and the length where there is the crossover between
short- and long-range behavior. In order to observe the
logarithmic behavior, the transfer width must be larger
than the crossover position. Moreover, the position of
the crossover poses also the requirement on a third
length: the linear size of domains on the surface must be
larger than the crossover position. A more recent study
was carried out by Le Goff et al. with STM and x-ray

diffraction on Cu(115) and copper alloys [1.229]. For
bare Cu(115), through a comparison with Monte Carlo
simulations a roughening temperature was estimated at
380K, a value supported also by the analysis of x-ray
data, confirming the first estimate.

Ni(113) was investigated by Conrad et al. with
energy-resolved He scattering [1.230, 231] and through
a lineshape analysis the estimated temperature value
was TR D 750˙ 50K. These results were also con-
firmed by Robinson et al. with x-ray diffraction [1.232].
The authors performed a detailed analysis of the peak
shape and found TR D 770˙ 30K.

Ni(115) was investigated by Conrad et al. and
a roughening temperature of 450˙ 50K was esti-
mated [1.233].

Ni(117) was investigated by Blanchard et al. and
they estimated TR D 400˙ 50K [1.234].

Ag(115) was investigated by Hoogeman et al. with
STM [1.88, 235, 236]. The authors performed a direct
measurement of the height correlation function on the
acquired images and initially found a linear behavior
of MSHD which was in agreement with the results on
other vicinal surfaces described above. Conversely, the
authors observed that the MSHD did not rise mono-
tonically with temperature. A detailed study showed
that on a large scale the surface was not perfectly flat,
therefore the supposed (115) surface had an orienta-
tion that varied around (115) and the authors estimated
a temperature-independent root-mean-square deviation
of 0:20ı. These residual variations in surface orienta-
tion are the main contributions to the estimated MSHD
masking the true temperature-dependent roughness in-
volved in the roughening transition. They developed
a pattern recognition procedure based on the crystal-
lographic information of the possible step heights and
step distances on Ag(115): the algorithm selected small
regions of the full image and was demonstrated to be
insensitive to statistical noise and to bad resolution
of the STM tip. The procedure used one-dimensional
windows, smaller than that of the full image, and ac-
cepted only positions where the scan line had the same
height at the beginning and at the end of the window.
By employing this procedure the expected logarithmic
behavior was recovered. The authors also commented
that the equal-height condition was similar to peri-
odic boundary conditions in computer simulations. To
further support their procedure, the authors performed
Monte Carlo simulations to mimic the selection proce-
dure [1.89] and the results showed that deviations of
TR were less than 2% from the prediction of the TLK
model [1.88]. The estimate roughening temperature was
TR D 465˙25K from the analysis of STM images and
423˙ 6K from the simulations.
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1.10.5 Other Systems

The (111) surfaces of fcc metals are very stable [1.237]:
calculations show that the roughening does not hap-
pen below the melting of the crystal [1.238] and in fact
they have not been observed to roughen. An investiga-
tion performed by Pluis et al. on Pb with ion scattering
showed that the (111) surface retains its order up to
the melting [1.239]. The single exception is Al(111) for
which calculations performed by Trudu et al. and based
on embedded-atom interactions [1.240] set the rough-
ening at 890K, well below the bulk melting value of
933K.

For the (100) surface of fcc metals the situation
is not so clear and could depend on the system. For
Cu(100), the observation on 2-mm size crystals sup-
ported on graphite stripes [1.157] suggests that in this
case (100) is stable up to melting. Moreover, as noted
before for the Cu(110) case, He diffraction experi-
ments [1.159] showed that the specular peak from
Cu(100) is measurable up to 1273K (� 0:93TM) and
the authors commented that the surface retains some or-
der up to the highest temperature measured.

Yang et al. studied Pb(100) using high-resolution
low-energy electron diffraction [1.241]. They observed
an anomalous surface expansion below 480K and a sud-
den proliferation of vacancies between 480 and 540K,
with an increase of .20˙5/%from room temperature to
530K. For both the out-of-phase and in-phase diffrac-
tion conditions, the peak shape analysis did not show
changes or broadening due to steps up to 5K from TM.
Hence Pb(100) was not observed to roughen.

Conversely, Abernathy et al. [1.242] performed an
x-ray scattering study on Pt(001) which shows a hexag-
onal reconstruction. The sample was a Pt disk with
a mosaic of 0:01ı full-width at half-maximum (FWHM)
and a miscut angle of 0:06ı away from the crystal-
lographic (001) plane. The sample was treated with
procedures yielding a surface that remained clean at el-
evated temperatures for extended periods of time. The
authors observed that the surface morphology below
1820K is atomically smooth. However, above 1820K,
the Pt(001) surface is unreconstructed and rough.
The coherent x-ray scattering experiments by Pierce
et al. [1.243] on Pt(001) provide a further support to
previous results and the analysis of the data showed that
TR D 1834K similarly to the previous estimation.

Au(001) presents a reconstruction similar, but not
identical, to Pt(001) [1.244, 245]. Even for what con-
cerns roughening, the x-ray reflectivity investigation by
Gibbs et al. [1.246] and coherent x-ray scattering study
by Pierce et al. [1.243, 247] did not support the occur-
rence of a roughening transition on Au(001).

Roughening of In, which presents a face-centered
tetragonal structure, i.e., a distorted fcc structure, was

investigated by Métois and Heyraud [1.248] and by
Pavlovska et al. [1.249]. Both groups observed micro-
crystals with electron microscopy and TR was deter-
mined for a few faces. The temperature determined
by the two groups agrees within a few K for f113g
(TR D 373K [1.248], TR D 375K [1.249]), in reason-
able agreement for f110g (TR D 283K [1.248], TR <
305K [1.249]), with a larger discrepancy for f311g
(TR D 317K [1.248], TR D 355K [1.249]) and f011g
(TR D 293K [1.248], TR D 345K [1.249]). One year
later, Georgiev et al. [1.250] performed low-energy
electron diffraction studies of In(100) and In(110) sur-
faces. For (100), as expected from the results on micro-
crystals, the specular peak shape did not change almost
up to TM. In the case of (110) the specular peak shape
behaves in a way similar to (100); hence, in contrast
with the results based on the macroscopic disappear-
ance of (110), the results of microscopic observations
of the (110) disordering show that this occurs with-
out any evidence of roughening. The authors suggested
that this behavior is due to anharmonic vibrations and
a high density of adatoms and vacancies. In a study of
In(111), Lin et al. [1.251] observed creation of vacan-
cies and adatoms but no step roughness was detected up
to 426K.

Pavlovska et al. also investigated Sn microcrys-
tals [1.249] and for several surfaces a roughening tem-
perature was estimated below the melting temperature.

Roughening of Ta was investigated by Vanselow
and Li [1.252] on vicinal areas of (110) and (100) sur-
faces with field-emission microscopy. They carried out
growth studies on Ta crystallites at different temper-
atures and observed a transition with an increase in
growth rate, as predicted by roughening theories.

Systems different from metals were also studied,
including He and the systems mentioned in the intro-
duction, C2Cl6, NH4Cl, and tetrabromomethane.

Ohachi and Taniguchi investigated the roughening
of bcc ’-Ag2S [1.253]. The observation of the sam-
ple in a transparent furnace allowed them to follow the
evolution of the faceting of the crystal at different tem-
peratures. For (110) surfaces TR was estimated at 853K
and, for (100), at 753K.

The roughening in rare gas crystals different from
He was also investigated. Maruyama investigated
Xe and Kr [1.254] by an apparatus that worked in
a constant-temperature cryostat. A vacuum jacket
surrounded the cell and this part was immersed in liquid
nitrogen. The cell, inside the jacket, was made of two
copper parts: an upper copper block and a lower copper
substrate with the substrate thermally insulated by the
copper block. At the beginning of the experiment, the
cell was pumped and when the required temperature
was reached, the cell was filled with the sample gas. The
crystals were grown decreasing the temperature of the
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substrate below the block temperature: crystals grown
on the block sublimated behaving as a source of gas
for those grown on the substrate, with a supersaturation
given by sD PB.TB/=PS.TS/�1, where PB is the vapor
pressure at the temperature of the block TB and PS is the
vapor pressure at temperature of the substrate TS. For
Xe at 114K and sD 0:4ı, facet crystals grew and both
the (111) and (100) facets were observed. At 125K and
sD 0:7ı, both facets and curved surfaces appeared. At
an estimated temperature of 129K, all the crystals are
bounded by curved surfaces. Since this shape could
be related to supercooled liquid droplets, the author
described some facts that indicated that those curved
samples actually were solid. For Kr, the behavior was
similar to that of Xe and the estimated temperature, at
which the crystal was observed bounded by curved sur-
faces, was 93K. Of course this investigation, although
semiquantitative since it did not give an estimate of
the roughening temperature for each facet separately,
suggests that, on these rare gas systems, (111) facets do
not survive up to the melting of crystal.

Pontikis and Rosato performed a molecular dynam-
ics study of the (110) surface of Ar [1.255, 256]. They
observed an increase of the vacancy-adatoms pairs
above 0:7TM and by using this value they estimated
a roughening transition at about 58K for Ar(110).

More recent experiments on multilayer films of
Ar, Kr, and Xe on graphite [1.117, 119, 257] showed
intriguing behaviors related to preroughening and its
connections with surface melting (this will be briefly
commented upon at the end of this section). The film
growth proceeds layer-by-layer and a first-order tran-
sition is present as observed in adsorption isotherms,
where at each completion of a layer steps appear:
this layering transition terminates at a layering critical
temperature Tc.n/which depends on the number of lay-
ers n. Above this critical temperature, the film grows in
a continuous way and atoms are present at layer nC 1,
nC2 etc. a situation similar to the rough phase, in fact it
was suggested that the limit of Tc.n/ for increasing n is
the roughening temperature of the exposed face of the
3-D crystal [1.258]. Youn and Hess [1.119] performed
ellipsometric adsorption isotherm measurements to in-
vestigate the layering transitions of Ar films on graphite
and found Tc.2/D 69:4˙ 0:2K, Tc.3/D 67:6˙ 0:2K
while, at higher temperatures, the layering steps dis-
appeared. This first part was consistent with results
already present in the literature [1.259, 260] with an es-
timate for the roughening of Ar(111) at TR D 68K, but,
for a further increase of the temperature, Youn and Hess
observed that the steps reappeared for T > 70K and
persisted up to 77K and they named this phenomenon
reentrant layering. Moreover, the reentrant steps in
isotherms were not aligned with the previous steps but

happened in between, in a position corresponding to
half of a layer. Of course this finding poses the ques-
tion about the nature of the second transition. Other
measurements by Day et al. [1.261] and by Larese and
Zhang [1.262] confirmed these results. From the analy-
sis of the phase diagram, on one hand the transition was
interpreted as a signature of a preroughening transition
with the surface layer in a disordered flat phase, while
on the other hand it pointed to a possible relationship of
this transition with a liquid phase at the outermost layer.

The growth of Ar thick films on single-crystal
MgO was investigated with x-ray reflection by Rieu-
tord et al. [1.263]. At 70K, in a reproducible way, they
observed a jump in the total thickness which corre-
sponded to half a layer, consistent with Youn and Hess’
results for films grown on graphite, therefore this is
a property of the film. Moreover, the authors performed
measurements of the peak shape and no evidence for
a divergent MSHD was found therefore the transition
was not a roughening transition. Finally, reflectivity
data could not be fitted at every temperature with a one-
layer description but with a two-layer description which
the authors assigned to correspond to the liquid and
solid parts of the film. These results therefore supported
the idea that the surface melting starts with a prerough-
ening transition.

Si(100) was investigated by Bartelt et al. with
low-energy electron microscopy (LEEM) [1.264]. The
authors studied in real-time equilibrium step fluctua-
tions at different temperatures obtaining an estimate of
the step free energy that vanishes at 1473K. Since at
1443K, the sublimation rate is about 0:12ML=s, the
transition could be a kinetic roughening but the au-
thors observed an increase of step fluctuations already
at 1373K, where sublimation is very small, supporting
a thermodynamic origin of the surface roughening ob-
served at higher temperature.

The equilibrium crystal shape of silicon was
investigated by Bermond et al. with electron mi-
croscopy [1.266]. The (111) surface was present up to
T D 1673K, 13K lower than TM. The roughening tem-
peratures in equilibrium experiments were evaluated as
1643K for (110) and 1613K for (113). Similar studies
were performed by Suzuki et al. [1.267] on high-index
surfaces. A study of Si(331) was performed by Noh
et al. with x-ray scattering experiments [1.268]. The
analysis of diffraction peaks indicated the occurrence
of roughening at .1075˙10/K in good agreement with
the estimated value by Suzuki et al. [1.267], but these re-
sults were not completely confirmed by an STM study
performed by Hibino and Ogino [1.269].

Roughening of H2O ice was studied by El-
baum [1.270] who observed the transition on the prism
facet f10N10g at 271K while the basal facet f0001g per-
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Fig. 1.22a–c Three 1�m� 1�m filled-state STM images of the GaAs(001) surface prepared under different annealing
conditions. (a) Ordered flat (783K and 0:03�Torr As4), (b) disordered flat (838K and 0:03�Torr As4) showing sin-
gle level islands, (c) rough (878K and 0:03�Torr As4) showing multilevel islands. Reprinted figure with permission
from [1.265]. Copyright 2003 by the American Physical Society
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Fig. 1.23 Phase diagram of a GaAs(001) .2� 4/ recon-
structed surface prepared under different annealing condi-
tions and As4 beam equivalent pressures (BEP). The brown
line with squares is the boundary of ordered flat and dis-
ordered flat phases. To the left of this line, the coverage
of islands is zero. The brown line with circles is the tran-
sition boundary between disordered flat and rough phases.
For this line the data points are also labeled with the is-
land coverage reached just prior to roughening. Notice that
the coverage just before roughening varies from 80–40%
as the substrate temperature is increased. Reproduced with
permission from [1.265]

sisted until melting. Maruyama performed a study at
high pressure [1.271] and measured the roughening of
the prism facet at TR D 257K for H2O at 160MPa and
TR D 259K for D2O at 180MPa; even in this case, the
basal plane was stable up to 273K.

Ionic crystals of NaCl were studied by Lampert
and Reichelt [1.272] and a roughening temperature was

estimated between 898 and 948K. Heyraud and Mé-
tois [1.273] showed that for T � 923K the NaCl crystal
is bounded by sharp facets, while above 923K the facets
started to become rounded. Arsic et al. studied cesium
halide crystals in saturated aqueous solution droplets
and in the temperature range from 275 to 344K [1.274].
For cesium bromide, a roughening temperature TR D
278˙ 1K was estimated.

Finally, although outside the scope of the present
chapter, we would also like to mention the roughening
of grain boundaries which are important for technolog-
ical applications. For example, roughening influences
the mobility of grain boundaries in the process of their
removal [1.275]. More information on this topic can be
found in the review by Straumal et al. [1.276].

To conclude this experimental section, we briefly
consider again the preroughening transition. A striking
evidence of this transition was obtained in real space
for GaAs(001) by Ding et al. with STM [1.265]. The
samples were prepared by annealing at fixed temper-
ature in the range 773�973K for a time that assured
equilibrium conditions and in a fixed As4 flux. Then
the samples were cooled to room temperature follow-
ing by a procedure that froze-in the surface morphology
present at higher temperatures and images acquired
at three different annealing temperatures are shown in
Fig. 1.22 where the different morphologies of the sur-
face are clear. Modifying the annealing temperatures
and the As4 flux a phase diagram was determined and
is shown in Fig. 1.23.

The surface at low temperature and high flux is
in the flat phase, increasing the temperature (and/or
decreasing the flux) the surface undergoes a prerough-
ening transition to a disordered flat phase and, then, for
higher temperatures, to a rough phase.

In the study of the various systems, a roughening
transition was not always observed but sometimes there
was only an increase of adatom–vacancy pairs. This
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could be a signature of a preroughening transition as
observed by Tosatti and coworkers [1.114, 115] who
discussed a relationship between surface melting and
preroughening, where initial melting phenomena de-

termine a preroughening behavior, thus explaining the
results of experiments on multilayer films of rare gases
on graphite. They also suggested a similar interpretation
for the behavior of Pb(100) and Au(100).

1.11 Conclusions: Growth

As we have discussed in the present chapter, roughening
was an interesting application of statistical mechanics
to solids. The roughening transition is an infinite-order
phase transition, and is one of the most evident exam-
ples of a Kosterlitz–Thouless transition. Most of the
theoretical predictions have been satisfactorily verified
experimentally. An equally important point (and more
relevant, even today, for practical applications) is the
relation between roughening and the surface growth
mode. Indeed, the bulk of the experimental work on
the roughening transition to study mechanism and tem-
peratures was done in the 1990s, but the results are
still important today for the growth of bulk or nano-
structured materials. For an extensive discussion of
growth modes, see the classical work of Weeks and
Gilmer [1.90]; see also Levi et al. [1.91, 92]. Although

the distinction is not sharp, it is clear that a smooth sur-
face tends preferentially to grow in the layer growth
mode, where a layer is completed locally before a new
layer is started above it, and there is a bottleneck: the
nucleation of 2-D islands. Conversely, a rough sur-
face tends to grow in the continuous, or 3-dimensional
growth mode, where atoms may stick anywhere, form-
ing hillocks. These two modes are completely different,
with the consequence that the transition, which in
equilibrium is an extremely weak, Kosterlitz–Thouless
transition, dynamically involves a dramatic change. In
Sect. 1.6 we have briefly discussed the problems of ki-
netic roughening, which appear to be very relevant from
the present point of view and may give rise to the vast
set of phenomena discussed in the reviews by Halpin-
Healy and Zhang [1.96] and byMisbah et al. [1.5].
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2. Surface Diffusion

Riccardo Ferrando, Andrew P. Jardine

Surface diffusion is a key step in several phenom-
ena occurring on crystal surfaces, for example in
thin-film growth and in chemical reactions. Here,
we review the basic concepts of surface diffu-
sion. The elementary diffusion mechanisms on
flat and stepped surfaces, such as jumps and
exchanges are treated first. Then, the long-time
result of the combination of such elementary dif-
fusion moves is considered, both from the point
of view of single-particle (or tracer) diffusion and
of collective diffusion. Finally, an overview of the
experimental techniques to measure surface dif-
fusion is given, with special attention being paid
to the helium spin-echo technique.
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Adatom mobility is extremely important in a series of
processes of technological relevance, such as thin-film
growth and heterogeneous catalysis. In fact, smooth
thin films can be grown only if the deposited atoms are
able to move around on terraces and between different
terraces. On the other hand, surface chemical reactions
are possible only if the reactants, which usually impinge
on the surface in random positions, can move around to
meet each other. In this chapter, we review the basic
aspects of adatom mobility on surfaces, first focusing

on the elementary atomic moves and then on the com-
bination of these moves in determining the long-time
stochastic motion of the adatoms. Literature on this
subject is vast, and, therefore, we refer to a narrower do-
main, metal-on-metal diffusion, as regards the specific
examples. The interested reader may refer to books and
review articles for more complete overviews [2.1–6].
Moreover, we focus on single-adatom mobility, recall-
ing, however, that mobility on surfaces may involve also
atomic aggregates [2.7–24].

2.1 Elementary Mechanism of Surface Diffusion

Let us consider an atom that is deposited on an oth-
erwise empty crystal surface. The adsorbed atom can
exchange energy with the substrate, which acts as
a thermostat at temperature T . For simplicity, we as-
sume now that the substrate does not participate actively
in mass transport, i.e., that substrate atoms simply oscil-
late around their lattice positions. This assumption will
be relaxed when dealing with exchange diffusion. Af-

ter deposition, a series of different processes may take
place in sequence for the adatom. These processes may
be schematically described as follows:


 Transient mobility. When the incoming atom hits
the surface, it may have a significant amount of ki-
netic energy, coming from the kinetic energy of the
beam and from the condensation energy on the sub-
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strate (which is of the order of few eV for transition
metals), or from the dissociation energy in the case
in which molecules, such as O2, are deposited. This
excess energy may cause some transient mobility
of the adatom before the initial nonthermal energy
is dissipated to the substrate [2.25, 26]. Dissipation
may take place either by exciting phonons or by cre-
ating electron–hole pairs in the substrate [2.27]. The
former mechanism contributes to the phononic part
of the friction, whereas the latter contributes to the
electronic part of the friction. Recent estimates for
diffusion of Na on Cu(111) [2.28] show that dissipa-
tion to phonons and to electron–hole pairs account
for � 80% and 20% of the total friction, respec-
tively.
 Thermalization. After the initial excess energy is
dissipated, the atom equilibrates with the substrate
in some adsorption site, where it stays for some time
by making small oscillations of frequency �osc at the
potential well bottom. This is possible if the poten-
tial energy well associated with the adsorption site
is much deeper than kBT , where T is the temperature
of the substrate. If adsorption sites are very shallow,
the adatom equilibrates on the substrate but keeps
on moving in a quasicontinuous way. This type of
motion is, however, rather uncommon. An example
is the case of adatom diffusion on fcc(111) surfaces,
as discussed.
 Activated escape. Even if deeper than kBT , an ad-
sorption site is not infinitely deep, so that the
adatom can escape from it through a saddle point,
by surmounting an energy barrier Eb. Here, we con-
sider only diffusion by thermal activation, since
quantum tunneling is relevant only at low temper-
atures (< 100 K for hydrogen and at even lower
temperatures for other atoms [2.1, 29]). The escape
rate �j is given by an expression known as the Ar-
rhenius law

�j D �0je�
Eb
kBT ; (2.1)

where �0j is the rate prefactor. Since �0j � �osc [2.5]
one has

�j� �osc : (2.2)

Energy barriers for diffusion depend on many fac-
tors. For a given type of substrate and adatom, the
barrier depends on the surface orientation. For ex-
ample, for Au, Ag, and Cu adatom diffusion on the
surfaces of these metals, the barrier for hopping dif-
fusion is of a few tens of meV for diffusion on the
(111) surface, and of a few hundred meV on the

(100) surface [2.30–35]. The very low barriers on
the (111) surface cause a quasicontinuous diffusive
motion in the network on fcc and hcp adsorption
sites, which can take place already at room temper-
ature. As discussed in Sect. 2.1.2, Eb is different in
the vicinity of steps and other defects than on the
flat, perfect surface. For diffusion of metal atoms
on insulating surfaces, Eb may also depend on the
charge state of the adatom [2.36]. Diffusion bar-
riers may depend on the direction on anisotropic
surfaces, to the extent that diffusion may become es-
sentially one-dimensional in some cases [2.37–41].
 Jump diffusion. After jumping out from an ad-
sorption site, the adatom will finally thermalize in
another adsorption site, which may be either a near-
est/neighbor site or a more distant site [2.5, 42]. In
the latter case, a long jump has taken place. For deep
potential wells, the time of flight �fl between escap-
ing from the first site and thermalizing in the new
site is much shorter than the average residence time
in the well �j

�fl� �j D 1

�j
: (2.3)

The residence time is, therefore, sufficiently long to
eliminate correlations between subsequent jumps,
so that the overall adatommotion will be a sequence
of uncorrelated events, which produces a random
walk in the lattice of adsorption sites.

A schematic representation of the trajectory of a dif-
fusion event of an adatom is given in Fig. 2.1. The
adatom oscillates in an adsorption site, then it jumps
to a nearest-neighbor site and, finally, thermalizes there
and keeps on oscillating.

The occurrence of long jumps indicates a weak en-
ergy exchange between the adatom and the substrate.
This can be qualitatively discussed in the framework
of the Langevin model, in which the energy exchange
between adatom and substrate is described in terms
of friction and white noise. In the Langevin model,
the motion of the adatom obeys a stochastic differ-
ential equation. For simplicity, we discuss the one-
dimensional case, which is relevant, for example, in
diffusion along channels or steps. Let us assume that
the adatom is diffusing in a spatially periodic system of
period a, which corresponds to the lattice distance be-
tween nearest-neighbor adsorption sites of our system.
The displacement x.t/ of the adatom of mass m is ruled
by

m
d2x

dt2
D�m�v CF.x/C� .t/ ; (2.4)



Surface Diffusion 2.1 Elementary Mechanism of Surface Diffusion 47
Part

A
|2.1

–V

0

+V

Fig. 2.1 Trajectory (projected in the surface plane) of an
adatom jumping between two adsorption sites (of energy
�V at the well bottom) through a saddle point of energy
0 (the saddle point is at the center). The energy barrier Eb

is given by the energy difference between the saddle point
and the minimum, Eb D V

where v is the velocity of the adatom, F.x/D�dV=dx
is a spatially periodic force derived from the adia-
batic potential, which describes the average interaction
with the substrate, and � is the friction per unit mass;
� .t/ is a ı-correlated white noise, whose intensity is
related to the friction by the fluctuation-dissipation the-
orem [2.43]. While the friction term can only subtract
energy to the adatom, the noise term can give and
subtract energy to insure thermal equilibrium with the
substrate.

In order to discuss the occurrence of long
jumps [2.44, 45], let us calculate the energy dissipated
by the adatom that crosses a lattice cell assuming that
the amplitude AD Eb=2 of V.x/ is much larger than
kBT . We can assume that the adatom starts from the top
of the barrier with a kinetic energy of kBT and then dis-
sipates the energy
 while crossing the cell to reach the
next barrier top


D
aZ

0

m�v.x/dx : (2.5)

Since long jumps can occur only when dissipation is
small, we can estimate v.x/ as if the motion of the
adatom would be conservative, i.e., assuming that

1

2
mv 2.x/CV.x/D EbC kBT ; (2.6)

so that


D �
aZ

0

p
2mŒEbC kBT �V.x/�

' �
aZ

0

p
2mŒEb �V.x/� ; (2.7)

because Eb� kBT . In this limit, the main contribution
to the integral comes from x close to the well bottom, so
that the integral itself can be approximated by Eb=�osc.
The condition for the occurrence of long jumps thus be-
comes




kBT
� 1 �! �

�osc
� kBT

Eb
: (2.8)

Long jumps have been observed in different experi-
ments [2.37, 38, 46–50] and in many simulations and
calculations [2.16, 31, 32, 51–56].

Mass transport on surfaces can take place by sev-
eral different mechanisms besides jumps. Below we
describe the most important ones.

2.1.1 Exchange Diffusion

In exchange diffusion, an adatom enters the substrate
taking the place of a substrate atom, which is pushed
up on the surface and becomes the new adatom. Even
though this mechanism implies an active role of the sub-
strate, for homoepitaxial systems it can be treated by
the same line of reasoning as the jumps, since the final
result of the process is the same as in a jump between
the appropriate initial and final sites. For heteroepitaxial
systems, after the exchange process, the new diffusing
adatom may, of course, be of a different species.

There are several systems in which the exchange
mechanism is favored over the simple jump. The first
example is the diffusion of adatoms on the (110) surface
of fcc metals. This is a channeled surface, with atomic
rows running along the [1N10] direction (Fig. 2.2). Dif-
fusion across these channels, i.e., in the [001] direction,
can hardly take place by jumps. In fact, in the adsorp-
tion site, the adatom has five nearest neighbors, which
reduce to two at the saddle point for the jump process,
with a corresponding huge amount of energy which
is of the order of 1 eV and more for transition and
noble metals. On the contrary, diffusion by exchange
requires surmounting much smaller barriers, often well
< 0:5 eV.

Exchange diffusion has been observed also on sur-
faces with square symmetry, such as the (100) surface
of fcc crystals. As shown in Fig. 2.2b, the adatom en-
ters the substrate taking the place of one of its four
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x

y

a)

b)

Fig. 2.2 (a) Exchange process on a (100) surface of an fcc
metal. This channeled surface, with atom rows along the
[1N10] direction (x-direction) is shown in a top view. The
atom rows are very difficult to surmount by a jump process
to reach the adjacent channel. In the middle panel the typ-
ical symmetric dumbbell configuration is shown. This is
either the saddle point or a short-lifetime metastable con-
figuration corresponding to a very shallow local minimum.
(b) Exchange process on a (100) surface of an fcc metal.
The adatom enters the substrate and substitutes an atom
that becomes the new adatom. The process causes mass
transport along the diagonal, in the [011] direction. A sin-
gle jump process would cause mass transport either along
the x or the y-direction

nearest neighbors. This process produces a net dis-
placement in a diagonal direction (such as the [011]
direction), i.e., the same displacement that would be ob-
tained by a jump to a second-neighbor site. Therefore,
if diffusion on this surface takes place exclusively by
exchange, the adsorption sites of a single sublattice can
be visited by a series of subsequent exchanges, while
the other sublattice is never visited. This sublattice is
rotated by 45ı, like the network of white squares on
a checkerboard. On the other hand, if diffusion takes
place by jumps or by a combination of jumps and ex-
changes, all sites can be visited. This allows us to single
out pure exchange diffusion in experiments [2.57, 58].
There are also systems in which both exchanges and
jumps occur at comparable frequencies, for example, in
W=W(100) [2.59].

In simulations, exchange diffusion has been ob-
served for a large variety of metal-on-metal homoepi-
taxial and heteroepitaxial systems [2.31, 51, 60–66].

Exchange processes may also take complex path-
ways involving the displacement of more than two
atoms. Evidence in favor of these multiatom pro-
cesses essentially comes from simulations [2.51, 67–
75]. In some cases, also correlated processes involv-
ing a jump and an exchange part have been seen [2.31,
51]. Schematic representations of a correlated jump-
exchange process and of a three-atom exchange are
given in Fig. 2.3.

x

y

a)

b)

Fig. 2.3 (a) A correlated jump-exchange process [2.51]
on an fcc(110) surface. The original adatom (blue color)
makes a jump along the a channel in the Œ1N10� direction,
but, instead of stopping in the next well, it pushes a sub-
strate atom of an adjacent row (red color) to the next
channel and takes its place in the row. (b) A multiple ex-
change process on an fcc(100) surface [2.67] in which the
adatom is incorporated into the substrate by pushing two
atoms. One of them (violet color) becomes the new adatom

2.1.2 Diffusion Across and Along Steps

Surface diffusion in the presence of defects is also an
important research topic. Steps are the most common
extended defects on a surface, and both diffusion along
and across steps play an important role in the evolution
of the surface during thin-film growth [2.76, 77].

Adatom diffusion across a step (Fig. 2.4) is an
asymmetric process. In metal-on-metal diffusion, de-
scending from the upper to the lower terrace is usually
easier than the reverse process (upward diffusion). This
happens because the site reached by the adatom on
the lower terrace is more coordinated than sites on the
upper terrace, so that there is an energy gain in the
downward move. For other systems, the behavior may

za)

zb)

zc)

Fig. 2.4 (a) An adatom jumps down at a step. (b) The
adatom is incorporated in the step riser after an exchange,
whereas a former step atom is the new adatom that can dif-
fuse either along the step or on the bottom terrace. (c) The
adatom is incorporated in an inner position of the terrace
by a multiple-exchange process
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Fig. 2.5 An adatom on the border between a (111) and
a (100) facet on an fcc truncated octahedral cluster pushes
a row of atoms of the (100) facet, so that finally an adatom
appears on the opposite (111) facet

be different—for example, simulations of the diffusion
of oxygen on Cu(001) by reactive force fields [2.78]
have shown that in this case, upward diffusion is easier
than downward diffusion. In the following, we focus on
metal-on-metal diffusion, in which downward diffusion
between terraces is the easier process.

Diffusion across steps can take place by jumps and
by exchange, the latter being possible also from sites
that are not in the close vicinity of the terrace border, as
is shown in Fig. 2.4. Even though there is a final energy
gain in the downward diffusion processes, the interme-
diate configurations of these processes often contain
severely undercoordinated atoms, as is schematically
shown in Fig. 2.4. For this reason, the activation bar-
rier for downward diffusion can be higher than the
barrier for diffusion on the upper terrace. The addi-
tional barrier for crossing the step is known as the
Ehrlich–Schwoebel (ES) barrier [2.79, 80]. In Fig. 2.6,
we sketch a typical energy profile of the diffusion path-
way across a step. If the diffusion on the upper terrace,
far away from the step, has a barrier Eut, and the down-
ward diffusion across the step has a barrier E?step, then

x

U

EES

Fig. 2.6 Potential energy profile
along the diffusion pathway of an
atom crossing a step to descend to
the lower terrace. The additional ES
barrier EES for crossing the step is
indicated

the ES barrier is defined by E?step D EutCEES. The ES
barrier is a crucial factor in determining the thin-film
growth mode. Small or nonexistent ES barriers fa-
vor layer-by-layer growth, while large ES barrier favor
three-dimensional growth because they hinder the mo-
bility between terraces at different levels [2.76]. There
are even cases in which the barrier for downward step
crossing may be lower than the barrier on the flat ter-
race, as was found in calculations for exchange crossing
on Ag(100) [2.81]. In these cases, the ES barrier is neg-
ative. Zero or even negative ES barriers may be found
also for downward crossing at step kinks [2.7, 82, 83].

Also the diffusion of adatoms between adjacent
facets on a nanoparticle [2.84, 85] takes place by similar
types of mechanisms to the diffusion between terraces
of high-index crystal surfaces. Interfacet diffusion pro-
cesses, therefore, have their own ES barriers [2.68, 86].
In nanoparticles, there is also the possibility of chain
diffusion mechanisms that allow the displacement of
atoms between opposite sides of the nanoparticle [2.68,
87], as shown in Fig. 2.5.

The diffusion of adatoms across steps has been
studied in many cases, especially by simulations.
For metal-on-metal diffusion, these studies considered
both homoepitaxial [2.88–92] and heteroepitaxial sys-
tems [2.92–94]

Diffusion along steps may take place on the lower
and on the upper side of the step. Since the sites on the
lower side have higher coordination, they act as traps
of adatoms. On the other hand, the adsorption energy
in sites on the upper side of the step is usually very
close to that of inner terrace sites. For these reasons,
most studies have focused on diffusion along the lower
sides of steps. Diffusion along steps is quite difficult
to measure directly in experiments, but it has impor-
tant experimental consequences as far as the shape of



Part
A
|2.1

50 Part A Kinetics and Thermodynamics at Surfaces

A

A

B

B

Fig. 2.7 An island on a (111) surface of an fcc crystal.
The island is limited by straight steps, and there are four
adatoms diffusing on the lower edges of the steps. There
are two different types of steps. The steps of type A (those
of the adatoms marked by A) have square facets on the step
riser. The steps of type B (those of the adatoms marked by
B) have triangular facets on the step riser

growing islands is concerned [2.76, 95, 96], especially
if diffusion around corners is also considered. The pres-
ence of steps is also important because it can alter the
interaction between adsorbed molecules on the terraces,
thus influencing their diffusion coefficient [2.97].

Due to the difficulty of measuring the diffusion of
adatoms along steps, most studies in the literature are
simulation studies. For metal-on-metal diffusion, one
may refer to, for example, [2.93, 98–102].

The diffusion barriers for adatoms diffusing along
steps strongly depend on the symmetry of the surface
and on the type of step. This can be exemplified by con-
sidering straight steps on two high-index surfaces of fcc
crystals, the (111) and the (100) surfaces.

Let us consider first the (111) surface. In Fig. 2.7,
a schematic representation of an island on a (111) sur-
face is shown. This island is limited by four straight
steps, which, however, are not equivalent, because two
of them present square facets on the step riser (steps of
type A), and two of them present triangular facets on
the step riser (steps of type B). If there is an A step
on one side of the island, on the opposite side there
will be a B step. Rhombic and hexagonal islands must,
therefore, present both step types, while triangular is-
lands (of orientations differing by 60ı) present a single

(I) (S) (F)

Fig. 2.8 Diffusion of an adatom along a straight step on an
fcc(100) surface. From the initial position (I), the adatom
passes through the saddle point (S) and then moves to the
final site (F). In (I) and (F), the adatom has five first neigh-
bors, while in (S) it has four first neighbors

type of step [2.76]. Diffusion of adatoms along these
steps may be characterized by different energy barri-
ers [2.98]. Also the diffusion pathway along A and B
steps may be somewhat different. In fact, calculations
for Au(111) and Ag(111) showed that the preferen-
tial diffusion pathway is a straight line along step B,
whereas it has a cosine-like shape along step A [2.98].
However, the most important point is that on this sur-
face, diffusion along steps has much higher barriers
than diffusion on the flat terrace. In Ag andAu(111), the
former has barriers of a few tenths of eV, while the lat-
ter has barriers of � 0:1 eV [2.30, 98]. This means that
there is a temperature range in which terrace diffusion
is activated while diffusion along steps is not, allowing
the growth of fractal-like islands [2.76].

On the (100) surface, the situation is quite differ-
ent. In fact, referring again to Ag and Au as examples,
diffusion on the flat terrace is characterized by barriers
of a few tenths of eV [2.31]. In the jump mechanism,
terrace diffusion takes place by passing through a sad-
dle point, where coordination is decreased from four to
two. For diffusion along a straight step, the decrease in
coordination at the saddle point is only from five to four,
as shown in Fig. 2.8. This indicates that the barrier for
diffusion along straight steps may be lower than that
on the terrace, as is, indeed, verified by several calcu-
lations ([2.101] and references therein). Therefore, on
these (100) surfaces, there is no temperature interval
in which terrace diffusion is activated while diffusion
along steps is not. This causes the growth of islands
limited by straight steps, which are much more com-
pact than the island grown on the on the (111) surface
of the same metals.
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2.2 Single-Particle and Collective Diffusion Coefficients

In the previous section, we focused on the elementary
moves by which an adatom can displace from one site
to another on a crystal surface. Now we focus on the
long-time result of the combination of such elementary
moves, assuming that they are statistically independent
of each other. This amounts to assuming that each time
the diffusing atom reaches a new adsorption site on the
surface, it stays there for a sufficiently long time to equi-
librate with the substrate.

As we will show in the following, the combina-
tion of statistically independent elementary moves leads
to a long-time behavior in which the mean square
displacement of the adatom increases (apart from a nu-
merical constant related to the dimensionality of the
system) linearly as Dst, where Ds is the single-particle
(or tracer) diffusion coefficient; Ds is, thus, related to
the average behavior of each individual diffusing parti-
cle. However, this is not the only diffusion coefficient
that can be defined. In fact, there is also the collective
diffusion coefficient Dc, which describes how density
gradients relax to equilibrium in the system; Ds and Dc

may both depend on the density of the adsorbate, but,
as we will see in the following, in quite different ways.

2.2.1 Single-Particle (Tracer) Diffusion

Let us consider an isotropic surface and a single diffus-
ing adatomwhose position as a function of time t is r.t/.
The diffusing adatom is in contact with the substrate,
which exchanges energy with the adatom, thus acting
as a thermostat at a temperature T . For sufficiently long
times, the motion of the diffusing adatom can be de-
scribed as a random walk. The net mean displacement
of the adatom is

h�r.t/i D hŒr.t/� r.0/�i D 0 (2.9)

due to left-right symmetry. On the contrary, the mean
square displacement

h�r2.t/i D hŒr.t/� r.0/�2i (2.10)

is different from zero and tends to increase as t˛ , with
the exponent ˛ > 0, for sufficiently long times. This al-
lows us to define the single-particle (or tracer) diffusion
coefficient Ds

Ds D lim
t!1
h�r2.t/i

2dt
; (2.11)

where d is the dimensionality of the system, dD 2. The
limit in (2.11) converges to a finite value if asymptoti-
cally h�r2.t/i / t, i.e., ˛ D 1. If this does not happen,

i.e., if the asymptotic behavior is proportional to t˛ with
˛ ¤ 1, one has the so-called anomalous diffusion, of
which there are some examples also in the case of sur-
faces [2.103, 104]. It can be easily shown that (2.11) is
equivalent to [2.43]

Ds D 1

d

1Z

0

hv .t/ �v .0/idt ; (2.12)

where v is the velocity of the adatom.
In the general case, the surface can be anisotropic,

so that one has to consider the diffusion tensor Ds

Ds D
�
Dxx

s Dxy
s

Dyx
s Dyy

s

�
; (2.13)

where

Dxx
s D lim

t!1
hŒx.t/� x.0/�2i

2t
;

Dyy
s D lim

t!1
hŒy.t/� y.0/�2i

2t
;

Dxy
s D Dyx

s D lim
t!1
hŒx.t/� x.0/�Œy.t/� y.0/�i

2t
I
(2.14)

Ds is, thus, symmetric by definition, so that it can be
diagonalized. This allows us to find two principal diffu-
sion directions xp and yp for which

Dx
s D lim

t!1
hŒxp.t/� xp.0/�2i

2t
;

Dy
s D lim

t!1
hŒyp.t/� yp.0/�2i

2t
: (2.15)

If xp and yp are equivalent, one recovers the isotropic
case, i.e., Dx

s D Dy
s .

Let us consider jump diffusion. We first restrict our-
selves to the case of isotropic lattices in which only
jumps to nearest neighbor sites are allowed. There
are npv nearest neighbors (npv D 4, 6, and 3 for the
square, the triangular, and the honeycomb lattices, re-
spectively). The adatom starts from the origin of the
coordinates and jumps on average at intervals ıt, which
means that its total jump rate (or frequency) is �j D
1=ıt. At the i-th jump, the adatom displacement from
its previous position is

ıri D .ıxi; ıyi/ ; (2.16)
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while its total displacement after n jumps is

r.n/.t/D
nX

iD1
ıri ; (2.17)

with tD nıt. Taking into account that for i¤ j jumps
are statistically independent and that all jumps are
equivalent, the mean square displacement is given by

h�r2.t/i D hr.n/.t/ � r.n/.t/i

D
*

nX

iD1
ıri �

nX

jD1
ırj

+

D
*

nX

iD1
ıri � ıri

+
D nhır21i : (2.18)

The tracer diffusion coefficient is, thus, given by

Ds D lim
t!1
h�r2.t/i

4t
D lim

t!1
nhır21i
4nıt

D 1

4
�jhır21i :

(2.19)

If the distance of first neighbors is a, whatever direction
is taken for the jump, the square displacement is a2, so
that

hır21i D a2 ; (2.20)

which leads to the final expression of the tracer diffu-
sion coefficient in a jump model with nearest-neighbor
jumps

Ds D 1

4
�ja

2 : (2.21)

For anisotropic lattices, we have

Dx
s D

1

2
�xj a

2 Dy
s D

1

2
�
y
j b

2 ; (2.22)

where �xj ; �
y
j are the total jump rates in x and y di-

rections, respectively, and a; b are the nearest-neighbor
distances in the directions x and y.

As we saw in the previous section, there are several
examples of surface diffusion in which jumps to more
distant neighbors than the first ones are possible. Let us
consider the contribution of these long jumps to diffu-
sion. We consider the isotropic case and calculate hır21i.
From the site of departure (in rD 0 for simplicity), the
adatom can jump to any other site l of the lattice with
probability �l, with the normalization condition

X

l¤0
�l D 1 : (2.23)

We have that hır21i equals the mean-square jump length
hl2i

hır21i D
X

l¤0
�l.l � l/D hl2i ; (2.24)

giving

Ds D 1

4
�jhl2i : (2.25)

If long jumps occur in one dimension, for example,
on channeled surfaces such as the .1� 2/ missing-row
reconstructed surface, the expression for hl2i is

hl2i D
X

l¤0
�l.la/

2 ; (2.26)

with l an integer. Since �l D ��l, we can define pl D 2�l

for l> 0 and write

hl2i D
1X

lD1
pll

2a2 : (2.27)

The diffusion coefficient is

Ds D 1

2
�ja

2
1X

lD1
pll

2 : (2.28)

Single-particle diffusion is not limited to isolated
adatoms. In fact, in general, Ds can be defined for
a dense adsorbate. For N diffusing adatoms (which are
here assumed to be identical), Ds is defined exactly in
the same way as for an isolated adatom, with the advan-
tage (quite important in simulations) of averaging on all
adatoms. The definition for the isotropic case is

Ds D lim
t!1

1

2dt

NX

iD1
h�r2i .t/i : (2.29)

Lattice models are very often used to treat diffu-
sion in dense adsorbates, because they allow a sim-
plified treatment. Here, we consider a specific two-
dimensional lattice model, which is known as the
Langmuir gas. This model allows us to easily under-
stand the main differences between tracer and collective
diffusion. Our discrete lattice containsM equivalent ad-
sorption sites, and it is filled by N adatoms. Each site
can be occupied by no more than one adatom, so that
the fraction of occupied sites, usually called coverage,
is 	 D N=M; Ds will depend on 	 , generally in a quite
complex way. The adatoms diffuse by jumping between
nearest-neighbor sites on the lattice and are assumed
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to interact only by site blocking. Site blocking mim-
ics the short-distance hard-sphere repulsion between
the adatoms forbidding multiple occupancy of sites.
Even for this simple model, the exact analytical ex-
pression for Ds.	/ is not known. In the limit 	 ! 0,
Ds must tend to the expression of (2.21). Then, due to
site blocking, Ds.	/ decreases with 	 . As a first ap-
proximation, we note that, on average, the jump rate
is decreased proportionally to the average fraction of
occupied nearest-neighbor sites, which is given by 	 is
this simple model. Therefore, a mean-field expression
for Ds.	/ is

Ds.	/D 1

4
�ja

2.1� 	/ : (2.30)

This expression is exact for both limits 	 D 0 and 	 D 1
(for 	 D 1, no adatom can move), but it overestimates
the true Ds for intermediate 	 . This is due to neglecting
memory effects, which correlate sequences of subse-
quent jumps. To understand why memory effects lower
Ds compared to the mean-field expression of (2.30), one
may note that after a jump, the adatom leaves a free site
behind, so that a jump back is more likely than a jump to
another site, whose probability of being empty is 1� 	 .
In order to take into account memory effects, a tracer
correlation factor ft.	/ is introduced, so that

Ds.	/D 1

4
�ja

2.1� 	/ft.	/ : (2.31)

Evaluating ft.	/ by analytical means is quite compli-
cated, so that numerical evaluations by Monte Carlo
simulations are often used [2.105]. Anyway, very ac-
curate analytical formulas have been produced [2.106–
108], mostly by using projection-operator techniques.
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Fig. 2.9 Normalized diffusion
coefficients Dfs;cg=Ds.0/ as functions
of the coverage 	 in a Langmuir gas:
a mean-field approximation for Ds

(2.30), b Ds with memory effects
taken into account (2.31) and (2.32),
c Dc (Sect. 2.2.2), which, in the
Langmuir gas, does not depend on
coverage

For example, for a square lattice, one may use

ft.	/D 1� 2	

6� 	 � .2� 	/ ; (2.32)

with  D 10 440=9443. The behavior ofDs.	/ according
to the different approximations is reported in Fig. 2.9.

Further interactions between the adatoms besides
site blocking are usually called lateral interactions. In
general, attractive lateral interactions slow down tracer
diffusion, because each adatom has to break the bonds
with its neighbors to make a jump. On the other hand,
repulsive lateral interactions may enhance diffusion,
unless they are so strong (compared to kBT) as to cause
the formation of ordered phases, whose rigid frame-
work leads to a decrease in adatom mobility.

2.2.2 Collective Diffusion

While tracer diffusion describes the long-time mo-
tion of each adatom individually, collective diffusion
describes the time decay of long-wavelength density
fluctuations of the whole adsorbate [2.1, 2, 5, 109]. Let
us consider an isotropic adsorbate with average density
�. At a given point r on the surface and time t, the den-
sity is �.r; t/, so that the density fluctuation ı� is

ı�.r; t/D �.r; t/� � : (2.33)

We assume that the flux of matter in the adsorbate is
proportional to the density gradient according to Fick’s
law

J.r; t/D�Dcr�.r; t/D�Dcrı�.r; t/ ; (2.34)

where J is the current density, and Dc is the collective
diffusion coefficient. Combining this equation with the
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continuity equation we obtain the diffusion equation

@ı�

@t
D Dcr2ı� : (2.35)

Let us consider a periodic density fluctuation and cal-
culate how it decays with time according to (2.35). The
fluctuation at time tD 0 is

ı�.r; 0/D ı�0 cos.q0 � r/D ı�0
eiq0 �rC e�iq0 �r

2
:

(2.36)

We define

S.q; t/D
Z

dreiq�rı�.r; t/ ; (2.37)

with the inversion formula

ı�.r; t/D 1

.2 /d

Z
dqe�iq�rS.q; t/ : (2.38)

Substituting in (2.35) we find an equation for the evolu-
tion of S

@S

@t
D�Dcq

2S.q; t/ ; (2.39)

with solution

S.q; t/D S.q; 0/e�Dcq2t ; (2.40)

with

S.q; 0/D .2 /d ı�0
2
Œı.q� q0/C ı.qC q0/� : (2.41)

Substituting in (2.38)

ı�.r; t/D ı�0 cos.q0 � r/e�Dcq20t ; (2.42)

which gives that the fluctuation decays exponentially
with time constant

�c.q0/D
1

Dcq20
: (2.43)

Now, we treat collective diffusion in a Langmuir
gas. We consider fluctuations in the coverage, by con-
sidering the evolution of 	l.t/, which represents the
probability that at time t site l is occupied, from an ini-
tial periodic configuration. This evolution is described
by a master equation

d	l
dt
D ˛

X

a

.	lCa � 	l/ ; (2.44)

where lC a are the positions of the first neighbors of
site l of the two-dimensional Bravais lattice (noting that
the only isotropic two-dimensional Bravais lattices are

the square and the hexagonal lattices). The coefficient
˛ D �j=npv is the directional jump rate from l to lC a.
The equilibrium probability is the average coverage 	 ,
so that the fluctuation of the coverage is given by

ı	l.t/D 	l.t/� 	 : (2.45)

The master equation for ı	l.t/ is, thus,

dı	l
dt
D ˛

X

a

.ı	lCa � ı	l/ : (2.46)

which has to be solved with the initial condition

ı	l.0/D ı	0 cos.q0 � l/ I (2.47)

S.q; t/, in this case, is defined as

S.q; t/D
X

l

eiq�lı	l.t/ ; (2.48)

with the inversion formula

ı	l.t/D Ac

Z
dqe�iq�lS.q; t/ ; (2.49)

where Ac is the area of the primitive unit cell of the
Bravais lattice. Inserting (2.49) in (2.46), one obtains

dS

dt
D�f .q/S.q; t/ ; (2.50)

with

f .q/D ˛
X

a

.1� e�iq�a/D ˛
X

a

Œ1� cos.q � a/� :

(2.51)

For long-wavelength fluctuations q� 1=a,

f .q/D ˛
X

a

1

2
.q � a/2 D �j

4
a2q2 ; (2.52)

recalling that ˛ D �j=npv and verifying the equation for
the square and hexagonal lattices. However, from (2.30)
�ja2=4D Ds.0/, so that

f .q/D Ds.0/q2 : (2.53)

Therefore,

S.q; t/D S.q; 0/e�Ds.0/q2t ; (2.54)

with

S.q; 0/D ı	0

2Ac
Œı.q� q0/C ı.qC q0/� (2.55)

and, finally,

ı	l.t/D ı	0 cos.q0 � l/e�Ds.0/q20t ; (2.56)
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which shows that the fluctuation decays with a time
constant

�c.q0/D
1

Ds.0/q20
: (2.57)

Comparing this with (2.43), one obtains

Dc.	/D Ds.0/ ; (2.58)

which means that in a Langmuir gas, the collective dif-
fusion coefficient does not depend on coverage, and
its value is equal to the zero-coverage tracer diffusion
coefficient, as shown in Fig. 2.9. Therefore, collec-
tive diffusion in the Langmuir gas is as fast in the
limit of full coverage as in the limit of zero coverage.
This seemingly counterintuitive result can be explained
by recalling that Dc always measures the mobility of
density fluctuations. In the limit of 	 ! 1, density fluc-
tuations are a few isolated atomic vacancies in the
adsorbate, which diffuse as fast as isolated adatoms in
the limit 	 ! 0.

An equivalent definition of Dc can be given in terms
of the asymptotic behavior of the displacement of the
center of mass of the adsorbate RDPN

iD1 ri

Dc D lim
t!1

1

2dNS0t
hŒR.t/�R.0/�2i ; (2.59)

where S0 is the static structure factor, which can be re-
lated to the isothermal compressibility of the adsorbate
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Fig. 2.10 (a) Phase diagram of the repulsive lattice gas on a triangular lattice. Nearest-neighbor interactions are assumed.
The inset considers an adatom that jumps from the adsorption site 0 to the adsorption site a, passing through the saddle
point †. In 0, the adatom feels the repulsion of other adatoms which may occupy sites b, c, d, e, and f. This repulsion
has intensity J > 0. At the saddle point, the adatom feels the interaction with other adatoms in sites b and f, with
intensity J†, which may be either positive or negative. Putting 
D J� J˙ , the energy barrier Eb for this jump is given
by Eb D E0�J.ncCndCne/�
.nbCnf/, where E0 is the energy barrier for an isolated adatom, and the variables n are
either 0 or 1, depending on the corresponding site being free or occupied by an adatom. (b) Behavior of Dc depending
on the coverage 	 for ˇJ D 4 and different values of ˇ
, with ˇ D 1=.kBT/ (adapted from [2.110])

�T by

S0 D �kBT�T ; (2.60)

where the average density � is given by �D 	=a2. The
equivalence of the definitions of Dc by (2.59) and by
Fick’s law can be demonstrated in a straightforward but
lengthyway. The interested reader is referred to [2.111].
From the computational point of view, the comparison
of (2.11) and (2.59) shows thatDs is much easier to cal-
culate thanDc, because in a single simulation box, there
are N independent samples for calculating Ds, while
there is a single sample (the coordinate of the center
of mass) for calculating Dc.

The calculation of Dc in interacting systems turns
out to be quite difficult. However, at variance with Ds,
we note that for Dc memory effects are absent in the
Langmuir gas, so that we may assume that they are
somewhat less important even in the presence of lateral
interactions besides site blocking. If memory effects are
neglected, Dc in a lattice gas of coverage 	 turns out to
be given by the following expression [2.112, 113]

Dc D a2h�ji
4kBT	�T

; (2.61)

where h�ji is the thermally averaged jump rate.
Results about the dependence of Dc in a triangu-

lar lattice gas with repulsive interactions are given in
Fig. 2.10. These results [2.110] have been obtained
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by the approximation of (2.61), in which the ther-
mally averaged quantities h�ji and �T were calculated
by the cluster variation method [2.114]. The results of
Fig. 2.10 are representative of the complex dependence
of Dc on coverage in systems in which there is the
formation of ordered phases. This complex behavior re-
sults from the competition between the decrease of both
h�ji and of �T in the ordered phases. Outside the re-
gion of the phase diagram corresponding to the ordered

phases, Dc shows a tendency to increase with 	 because
of the repulsive character of the interactions.

However, it must be noted that the approximation
of (2.61) may be insufficient in the vicinity of phase
transitions in the adsorbate, where memory effects may
become important also for collective diffusion [2.115].
More sophisticated analytical approaches have been
developed in more recent times [2.116, 117], also for
heterogeneous and anisotropic lattices [2.118–120].

2.3 Experimental Measurements of Diffusion

Various techniques have been established to measure
diffusion of atoms and molecules at surfaces experi-
mentally. Again, the literature is vast, and there have
been a number of comprehensive reviews on exper-
imental progress [2.1, 4, 121–123]. There is a broad
distinction between experimental techniques that either
measure the evolution of an initially imposed concen-
tration profile of a surface species, and those that follow
the motion of individual particles moving in equilib-
rium. The former generally measures diffusion over
relatively large length scales and interprets the mo-
tion within Fick’s law and usually provides chemical
diffusion constants and their temperature dependence.
Once the concentration profile has been established, its
evolution can be measured by various methods [2.1],
including work function probes, photoelectron mi-
croscopy, and scanning Auger microscopy. Similarly,
laser-induced thermal desorption has been used to re-
peatedly desorb species from a particular region of the
surface and to subsequently monitor the rate of refilling
by diffusion. All these methods rely on being able to
generate a suitable initial configuration and, more fun-
damentally, are only indirectly related to the underlying
microscopic characteristics of the system.

Equilibrium methods generally follow the motion
of individual particles or fluctuations in the equilibrium
configuration of an assembly of particles. Equilibrium
methods, therefore, provide more direct microscopic in-
formation; specifically, local correlations in individual
particle motion can be understood in detail, along with
the transition between localized microscopic interac-
tions and dynamics that follow Fick’s law in the macro-
scopic limit. Equilibrium diffusion measurements can
be routinely performed using time-lapse imaging, typ-
ically based on scanning tunneling microscopy (STM)
or field ion microscopy (FIM) [2.121, 124]. However,
because of the limited framing rate (interframe times
are at least milliseconds [2.124]) they can only distin-
guish the before and after states associated with jumps
between adsorption sites—the detail of, for example,

long jumps cannot be captured. Similarly, to limit the
extent of motion between frames, low temperatures are
usually required (i.e., thermal energy, kBT� activation
energy, Ea), which means such data is often from a dif-
ferent regime than to many physical processes of practi-
cal interest, such as catalysis or epitaxial growth. Fluc-
tuation correlation methods such as fluorescence cor-
relation spectroscopy (FCS) [2.125] and x-ray photon
correlation spectroscopy (XPCS) [2.126] are equilib-
rium methods that provide more extensive information,
as they yield correlation information on specific length
scales, using optical and x-ray scattering, respectively.
However, as they are sensitive to mesoscopic length
scales and relatively long timescales, they still cannot
provide a complete atomic-scale description of motion.

The technique of helium spin-echo (HeSE) [2.127–
130] is a relatively recent equilibrium approach to
measuring surface diffusion. The method provides
perhaps the most comprehensive surface transport
data available—giving access to both diffusion and
other forms of surface motion. The technique is the
surface analogue of quasielastic neutron scattering
(QENS) [2.131] and involves scattering a beam of neu-
tral thermal energy helium atoms from mobile species
on a surface. The scattered atom distribution is di-
rectly related to a pair correlation function that pro-
vides a comprehensive statistical description of the
motion, with information spanning timescales between
picoseconds and nanoseconds and length scales from
ångströms up to tens of nanometers. Since HeSE pro-
vides such comprehensive data, we will focus on that
method here and provide a series of examples.

2.3.1 Helium Scattering and the Spin–Echo
Technique

The broad technique of helium atom scattering has been
used routinely in a number of specialist laboratories
around the world since the 1970s. The method in-
volves producing a nearly monochromatic, collimated,
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beam of thermal energy helium atoms (typically 10
to 100meV), then scattering the atomic beam from
a surface in order to study the surface properties [2.132–
135]. Since the incident energy of helium is so low, the
atoms scatter from the outermost valence electrons at
the surface. Through that interaction, the helium atoms
can, in general, exchange momentum, „�k, and en-
ergy, „!, with the surface, where k and ! relate to
wavevector and frequency, respectively. Both elastic
and inelastic scattering are possible, enabling surface
structure and dynamical processes to be studied, respec-
tively.

In the case of elastic scattering, when the helium
atoms experience no energy exchange with the surface,
the main processes are diffraction and diffuse scatter-
ing. These have been used to study surface structure
and growth, often in relation to thin films and del-
icate adsorbed species [2.133, 134]. During inelastic
scattering, helium atoms generally interact with sur-
face phonons or adsorbate vibrations. If the interaction
is with a single mode, the well-defined energy trans-
fer condition corresponding to the vibrational frequency
of the mode means surface dispersion curves can be
mapped out [2.135]. Multiphonon interactions are also
possible.

If helium atoms interact with an aperiodically mov-
ing species (i.e., a diffusing atom), energy changes are
still possible, but are now centered around zero energy
transfer, i.e., around the elastic peak. These quasielas-
tic energy changes are characteristic of that aperiodic
diffusive motion and, hence, enable the motion to be
studied—the phenomenon is known as quasielastic he-
lium atom scattering (QHAS) and underpins the HeSE
method. Note that these quasielastic energy changes are
very small, usually in the �eV range, or even smaller.

In general, quantitative interpretation of helium
scattering data can be complex, and various approxi-
mations have been developed [2.132]. Fortunately, for
helium atoms scattered from mobile adsorbates on
a surface, the kinematic approximation can be used to
simplify analysis by decomposing the overall scattered
intensity, A.�K; !/, into the product of an intensity
structure factor, S, and an amplitude form factor, F,

A.�K; !/D S.�K; !/ � jF.�K; !/j2 I (2.62)

S.�K; !/ is determined by the position of the scatterers
on the surface, and F.�K; !/ is a result of the shape of
each scatterer. For analysis of adsorbate dynamics, the
approximation works very well [2.136]; �K represents
the change in wavevector of the helium atoms during
scattering, projected into the surface plane and is given
by the scattering geometry according to

�K D kf sin.	SD� 	i/� ki sin.	i/I (2.63)

ki and kf are the incident and final helium wavevectors,
and 	SD and 	i are the total scattering angle and in-
cident angles, respectively; S.�K; !/ is known as the
dynamic structure factor, a quantity used extensively
in neutron scattering [2.131], and which was shown
by Van Hove [2.137] to be related to a pair correla-
tion function, G.R; t/, by a double Fourier transform in
both space and time, through the intermediate scattering
function, I.�K; t/,

S.�K; !/
Temporal FT• I.�K; t/

Spatial FT• G.R; t/:

(2.64)

The pair correlation function G.R; t/ provides a com-
plete statistical description of the motion of the scatter-
ers.

In most energy-resolved helium scattering exper-
iments, the scattering angles are controlled by the
experimental setup, and the absolute energy distribu-
tion of the scattered beam is measured using time-
of-flight methods [2.134]. Hence, providing F can be
accounted for or ignored, S.�K; !/ is obtained directly
from the experiment, which then provides information
about diffusion and vibration through the relationship
with G.R; t/. For QHAS experiments of surface dif-
fusion, the finite velocity spread in the initial helium
beam is a serious limit on time-of-flight measurements.
The velocity spread masks the tiny quasielastic en-
ergy changes that relate to surface diffusion in all but
a very few physical systems [2.138, 139]. In contrast,
HeSE experiments only measure the energy changes
during scattering, and so are not limited by the spread
of energies in the incident helium beam, and, thus,
the HeSE method can be applied much more widely.
As we will describe below, HeSE experiments obtain
the intermediate scattering function, I.�K; t/, directly,
hence providing a more direct link to the information
about diffusion that is encoded inG.R; t/. Bymeasuring
I.�K; t/ under a sufficiently wide range of conditions,
analysis can reveal the full detail of surface transport,
including diffusion, vibration, energy exchange, and
collective motion, in a regime that is not accessible to
any other experimental technique.

2.3.2 Measuring the Intermediate
Scattering Function with HeSE

Before proceeding to discuss HeSE measurements
of diffusion, we give a brief overview of the tech-
nique, following the semiclassical description by Gäh-
ler et al. [2.140]; for more details, the reader is directed
to [2.130]. The basic principle of HeSE is shown
schematically in Fig. 2.11. An HeSE instrument con-
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Fig. 2.11 The HeSE technique. Atoms produced in the helium source are polarized in a hexapole magnet, spin-aligned
in a dipole field, and then passed through a solenoid magnet. The solenoid splits the helium wavepacket into two spin
components, which reach the sample separated by a short time delay tSE. Along the second arm of the instrument,
the spin components are recombined and passed through a further dipole and hexapole to spin-analyze the beam. The
beam-averaged polarization is proportional to the intermediate scattering function I.�K; t/.

sists of an extended series of vacuum chambers to
convey a beam of helium atoms from the beam source
to the sample and then to transfer atoms scattered in
a particular direction, to the detector. Along the two
beamlines, a series of magnetic components are used to
measure the intermediate scattering function, by mak-
ing use of the nuclear spin of 3He.

Working along the beamlines shown in Fig. 2.11,
the beam of 3He atoms is first produced in a stan-
dard free-jet supersonic expansion, followed by several
stages of differential pumping to reduce the background
helium pressure diffusing along the beamline from the
source chamber. Next, the beam is passed through an
intense hexapole magnetic field, where the 3He nuclear
spins must align either parallel or antiparallel to the
local-field direction. The hexapole field is highly in-
homogeneous and has a magnitude Bh, which varies
quadratically with the radius. Consequently, the field
applies a force to each spin, given by FD˙�rBh,
which focusses one polarization of atoms onto the sam-
ple, while the other is defocused and removed for
recycling. The focused component of the beam is then

passed through a dipole field, which aligns the spins
in a particular direction perpendicular to the beam-
line, which we denote as the state jCix. The focused
atoms then continue into a solenoidal field Bs oriented
along the beamline. Inside the solenoid, the helium
wavepacket can be represented as a superposition of
two spin eigenstates, aligned either parallel or antipar-
allel to the field,

jCix D
1p
2
.jCizC j�iz/; (2.65)

whose energies are split by ˙�Bs, respectively. Since
the energies are split, the two spin components, j˙iz,
travel at different velocities and so separate as they
travel towards the sample. It can be shown [2.130] that
the two components reach the sample with a time delay,
tSE, given by

tSE D �„
mv 3

LZ

0

Bsdl ; (2.66)
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where � , m and v are the gyromagnetic ratio, mass, and
velocity of the 3He atoms, respectively, and the integral
is through the solenoid field of length L. In practice,
tSE is controlled by adjusting the current in the solenoid
windings, and can range from a fraction of a picosecond
to the nanosecond range.

After interacting with the surface, atoms scattered
in a particular outgoing direction pass along the second
beamline, through an identical but reversed solenoid
field, where the separated components, j˙iz, are recom-
bined. If the surface remains unchanged over tSE, both
spin components will scatter from the surface in ex-
actly the same way, so the original polarized form, jCix,
will be recovered. However, if the surface has changed,
for example, if an atom has jumped between adsorption
sites, the recovered spin direction will be changed, and,
on average, there will be a reduction in the overall po-
larization of the beam.

The recovered spins then pass through an analyzer
dipole and hexapole, which selects the x component of
the polarization, and focuses that proportion of atoms
into a mass-spectrometer detector. Quadrature methods,
which involve adding an extra  =4,  =2, and 3 =2 of
spin rotation near the first dipole field, enable the full
polarization to be determined [2.141]. The measured
polarization, P.�K; tSE/, is usually a good approxima-
tion to the normalized intermediate scattering function,
I.�K; t/, given by

P.�K; tSE/D I.�K; tSE/
I.�K; 0/

: (2.67)

In other words, by measuring polarization, we make
a direct measurement of the surface correlation over
time tSE and on the length scale and in the direction de-
termined by the wavevector �K. Note that to measure
certain properties, such as phonon linewidths, a more
sophisticated wavelength transfer matrix approach is
helpful [2.130, 142, 143], but this is beyond the scope
of the present chapter.

The HeSE measurement principle is very general
and thus can be applied to a wide variety of experi-
ments, including measuring surface diffusion, surface
and adsorbate vibrations, and for probing energy ex-
change rates. To date, experiments have usually been
carried out on single crystal samples under ultra-high
vacuum conditions. Samples are mounted on a six axis
manipulator to enable �K to be aligned along any sur-
face direction. The vacuum systems include standard
surface preparation and characterization tools, as well
as sample transfer for rapid-exchange into the measure-
ment facility.

2.3.3 Measuring Diffusion with HeSE

Studying diffusion, or other surface properties, with
HeSE involves interpreting the measured intermediate
scattering function. Although, in principle,G.R; t/ con-
tains a complete description of all the surface dynamics
and is related to I.�K; tSE/ by a spatial Fourier trans-
form, it is usually not possible to obtain sufficient data
to perform an inverse transform directly. Hence, HeSE
analysis is generally based on examining changes in the
shape of I.�K; tSE/ across a range of values of�K.

Figure 2.12 shows a cartoon of the typical form of
I.�K; tSE/ for a measurement of an adsorbed species
on a surface. The function takes a decaying form as
the surface correlation, as seen by the helium beam
over the length scale and direction determined by �K,
reduces with time. Oscillations in I.�K; tSE/ relate to
surface vibrations, such as phonons, and generally die
away quickly at a rate that is characteristic of energy
exchange with the substrate. The overall decay relates
to aperiodic processes such as the dephasing of vibra-
tions [2.144], where the characteristic time is usually
less than a few picoseconds, or surface diffusion, where
the characteristic time can be much longer. Surface dif-
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Fig. 2.12 The typical form of I.�K; tSE/ as measured by
HeSE. The general form is a decaying function, as the
surface correlation, as seen by the helium beam over the
length scale and direction determined by �K reduces with
spin echo time tSE. Periodic surface processes, such as
phonons, result in oscillations, while aperiodic processes
such as diffusion generally result in an exponential decay
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fusion generally results in an exponentially decaying
form

I.�K; tSE/D A exp.�˛t/ ; (2.68)

as correlations in the surface configuration, measured
at a particular value of �K, decay with a well-defined
rate ˛.�K/, known as the dephasing rate. Different
analytic models for surface transport, such as simple
hopping, long jumping, or continuous Brownian mo-
tion, each give rise to a characteristic variation of ˛
with�K. Hence, bymeasuring ˛.�K/, the microscopic
mechanism of motion can be determined. Once the
mechanism is understood, parameters describing that
motion can be obtained by fitting a suitable model to
the empirical data, and from those model parameters,
macroscopic quantities, such as diffusion constants or
energy barriers, can be determined [2.130].

Jump Diffusion
Jump diffusion was first analyzed by Chudley and El-
liott [2.145] in order to interpret quasielastic neutron
scattering data. The same principles were applied to
HeSE [2.146] and resulted in I.�K; tSE/ taking the gen-
eral form in (2.68), with ˛.�K/ varying sinusoidally,

˛.�K/D 2
X

j

�j sin
2

�
�K � j
2

�
: (2.69)

The summation is over all the possible adsorbate
jumps j within the unit cell, and �j are the associated
jump frequencies—in other words, each possible jump
type contributes a sinusoidal component to the overall
dependence. The tracer diffusion constant may then be
estimated using [2.147]

D�K D 1

2
�
˝
j2�K

˛
;

where the parameters are projected along a particular
�K direction.

As an example, Fig. 2.13 shows measured HeSE
data for the jump diffusion of H and D atoms on
a Pt(111) surface, from [2.148]. Here, the mechanism
of motion almost conforms perfectly to a single jump
model, in excellent agreement with the form in (2.69).
More widely, measurements have established that show
that most systems exhibit jump characteristics, although
the precise mechanism often contains a distribution of
different jump lengths, elements of continuous motion
(e.g., intracell diffusive motion [2.144]), and more com-
plex processes (see later). In the case of different jump
lengths, these can be distinguished by fitting a series
of Fourier components to the measured ˛.�K/ depen-
dence, one for each type of jump, using (2.69).

Other examples where good approximations to
jump diffusion have been observed include alkali met-
als atoms on transition metals [2.149–152] (although in
many situations the motion can be further complicated
by lateral interactions, leading to correlated motion) and
many small molecules [2.153–160]. Note that (2.69)
applies to jumps between adsorption sites that form
a Bravais lattice directly. For other networks of ad-
sorption sites, such as the hexagonal lattice that can be
formed from the two types of hollow sites on a (111)
surface, a more complex model applies [2.161].

Continuous Brownian Motion
If the lateral variation in the potential between adsor-
bates and substrate is weak, or if the coupling between
adsorbate and substrate is very strong, then rather than
hopping, continuous Brownian motion can result, even
on the atomic scale. Analysis of such motion [2.147]
also results in I.�K; tSE/ decaying exponentially with
tSE, but this time, ˛ varies quadratically with �K,

˛.�K/D D�K2 ; (2.70)

scaled by the diffusion constant. Note that in the limit of
large length scales (small �K), all microscopic mecha-
nisms approach this form, including the limiting case of
the previous jump model. An example of perfect Brow-
nian motion at an atomic level is the case of benzene
adsorbed on graphite [2.162], as shown in Fig. 2.14.
The behavior is a result of the extended nature of the
molecule averaging over multiple atomic interactions,
combined with a high rate of energy exchange between
the molecule and the substrate.

Activation Energies
At a particular�K, the dephasing rate, ˛, usually varies
with temperature T according to the well-known Arrhe-
nius law

˛ D ˛0 exp
�
� Ea

kBT

�
; (2.71)

where Ea is an activation energy for motion, and kB
is the Boltzmann constant. Hence, activation energies
can be routinely determined from measurements of
I.�K; tSE/ at different temperatures. However, it is im-
portant to approach such analysis with care. Depending
on the mechanism of motion, values of I.�K; tSE/ at
a particular value of �K may contain contributions
from multiple processes, each with different temper-
ature dependencies. For example, at the sinusoidal
minima in Fig. 2.13, at �K � 2:5Å�1, measurements
of I.�K; tSE/ contain a vanishing amount of informa-
tion about the jump mechanism. Similarly, it is also
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Fig. 2.13a–c HeSE measurements
(dephasing angle ˛ versus momentum
transfer �K) of H (brown circles)
and D (black triangles) diffusion
on a Pt(111) surface at three tem-
peratures: (a) 220K, (b) 140K, and
(c) 90K. The measurements are in
excellent agreement with a single
jump model for hopping between
adjacent fcc hollow sites (adapted
with permission from [2.148], Copy-
right 2012 by the American Physical
Society)

possible for the mechanism of motion to change with
temperature, further affecting the analysis. Figure 2.15
illustrates Arrhenius plots for ethanethiol adsorbed on
Cu(111) [2.163]; at low temperatures the data is domi-
nated by localized rotation of the molecule (see below),

whereas as higher temperatures it is overtaken by trans-
lation. The mechanism in each regime was determined
from the form of ˛.�K/, which subsequently enabled
the Arrhenius behavior to be understood and accurate
activation energies to be extracted.
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Fig. 2.14 HeSE measurements of the diffusion of ben-
zene molecules on a graphite surface, showing continuous
Brownian motion on the atomic scale. The solid line is
a quadratic fit, as per (2.70), resulting in a diffusion con-
stant of DD 5:39˙0:13�10�9 m2 s�1. HeSE experiments
(circles) were also shown to be in good agreement with
neutron spin-echo measurements (triangles) performed at
low coverages and Langevin MD simulations described
in [2.162]
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Fig. 2.15 Arrhenius plots of the dephasing rate, ˛, ex-
tracted from the rotational and translationally dominated
measurement regimes for ethanethiol on Cu(111) (adapted
with permission from [2.163], Copyright 2012 by the
American Physical Society)

Diffusion measurements are often used to estimate
the adiabatic potential energy barrier to diffusion, and it
is possible to use HeSE data to estimate these barriers.

The activation energy obtained from Arrhenius analy-
sis alone usually underestimates the adiabatic barrier,
and currently, the most accurate way to obtain the true
barrier is to use Langevin molecular dynamics simula-
tions to refine a trial potential, including adjustment of
the adiabatic barrier heights, to best fit the experimental
data (see below).

2.3.4 Beyond Diffusion Constants

Most real systems do not conform fully to the sim-
ple analytic models of diffusion discussed so far. For
example, when alkali metals are adsorbed onto metal
surfaces, electron transfer sets up a strong dipole. Con-
sequently, there is strong dipole–dipole repulsion be-
tween adsorbed atoms and, thus, strong correlations in
the motion result [2.149–152]. In order to interpret such
systems, more sophisticated methods are required and,
in general, analytic expressions are insufficient. Simu-
lations are routinely used to predict adsorbate motion
given a specific model, from which simulated HeSE
data can be produced and subsequently compared with
experiment. Free parameters within the model can then
be refined to best fit the experimental data. Molecu-
lar dynamics simulations that treat all the atoms in the
substrate individually can be used but are computation-
ally intensive. For computational speed, the Langevin
framework has been used widely, within which only the
adsorbed atoms are treated explicitly. The adsorbate–
substrate interaction is described by a frozen adiabatic
potential, V.R/, and a frictional coupling parameter, �,
is used to describe energy exchange. The equation of
motion for the i-th adsorbate atom then becomes

m RRi D�rV.Ri/��m PRiC i.t/C
X

j¤i
F.jRj�Rij/;

(2.72)

where the second and third terms are drag and stochas-
tic excitation, respectively, describing interaction with
the substrate heat bath in terms of �, which is scaled ac-
cording to the fluctuation dissipation theorem [2.164].
The final term can be added to include pairwise interac-
tion forces F between adsorbed atoms. The Langevin
framework thus provides a much more sophisticated
and general description of the dynamical adsorbate–
substrate interaction than is possible using diffusion
constants alone.

Interaction Potentials
In general, since adsorbate motion explores the en-
tire surface, HeSE data enables the complete shape
of the potential energy surface for diffusion to be
determined, not just the rate-limiting adiabatic barri-
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ers. The Langevin molecular dynamics approach has
thus been used to determine many experimental poten-
tials [2.149–152, 154–160, 165]. Usually such a deter-
mination can be performed to a level of better than
10meV, depending on the complexity of the system and
the quantity of HeSE data available.

Figure 2.16a shows a typical experimental poten-
tial energy surface, in this case determined for CO
molecules on Cu(111) [2.156]. The cross section in
Fig. 2.16b shows the potential along the high-symmetry
directions within the unit cell. Various features are
clearly evident, including the adsorption minima (top
site), the overall maximum (hollow site), as well as in-
termediate minima and maxima, the latter which forms
the principal rate-limiting barrier for diffusion. In this
case, as the coverage of CO is increased, CO interac-
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Fig. 2.16a,b Experimental adsorbate–substrate potential
energy surface determined for the center of mass mo-
tion of CO molecules on a Cu(111) surface (adapted
from [2.156]). T, H, B, and TS represent the top site (ad-
sorption site), hollow site (potential maximum), bridge site
(local minimum), and the transition state (rate limiting
maximum), respectively. (a) shows the lateral variation,
while (b) shows cross sections along the directions indi-
cated in (a). Increasing the CO coverage results in changes
to the potential energy surface rather than localized inter-
action effects (adapted from [2.156], © IOP Publishing.
Reproduced with permission. All rights reserved)

tionswere not found to be described by pairwise interac-
tions, but to result in nonpairwise changes in the form of
the potential, as shown by the dashed brown line in the
figure. Despite being clearly observed, at present, the
theoretical origin of this effect is not well understood.

As well as providing a detailed fundamental de-
scription of the surface interaction, such interaction
potentials have been used as a sensitive test of the valid-
ity of first-principles theory for predicting potentials—
recent advances in dispersion-corrected density func-
tional theory have been tested [2.160]. Similarly, as
more complex molecular systems are beginning to be
studied using HeSE, it is becoming possible to explore
how higher degrees of freedom can be included in the
potential. For example, the coupling between diffusion
and molecular orientation has been examined for pen-
tacene molecules [2.166].

Energy Transfer and Rate Theory
Transition state theory (TST) can be used to esti-
mate transition rates across a barrier (i.e., hopping,
in the present context), by using the energy bar-
rier and partition functions in both the transition and
well states [2.5]. More sophisticated rate theory mod-
els [2.167] also take account of the rate of energy
exchange between the substrate and adsorbate, parame-
terized by the friction, �. Friction has a significant effect
on both the mechanism and rate of diffusion. At a sim-
ple level, if the friction is weak, the rate of activation to
jumping is low, as it takes a long time for fluctuations to
provide sufficient energy to overcome the limiting bar-
rier. However, once activated, it also takes a long time
for motion to deactivate, so adsorbates subsequently
take long jumps over the surface. Conversely, if the fric-
tion is very high, adsorbates are turned around before
they actually cross the barrier, and so the rate of jump-
ing is also low, but with well-defined single jumps. In
the intermediate regime, the highest rates of transport
are achieved.

Through these effects on adsorbate dynamics the
different frictional regimes can be identified clearly in
HeSE data—using the combined effect on the mech-
anism and the absolute rate of motion. In general,
low-friction regimes can be identified by the presence
of long jumps, evident through flattened sinusoidal
˛.�K/ curves containing many Fourier components
(2.69), such as in the case of Cs=Cu(111) [2.150]. High-
friction regimes result in single jumps on a corrugated
surface, as is the case for H on Pt(111) [2.148], or
Brownian motion on an uncorrugated surface, which
is the situation seen for benzene on graphite [2.162].
Langevin molecular dynamics simulations are, again,
used to obtain quantitative values of �, and, thus, most
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systems where HeSE data has been analyzed in detail
have provided precise values of the frictional energy ex-
change rate.

Adsorbate Interactions and Correlated Motion
Repulsive adsorbate interactions have been studied ex-
tensively using HeSE [2.149, 152, 154, 156]. In general,
pairwise repulsion between adsorbates leads to the for-
mation of a quasihexagonal overstructure to maximize
their separation. These repulsive interactions are super-
imposed upon the usual adsorbate–substrate interaction
potential and can at low coverages lead to a series of
larger-scale structures forming. Thermal excitation still
leads to motion, which is then determined by both the
substrate potential and interactions between adsorbates.
The effect on HeSE measurements is the introduc-
tion of a peak and dip structure superimposed on the
˛.�K/ curve. The peak corresponds to jumping within
the preferred hexagonal structure, as in (2.69). The dip
corresponds to the preferred length scale of greatest sta-
bility, i.e., at the momentum transfer of the diffraction
ring associated with the quasihexagonal structure.

In general, the form of such interactions can be
tested by adjusting the form of the pairwise interac-
tion, F.R/ in (2.72), and comparing simulations with
experiment as usual. For alkali metal atoms moving on
transition metal substrates, good agreement has been
found with a dipole–dipole repulsion model based on
the Topping model for the coverage dependence of the
dipole moment [2.149–152]. Conversely, in other sys-
tems, it has been possible to rule out the presence of
pairwise forces altogether, such as in the case of CO on
Pt(111) [2.154]. Here, the signatures for pairwise repul-
sion between adsorbates were found to be completely
absent from the experimental HeSE data. In the existing
literature, pairwise forces have been widely invoked to
explain changes in the heat of adsorption. The HeSE
dynamics data leads to the conclusion that changes
in the CO dynamics must be due to more complex
longer-scale mean-field changes in the CO=substrate
interaction, which cannot be described in a pairwise
manner. Such effects cannot be observed with simpler
techniques and require direct observation of the dynam-
ical correlations in order to be distinguished.

2.4 Perspectives—Towards Complex Surface Motion

The examples above have illustrated the rich variety of
diffusion information that can be accessed experimen-
tally, which motivate new theory. We can clearly see
that real systems exhibit complex diffusive behavior,
which is related to both the substrate and to the mo-
bile species. Looking forwards, we can highlight a few
representative examples of areas where HeSE methods
are just beginning to be applied and where further new
and interesting phenomena can be expected.

One of the most obvious issues is the fact that real
surfaces are much more complex than the flat surfaces
generally studied so far. Complex surface structure can
modulate and confine diffusion, fundamentally altering
the nature of transport at the atomic scale. Signatures
of confined diffusion in HeSE measurements have been
established [2.130] and essentially involve I.�K; tSE/
decaying to a finite level at large tSE—since confine-
ment means the adsorbate always retains some correla-
tion in its position. However, to date, there have been
few studies of any form of confined diffusion. Existing
work either relates to motion perpendicular to the sur-
face during lateral diffusion [2.149] or diffusion that is
confined to narrow stepped terraces of atoms [2.152],
where highly anisotropic motion has been observed. In
the latter case, anisotropy in the correlations between
atoms has also been seen, indicating effective screening
of interactions between adsorbates on different terraces.

As molecules become more structurally complex,
it becomes crucial to distinguish between many pos-
sible dynamical processes. These could include, for
example, changes in conformation or motion of a side
chain, as well as center of mass motion. To date, HeSE
has generally been applied to point particles or rigid
molecules with rotation. Specifically, analytic forms of
the HeSE signatures for rotational motion have been
identified [2.168] and used to distinguish ongoing ro-
tational motion of adsorbed thiols from the onset of
translational motion [2.163]. Similarly, jumping, rotat-
ing, and flapping motion has been distinguished for
thiophene on Cu(111) [2.158], and the contribution of
rotational modes in boosting the overall rate of diffu-
sion has been established [2.159]. The next steps are
likely to involve decoupling and, thus, an understand-
ing of nonrigid species.

So far, we have only discussed classical mech-
anisms of diffusion. However, for sufficiently small
species and low temperatures, quantum processes
can be dominant. The transition towards a quantum
diffusion-dominated regime has been observed for H
and D atoms on Pt(111) [2.148] and more extensively
on Ru(0001) [2.169]. As well as the direct technologi-
cal relevance of such results to the hydrogen economy,
HeSE also provides an ideal opportunity for funda-
mental testing of quantum-rate theory models, and in
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particular models for the transition between coherent
and incoherent modes of propagation.

All of these areas suggest that a much greater wealth
of fundamental information on diffusion is available,
which can be accessed experimentally through HeSE,
given themethod’s unique sensitivity to dynamics on the
combination of picosecond time and nanometer length
scales. Further development of HeSE instrumentation
will be important in measuring these increasingly com-

plex forms of motion—for example, to enable better
separation of processes by timescales. Fortunately, fur-
ther increases in resolution and signal level are both
realistic prospects [2.170]. We look forward to a next
generation of spin-echo measurement facility, and sub-
sequent uptake by the user community, to take forward
our scientific understanding in this exciting and unique
regime.
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3. Surface Thermodynamics and Vibrational Entropy

Talat S. Rahman

As with bulk material, a few thermodynamic vari-
ables determine the stability and equilibrium
properties of solid surfaces. Since the environ-
ment at the surface is typically very different from
that in the bulk, as a result of the lack of symmetry
created by the presence of the surface, thermo-
dynamics plays an important role in determining
surface structure and dynamics. The quantity of
interest here is the surface free energy, which in-
herently includes the contribution of vibrational
(and configurational) entropy. Given the existence
of surfaces vibrational modes whose features are
distinct from those in the bulk, and dependent
on local surface geometry and electronic structure,
the emphasis in this chapter is on the charac-
teristics of vibrational entropy, which, in turn,
affect surface thermodynamical quantities that
are in excess of values in the bulk. Special atten-
tion is paid to characteristics of vibrational density
of states of low and high Miller index surfaces
and their contribution to vibrational entropy, and,
hence, to thermodynamical functions. In fact, it is
argued that the distinguishing features in the vi-
brational density of states, namely enhancement
of the number of modes at low frequencies and
appearance of modes above the bulk band, high-
light the impact of the undercoordinated atoms at
surfaces, steps, and kink sites and lead to varia-
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tions in the local surface electronic structure.
The characteristics found on high Miller index
surfaces in particular pave the way for under-
standing vibrational dynamics of nanoparticles.
Contact is made with experimental data where
available.

In this chapter, after presenting a summary of bulk
thermodynamics in Sect. 3.1, the stage is set for sum-
marizing the essentials of surface thermodynamical
functions in Sect. 3.2. Surface nomenclature is dis-
cussed in Sect. 3.3 and details of theoretical techniques
are presented in Sect. 3.4. A sampling of results ob-
tained on a few surfaces is provided in Sect. 3.5 and
a summary is presented in Sect. 3.6.

Over four decades of experimental and theoretical
research in surface science has brought us to the point
where we can probe the subtle role played by ther-
modynamics in determining unique features of solid
surfaces and nanostructures. The lack of symmetry cre-
ated by removal of the top half-atoms to create a surface

inherently leads to a heterogeneous environment with
nonuniform local geometric and modified electronic
structure that can promote a plethora of surface phe-
nomena, which continue to be revealed at length scales
ranging from the microscopic (localized surface states
and vibrational modes), to the macroscopic (surface
tension, surface acoustic wave) and at time scales go-
ing down to femtoseconds. In this Handbook, a number
of chapters address the experimental and theoretical
findings of a multitude of surface phenomena, allow-
ing this chapter to concentrate only on the peculiarities
of surface thermodynamics that make the surface an
interesting playground for realization of physical and
chemical properties than that in the bulk.
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In considerations of relative stability of surfaces,
nanostructures, as well as bulk phases of different
crystallographic orientations, the quantity of interest
is the free energy, which includes contributions from
the structural potential energy and the system’s vi-
brational and configurational entropy. Assuming the
structural potential energy to be insensitive to temper-
ature variations, it is the entropic contributions that
control the surface phase diagram and structural sta-
bility. In this regard, configurational entropy is an
important constituent for any system containing more
than one type of element (for example, alloys), but
for surfaces and nanostructures of single elements, it
is vibrational entropy that accounts for the tempera-
ture dependencies of surface free energy, mean-square
vibrational amplitudes of surface atoms, the surface De-
bye temperature, and the surface heat capacity, albeit
within the harmonic and quasiharmonic approximation
of lattice dynamics. It is also the quantity that may de-
termine the equilibrium shape of crystal surfaces and
its possible structural phase transitions and surface re-
constructions. These comments are not to disregard
the role of configurational entropy for single-element
surfaces at temperatures that accompany structural dis-
order. Such considerations are beyond the scope of this
chapter. Knowledge of surface free energy, together
with that of the step and kink free energy, is also es-
sential for considerations of surface faceting, bunching,

and roughening. The extraction of free energy from
experimental data is, however, nontrivial [3.1]. The lat-
tice contribution, which can be critical for determining
structural transitions, is nonzero, albeit a small fraction
of the structural energy. It is, thus, encouraging to see
the flurry of activity in analyzing the contribution of vi-
brational entropy [3.2] to the thermodynamic functions
for several surface systems [3.3–5]. These calculations
have already provided a qualitative measure of the
effect of vibrational entropy on surface stability and
structure and have set the stage for a systematic eval-
uation of the local vibrational contribution to the free
energy. Since these calculations were based on the us-
age of many-body interaction potentials [3.6], questions
have been asked about their accuracy, particularly for
5d metals Pt, Ir, and Au, for which these potentials are
not expected to work as well as they do for Ag, Cu, and
Ni. With the availability of ab-initio electronic structure
methods based on the density functional perturbation
theory [3.7, 8], surface phonon dispersion curves can be
calculated with remarkable accuracy [3.9]. These dis-
persion curves further lend themselves to the extraction
of vibrational density of states and, thus, of the vibra-
tional contribution to surface free energy and entropy.
Efforts have thus been made to analyze surface thermo-
dynamic properties of the several metals using ab-initio
methods and to compare the findings with those ob-
tained using semiempirical approaches [3.10].

3.1 Some Essentials of Bulk Thermodynamics

In this section, some background information is pro-
vided on thermodynamic functions to provide context
and facilitate discussion, greater details of which can
be found in textbooks [3.11, 12]. With the entropy al-
ready mentioned above, two extensive thermodynamic
variables need to be introduced: the Helmholtz free en-
ergy F equivalent to the maximum amount of work
a system can do at constant volume and temperature
and the Gibbs free energy G, which is the maximum
amount of work a system can do at constant pressure
and temperature; G is a minimum for closed systems
at equilibrium with a well-defined temperature and
pressure. Both Helmholtz and Gibbs free energies are
known as thermodynamic potential. Furthermore, the
first law of thermodynamics states that the increase in
energy dU of a system is equal to the difference of the
heat absorbed by the system •Q and the amount of work
done by the system •W as quantified by

dU D •Q� •W : (3.1)

Equation (3.1) implies that there is a quantity U called
the internal energy which is a function of the state of the

system (temperature and pressure) and that the differ-
ence between two values ofU is independent of the path
of getting from one state to the other. In other words, U
is the integral of an exact differential dU. If the energy
of the system can be described by the thermodynamic
variables’ pressure, temperature, and volume, then for
an infinitesimal quasistatic reversible process, the work
done by the system is PdV, and the heat absorbed is
TdS. Thus,

dUD TdS�PdV ; (3.2)

from which temperature and pressure follow as respec-
tive derivatives of the internal energy U. Since S and V
are often inconvenient independent variables [3.13], it is
more usual to work with T and P. The thermodynamic
potentials, F and G introduced before and the enthalpy
H are then defined by

F D U� TSD U� S

�
•U

•S

�

v

; (3.3)

H D UCPV ; (3.4)

GD U� TSCPV D H�TS : (3.5)



Surface Thermodynamics and Vibrational Entropy 3.3 Surface Nomenclature and Geometry 73
Part

A
|3.3

While the quantities form the basis of thermodynam-
ical description of bulk material with an infinite sea
of particles, Gibbs’ introduction [3.14] of the explicit
dependence of U on the number of particles N and
their related chemical potential � allows us to ex-
tend these thermodynamic concepts to solid surfaces.
There is, thus, a consensus that in equilibrium, a one-
component system can be fully defined by its internal
energy (U), which is a unique function of the entropy

(S), volume (V), and number of particles (N), such
that

U D U.S;V;N/ ; (3.6)

dU D TdS�PdVC�dN : (3.7)

The reader is referred to more detailed analysis in Zang-
will [3.11] from where some of the description has been
extracted.

3.2 Surface Thermodynamic Functions

When it comes to surfaces, in addition to volume V,
area (A) should also play a role, since we need energy
to create a surface with a particular surface energy. The
creation of a surface should inherently involve an in-
crease in the total internal energy proportional to the
area. Thus, the internal energy equation should include
an additional term

U D TS�PVC�NC �A ; (3.8)

where � is the surface tension. Of course, the intro-
duction of the surface brings in an ambiguity, as the
boundary of the surface is not well defined. For ex-
ample, the density of the electrons in a one-component
system will not fall off sharply at the surface. Rather,
it would tail off as one moves away from the surface,
in a manner characteristic of the material. Addition-
ally, surface thermodynamical quantities would follow
from those calculated for the bulk with the inclusion of
one term that accounts for excesses from the bulk value
needed to create the surface. Equation (3.8) has also in-
troduced another observable, surface tension, which is
a macroscopic property of a material.

Surface internal energy may, thus, be defined as an
excess over the bulk value in the manner described very
nicely by Somorjai and Li [3.12], assuming that a crys-
talline solid is bound by two surfaces and denoting the
energy and entropy of each bulk atom by Ub and Sb, re-
spectively, and the surface energy per unit area as Us.
The total internal energy of the solid is then

U D NUbCAUs : (3.9)

Here, AUs is the excess from the bulk. In the same way,
the total entropy of the system can be written as

SD NSbCASs : (3.10)

Note that the surface term (with the suffix s) is with
respect to per unit surface area. Bearing in mind that
the surface terms are excess over the bulk value in the
manner described above, we can write the expressions
for the surface Helmholtz and Gibbs free energies (per
unit area) and the enthalpy (per unit area) in terms of
the corresponding expressions for the bulk

Fs DUs �TSs ; (3.11)

Gs DHs � TSs : (3.12)

Here, Hs is the specific surface enthalpy, which is the
excess heat absorbed by the system per unit surface area
created under constant external force, i.e., pressure. By
the same token, the total Gibbs free energy of the sys-
tem can be written in terms ofGb, the Gibbs free energy
per bulk atom andGs, and the Gibbs free energy per unit
surface area

GD NGbCAGs : (3.13)

We next move on to considerations of some of the
thermodynamic functions for surfaces and other re-
duced dimensional materials. However, before we do so
we need to establish the nomenclature, the calculation
methodology, and provide some background informa-
tion.

3.3 Surface Nomenclature and Geometry

Bulk solids exist in a number of crystallographic struc-
tures, details of which can be found in standard text-
books [3.15]. The fundamental property of a solid is its
inherent periodic structure, which is defined by a lat-
tice containing an infinite array of points generated by

a primitive lattice translation vector

Tm D m1aCm2bCm3c ; (3.14)

where mi is an integer (positive, negative, or zero) and
a, b, and c are three mutually perpendicular vectors,
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generally taken to be along the Cartesian x, y, and z co-
ordinates. A lattice point m1aCm2bCm3c lies in the
direction Œm1;m2;m3�. Generally, the values of mi are
divided by their greatest common divisor, so as to have
the smallest integer set. For example, the body diagonal
of a unit cell is denoted by the direction Œ111� (rather
than Œ333�, etc.). Furthermore, a set of directions, such
as Œ100�, Œ010�, Œ001�, ŒN100�, Œ0N10�, Œ00N1�, which may be
related by symmetry, are denoted by the bracket h100i.

The planes containing the lattice point define the
crystal structure and the ensuing symmetry and other
geometrical characteristics of the surface. These planes
are usually defined in terms of Miller indices .hkl/,
where the values of h, k, and l follow from the follow-
ing. If a plane intersects the axes (m1a, m2b, and m3c),
the Miller indices of the plane are the set of integers,
without a common multiple, that are inversely propor-
tional to the intercept of the axes with the plane. That is,
h W k W lD 1=m1 W 1=m2 W 1=m3. Thus, in a cubic lattice,
the direction hhkli is perpendicular to the plane .hkl/.
Here, too, a family of planes that are equivalent by sym-
metry are denoted by curly brackets f g. These Miller
indices provide a convenient way to classify surfaces
with respect to the extent of their terraces and regularly
present steps and kinks. As will be seen below and was
already presented in [3.5], the low and high Miller in-
dex surfaces provide two sets of surfaces with distinct
crystallography.

3.3.1 Low Miller Index Surfaces

The low Miller index surfaces are those for which h,
k, and l have the values 0 or 1. These are extended
surfaces without any step or kink [3.16]. A simple
example is that of a cube with its six faces h100i,
h010i, etc., represented collectively by f100g. The low
Miller index surfaces .100/, .110/, and .111/ of both
fcc and bcc cubic crystals are shown in Fig. 3.1. Note
that the .111/ surface is the most close-packed, while
the least so is the .110/ surface. In the early days of
surface science, the majority of investigations were car-
ried out on the three low Miller index surfaces for
obvious reasons. They were relatively easy to character-
ize experimentally with techniques such as low-energy
electron diffraction (LEED) and were amenable to theo-
retical calculations, both analytical and numerical with
the then available computational power. However, the
larger number of low-coordinated sites offered by sur-
faces containing steps and kinks compared to those
without them, led both experimentalists and theorists
to venture into the more complex, and intriguing, local
environment offered by the high-Miller index surfaces,
also called vicinal surfaces. These surfaces can now
be created and characterized with a variety of tech-

fcc bcc

(100) a3

a2
a1

(110) a3

a2
a1

(111) a3

a2
a1

Fig. 3.1 Low Miller index surfaces

niques, as summarized in several other chapters in
this Springer Handbook. Their well-defined periodic
arrangement of steps and kinks provides regions of
low coordination with interesting implications for their
physics and chemistry, as we shall see in this book.
They also serve as benchmarks for understanding prop-
erties of nanoparticles while offering sites with a range
of low coordination that lack the periodicity of vicinal
surfaces.

3.3.2 High Miller Index Surfaces

The simplest vicinal surfaces consist of regularly-
spaced low Miller index terraces separated by
monatomic steps. A slight miscut of the crystal at an
angle slightly off the low Miller index (.100/, .111/,
and .110/) planes will give rise to a vicinal surface. In
Fig. 3.2, we depict a hard sphere diagram of an fcc.977/
surface showing the geometry of the terrace and the step
face. On this surface, the terrace has fcc.111/ orien-
tation and is eight-atom wide, while the step face has
a .100/ microfacet. This vicinal is created by cutting
the crystal at 7ı away from the .111/ plane towards
the Œ2N1N1� direction, which results in monatomic steps
along the Œ0N11� direction. Note that on the fcc.111/ sur-
face, the h110i direction is not parallel to any plane of
symmetry, and there exist two different ways of gen-
erating monatomic stepped surfaces: by directing the
miscut angle towards either the Œ2N1N1� or the ŒN211� di-
rection. In the case of the former, as we can see in
Fig. 3.1, the step face has a .100/ microfacet (the so-
called A type), while in the case of the latter, it would
yield a .111/ microfacet (the so-called B type). Such
a surface with an eight-atom wide fcc.111/ terrace and
a .111/ microfacet is the fcc.997/ surface for which
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Fig. 3.2 Hard sphere model of the
fcc.977/ surface that is a vicinal of
fcc.111/ with an eight-atom wide
terrace and a monatomic .100/
microfaceted step face. The miscut
angle 	 and the terrace width w
are shown in the inset. (Adapted
from [3.17], © IOP Publishing.
Reproduced with permission. All
rights reserved)

the miscut angle is 6:5ı. It is complementary to the
fcc.977/ surface shown in Fig. 3.2. Since a monoatomic
stepped surface may have a .100/ or .111/ microfacet,
a more self-contained notation for the surface struc-
ture was introduced by Lang et al. [3.18] in the general
form S.htktlt/� .nsksls/, where .htktlt/ represents the
Miller indices of the terrace plane and .nsksls/ that of
the step face, and S is the atomic width of the terrace.
In Table 3.1, we summarize the notation for the vari-
ous vicinal surfaces that are discussed in this chapter,
together with their miscut angles 	 and the interatomic
separations for ideal (bulk terminated) geometry. Here,
w is the width of the terrace (Fig. 3.2) and f ::r is the
registry (Fig. 3.5).

This relationship of the vicinal surface to the low
Miller index mother surface is also nicely captured
in Fig. 3.3, which presents a stereographic view of

Table 3.1 Structural notation and geometric features for several fcc vicinals. Here, db is the bulk interlayer separation,
�r is the surface registry and w is the terrace width (all in units of a, the lattice constant). (Adapted from [3.17], © 2003
IOP Publishing)

Miller index
hkl

Compact step notation
S.htktlt/ � .nsksls/

Miscut angle
(deg)

db
(a)

�r
(a)

w
(a)

311 2.100/�.111/ 25.24 0.3015 0.6396 1.1726
511 3.100/�.111/ 15.8 0.1924 0.680 1.8368
310 3.100/�.110/ 18.44 0.1581 0.4743 1.581
410 4.100/�.110/ 14.04 0.1212 0.4849 2.0616
211 3.111/�.100/ 19.5 0.2041 0.5773 1.7319
977 8.111/�.100/ 7.01 0.0747 0.6078 4.730
331 3.111/�.111/ 22.0 0.2294 0.5677 1.5408
210 2.110/�.100/ 26.56 0.2236 0.4472 1.118
320 3.110/�.100/ 11.3 0.1387 0.6933 1.8026
551 3.110/�.111/ 8.05 0.1400 0.9901 2.5247

Miller index
hkl

Compact step notation
S.htktlt/ � .nsksls/

Miscut angle
(deg)

db
(a)

�r
(a)

w
(a)

311 2.100/�.111/ 25.24 0.3015 0.6396 1.1726
511 3.100/�.111/ 15.8 0.1924 0.680 1.8368
310 3.100/�.110/ 18.44 0.1581 0.4743 1.581
410 4.100/�.110/ 14.04 0.1212 0.4849 2.0616
211 3.111/�.100/ 19.5 0.2041 0.5773 1.7319
977 8.111/�.100/ 7.01 0.0747 0.6078 4.730
331 3.111/�.111/ 22.0 0.2294 0.5677 1.5408
210 2.110/�.100/ 26.56 0.2236 0.4472 1.118
320 3.110/�.100/ 11.3 0.1387 0.6933 1.8026
551 3.110/�.111/ 8.05 0.1400 0.9901 2.5247

stepped surfaces of varying terrace widths and geome-
tries, drawn around the pole at fcc.100/ and converging
on the other two low Miller index surfaces .111/ and
.100/. As already mentioned, the two equal terrace-
width vicinals of fcc.111/, fcc.997/, and fcc.977/ fall
on the two sides of the graph around .111/ separated by
60ı. Similar to the .997/ surface, the .331/ and .551/
surfaces have a B-type step face but only three-atom
wide terraces.

For fcc.100/ surfaces, the stereograph map neatly
separates the two types of step face of its vicinals: those
with a close-packed .111/ microfacet lie along the line
joining the .100/ pole to .111/ and those with the .110/
microfacet along the other line. An angle of 45ı sep-
arates the in-plane orientation of these steps. Similarly,
the set of loosely and close-packed step faces of vicinals
of fcc.110/ flank the location of .110/ on the stere-
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Fig. 3.3 A stereographic projection for fcc crystals around
the .100/ pole showing several vicinal surfaces in rela-
tion to the low Miller index surfaces from which they are
derived. (Adapted from [3.17], © IOP Publishing. Repro-
duced with permission. All rights reserved)

ograph with a separation of 90ı between them. Thus,
along each side of the stereograph the terrace geome-
try and width change logically while maintaining the
same geometry for the step face. In the Miller index
notation, vicinals lying along the .100/–.110/ side of
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Fig. 3.4 A top view of six vicinals of three-atom wide terraces. (Adapted from [3.17], © IOP Publishing. Reproduced
with permission. All rights reserved)

the stereograph have indices .hk0/, while those along
.110/–.111/ have .hhk/ and those along .111/–.100/
are denoted by .hkk/.

To examine the finer details of the local atomic
environment, we take the example of a set of vicinal
surfaces whose terraces are approximately three-atom
wide with either .100/, .111/, or .110/ crystallographic
orientation and two types of step microfacets. These six
surfaces are shown in Fig. 3.4.

Here, .511/ and .310/ are vicinals of fcc.100/,
with .111/ and .100/ microfaceted step faces, respec-
tively. As is noticeable in Fig. 3.4, the .310/ surface has
an open-step arrangement, akin to a regularly kinked
step edge. The coordination of the step atoms on the
fcc.310/ is also 6, which is typical of atoms at a kink
site. Similarly, the .211/ and .331/ surfaces in Fig. 3.4
are corresponding vicinals of the fcc.111/ surfaces with
the A and B types of step microfacet, respectively.
Finally, the corresponding vicinals of the fcc.110/ sur-
face are the .551/ and .320/ surfaces, the former with
a close-packed .111/ step face and the latter with
a kinked .100/ microfacet. The structural parameters
of the above six surfaces, given in terms of the lattice
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constant, in Table 3.1, together with those of few other
related vicinal surfaces, show that the fcc.977/ surface
is just a broader terrace version of the fcc.211/ surface,
while the fcc.410/ surface is related to the fcc.310/ sur-
face, except for the difference in terrace width.

As in several previous studies [3.4, 11, 12, 14] we
will use the following notation for the surface atoms,
as illustrated in Fig. 3.5: SC for atoms in the step
chain; TC for atoms in the terrace chain (if there are
more than one, we label them as TC1, TC2, etc.),
and CC for atoms in the corner chain. For the three
surfaces .310/, .320/, and .551/, there are actually
five undercoordinated sites—three in the top terrace
and two underneath. On the other hand, on the .511/,
.211/, and .331/ surfaces, there are only three under-
coordinated sites. Together, these six surfaces provide
atoms with the range of coordination extending from
6 to 11. As we shall see the atom labeled BNN in
Fig. 3.5, a bulk nearest neighbor of the corner atom
contributes interestingly to the vibrational density of
states of these surfaces. Note that in the calculations,

SC

CC
TC

w

SC

BNN

d12

d23

d34

x

∆r
z

Fig. 3.5 A side view of the vicinal surface showing the
step (SC), terrace (TC), corner (CC) and BNN atoms, in-
terlayer separations dij, and surface registry (�r). (Adapted
from [3.17], © IOP Publishing. Reproduced with permis-
sion. All rights reserved)

the x and y-axes are taken to lie in the surface plane,
the x-axis being perpendicular to the step and the y-axis
along the step. The z-axis is along the normal to the
surface.

3.4 Theoretical Techniques

The goal in this section is to provide the reader with
some details of theoretical techniques that have been
used to calculate the ingredients mentioned above that
are needed to determine surface thermodynamical func-
tions such as vibrational entropy, heat capacity, mean-
square vibrational amplitudes, and, subsequently, the
Debye temperature for the surface in question. We put
Debye in italics here as the concept of Debye tem-
perature, which is based on the Debye model for the
vibrational density of states, is not valid for surfaces
and nanostructures for which, as we shall see, the vi-
brational density of states does not follow the same
dependence on energy as the atoms in the bulk [3.19].
Of course, the quantity of prime importance is the vi-
brational density of states to calculate which one needs
to first evaluate the system minimum energy configura-
tion, followed by a calculation of the system vibrational
dynamics and, thence, that of the thermodynamical
functions. Calculations for details of the electronic
structure, charge redistributions, and local electronic
densities of states are also of interest, but as they are
included in other chapters in this book, they will not be
discussed here in any detail. In this section, we provide
some of the essentials for the calculations of:

a) Geometrical structure
b) Vibrational dynamics
c) Vibrational free energy.

3.4.1 Determination of Surface Structure
and Energetics

Once the coordinates of atoms for the system with the
surface geometry discussed in Table 3.1 are generated,
it is necessary to allow the system to relax so that atoms
find their equilibrium positions in their undercoordi-
nated sites. As is well known, atoms in the surface
layers of a solid relax away from their bulk terminated
positions, as a result of the bonds that were severed in
the creation of the surface. These relaxations can be in-
wards or outwards with respect to the surface plane. To
obtain the relaxed position standard algorithms, such
as simulated annealing, steepest descent, and conjugate
gradient methods, are used for minimizing the total en-
ergy of the system [3.20]. A critical input for all such
calculations is the form of the interaction between the
atoms/ion cores/electrons, which, not surprisingly, has
been the subject of decades of research.

A simple way to proceed is to assume an analyt-
ical form of the interaction, such as a Lennard-Jones
or Morse potential. However, extensive studies have
shown that pair potentials fail to capture some of the
main features of solids and their surfaces. A very prac-
tical alternative was introduced some years ago in the
form of semiempirical many-body potentials, such as
those from the embedded atom method (EAM) [3.6,
21] and effective medium theory (EMT) [3.22], which
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continue to be widely applied. Although based on fit-
ting of parameters from experiments (and sometimes
from more sophisticated theoretical methods) these in-
teraction potentials have had tremendous success in
predicting/explaining the characteristics of surfaces and
nanostructures of six transition metals (Ni, Cu, Ag, Pd,
Pt, Au). Of course, their reliability needs to be checked
by comparison with more accurate methods, such as
those based on ab-initio density functional theory. Be-
low, we give some general details of ab-initio electronic
structure calculations that we and others have used. We
follow this up with a short description of the EAM
potentials that have been used to calculate structural
properties of vicinal surfaces.

Ab-initio Electronic Structure Calculations
Since this topic is covered in detail in several other
chapters, only a summary of calculational details is pro-
vided here. Ab-initio electronic structure calculations
based on density functional theory (DFT) are performed
either within a pseudopotential or an all-electron ap-
proach using either the local-density approximation
(LDA) [3.23] or the generalized gradient approximation
(GGA) [3.24]. Of the variety of DFT based codes that
are available, two that are frequently used here are the
Vienna ab-initio simulation package (VASP) [3.25] and
the QuantumESPRESSO [3.26]. For example, to model
the charge density distribution and structural relaxation
of nanoparticles, Shafai et al. [3.27] adopted the pseu-
dopotential approach [3.25] to describe the interaction
of the electrons and the nucleus employing projector-
augmented wave (PAW) [3.28, 29] pseudopotentials.
For systems in which relativistic effects are signifi-
cant, as in gold, scalar relativistic pseudopotentials are
used [3.30–33]. The Kohn–Sham orbitals are expanded
as plane waves with a reasonable kinetic energy cutoff
(for example, 720 eV for Au). The exchange-correlation
functional proposed by Perdew, Burke, and Ernzerhof
(PBE) [3.34] was used. The ion cores in the system
are allowed to relax using a conjugate gradient algo-
rithm until the Hellman–Feynman forces acting on each
atom are less than 1�10�3 eV=Å. Similarly, the total
energy is taken to be converged if the changes in the
energy in the self-consistent loop are below 10�6 eV.
Since we use periodic boundary conditions, the super-
cell for the system of interest is taken to be large enough
such that the interactions between the model system and
its periodic images are negligible. That is in addition to
a specific number of layers of atoms, the model sys-
tem contains about 12�15Å of vacuum. The resulting
supercells, thus, have dimensions that depend on the
size/shape of the system under study. Further details of
these calculations may be found elsewhere [3.10].

Many-Body Interaction Potentials
To describe the interactions between the atoms in
model systems, several types of many-body, semiempir-
ical potentials [3.6, 21, 22, 35, 36] have been proposed.
Without doing justice to others, some details of the
semiempirical, many-body potential, EAM, developed
by Foiles, Baskes, and Daw [3.6, 21] are presented. Al-
though the EAM potentials neglect the large gradient
in the charge density near the surface and use atomic
(elemental) charge densities to describe those for the
corresponding solid, for the six fcc metals Ag, Au, Cu,
Ni, Pd, and Pt, and their alloys, these interatomic po-
tentials have done a good job of reproducing many of
the characteristics of bulk and surface systems [3.6,
21]. We have also found EAM potentials to be reli-
able for examining the temperature-dependent structure
and dynamics of the low Miller index surfaces of Ag
and Cu [3.37–41] and also for describing the energetics
of vicinal surfaces of Cu and self-diffusion processes
on the .100/ surfaces of Ag, Cu, and Ni [3.42]. This
method exploits the findings that the ground state of
an interacting electron gas is a unique functional of the
total electron charge density [3.23]. It further assumes
that the energy of an impurity in a host is a functional
of the electron density of the unperturbed host electron
density [3.43].

The many-body term in the total energy has the
form ED FZ;R.�h.r//, where �h.r/ is the electron den-
sity of the host without impurity at R, the position at
which the impurity is to be replaced, and Z is the type
of impurity. Each atom in a solid is, thus, viewed as
an impurity embedded in a host consisting of all other
atoms, and its energy is given by

Etot D
X

i

Fi;j.�h;i/C 1

2

X

i;j
.i¤j/

¿i:j.Ri;j/ ; (3.15)

where ¿i:j is the short-range pair potential (¿i:j D
Zi.r/Zj.r/=r) and Ri;j is the distance between atoms i
and j. Further simplification is introduced by assuming
that the host density (�h;i) is a sum of the atomic densi-
ties (�aj ) and given by

�h;i D
X

j.¤i/
�aj .Rij/ ; (3.16)

where �aj is the contribution to the electron density from
atom j. Connection to the atomic densities makes the
total energy to be a function of the atomic positions in
electron density �i, and ¿ is a short-range electrostatic
pair potential between atoms i and j.
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It is further assumed that the electron density �i is
given by a linear superposition of the electron densities
of the constituent atoms, which is taken to be spher-
ically symmetric. The EAM functions for the six fcc
metals, Ag, Au, Cu, Ni, Pd, and Pt, and their alloys
were developed by numerically fitting the functions to
the bulk lattice constants, cohesive energy, elastic con-
stants, vacancy formation energy, and alloy heats of
mixing. Using these interactions for a model system
constructed in its bulk terminated positions, the con-
jugate gradient method is used to relax the system to
0K equilibrium configuration. The dynamical matrix
needed to calculate the vibrational (or phonon) density
of states for a system of interest is then obtained from
analytical expressions for the partial second derivatives
of the EAM potentials [3.6, 21].

3.4.2 Determination of the Vibrational
Density of States

There are several theoretical techniques for calculations
for surface and bulk phonons in crystals, ranging from
those based on DFT to those that rely on some form
of interatomic potentials. Ab-initio methods based on
density functional perturbation theory and their appli-
cations are covered elsewhere in this Handbook and,
hence, will not be covered here. Instead, we will focus
here on methods that typically employ semiempirical
interaction potentials. In these cases, the most com-
monly used is the slab method in which one needs to di-
agonalize the dynamical matrix portraying the interac-
tions between the particles inN layers of the slab [3.44].
In the case of high Miller index surfaces, in particular
those with large terraces, representative of large sur-
face periodicities, slab calculations are hampered by the
need for model systems with an extraordinarily large
number of layers to describe the inhomogeneities of the
surface structure. Furthermore, our interest is in calcu-
lating the phonon density of states, rather than phonon
dispersion curves, of systems that lack long-range or-
der, because of the presence of steps, kinks, etc. For
such purposes, the continued fraction method [3.45] us-
ing a real space Green’s function developed by Wu and
coworkers [3.46] is especially suitable, since it deter-
mines the local densities of states (LDOS) directly. In
fact, the total phonon density of states is calculated as
a sum of the contributions from the individual regions
of interest. For example, the regions of interest could be
the surface layer, the second layer, and so on. Or it could
be the kink sites, the steps, the terraces, and so forth.
The approach is based on constructing the resolvent
matrix of an infinite block-tridiagonal matrix [3.45].
Green’s function is defined as the matrix representation

L3

L1

L2

h1

h2

h3

υ12

υ23

Fig. 3.6 Localities and submatrices. (Adapted with per-
mission from H. Yildirim, Dissertation, UCF 2010)

of the resolvent operator that yields the LDOS via its
matrix elements. Such a matrix must be constructed in
a block-tridiagonal form, and the range of the interac-
tions must be finite, which is fortunately the case for
the transition metals named above. The system Hamil-
tonian is then written in a block-tridiagonal matrix as

HD

0

BBBB@

: : :

v i;i�1 hi v i;iC1
v iC1;i hiC1 v iC1;iC2

: : :

1

CCCCA
; (3.17)

where hi submatrices along the diagonal are 3ni�3niC1
square matrices, v i;iC1 matrices along the off-diagonals
have dimension 3ni � 3niC1, and ni is the number of
particles in the chosen locality. Figure 3.6 shows such
a system divided into three regions (localities labeled
L1 to L3). For each locality, there is a submatrix (h1, h2
and h3) describing the interactions within the associated
locality. The submatrices (v 12 and v 23) describe the in-
teractions between localities. The interactions beyond
these localities are assumed to be bulk-like.

Note that in our calculations, the system Hamilto-
nian is described by the force constant matrix, which is
obtained from the second derivative of the interaction
potential. The eigenvalue can be derived by means of
the Green’s function that is associated with the matrix
H and is given by

G.z/D .zI�H/�1 ; (3.18)

where zD !2C i", " is the width of the Lorentzian rep-
resenting the delta function at !2, and I is a unit matrix
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of the same dimension as that of H. The diagonal ele-
ment of the Green’s function matrix corresponding to
a chosen locality is expressed as

Gii D Œ.zI�hi/� v i;iC1
CiC1v iC1;i
� v i;i�1
�i�1v i�1;i��1 : (3.19)


Ci and
�i are defined as forward and backward partial
Green’s functions and described by


Ci D .zI�hi � v i;iC1
CiC1v iC1;i/�1 ; (3.20)


�i D .zI�hi � v i;i�1
�i�1v i�1;i/�1 : (3.21)

The relation between the successive diagonal elements
of the Green’s function matrix G is obtained by

Gii D
˙i C
˙i v i;i˙1Gi˙1;i˙1v i˙1;i
˙i : (3.22)

As can be seen the calculation of Green’s function
mainly depends on the forward and backward Green’s
functions (
i̇ ), which are the inverses of matrices with
the dimensions same as that of hi. The convergence pro-
cedure for the calculation of 
i̇ for an infinite system
starts with the condition as



C.1/
1 D lim

m!1;
"!0



C.m/
1 .z/ ; (3.23)

where



C.m/
1 D f.zI1 � h1/� v12Œ.zI2 � h2/� : : : Œvm�1;m

� .zIm� hm/�1vm;m�1��1 : : :��1v21g�1 :
(3.24)

From this equation, one can define the forward Green’s
function for any chosen regime as



C.1/
1 D .zI1� h1/

�1 ; (3.25)



C.2/
1 D Œ.zI1 � h1/� v12.zI2� h2/

�1v21��1 ; (3.26)



C.3/
1 D fzI1 � h1 � v12Œ.zI2 � h2/

� v23.zI3 � h3/�1v32��1v21g�1 ; (3.27)

:::



C.m/
1 : (3.28)

The convergence procedure shows that the information
obtained in previous steps cannot be used to calculate


C.m/
1 for the current step; hence, for each step, the se-

quence must be repeated independently. This requires

excessive computing time. In order to make use of the
information obtained at the previous step (
C.m�1/1 ) and

the current one (
C.m/1 ), a recursive method is intro-
duced that defines the forward Green’s function for the
localities (
C.1/1 , 
C.2/1 , 
C.3/1 , : : :, 
C.m/1 ) for a finite
system as



C.1/
1 D .zI1 � h1/

�1 �
�1 ;


C.2/
1 �G.2/11 ;



C.3/
1 �G.3/11 ;

::: ;

::: ;



C.m/
1 �G.m/11 ; (3.29)

where G.m/11 is the .1;1/ diagonal block of Green’s func-
tion corresponding to the matrix H.m/. Using (3.22),


C.2/
1 and G.2/22 are given by



C.2/
1 D G.2/11 D
�1 C
�1 v12G.2/22 v21


�
1 ; (3.30)

G.2/22 D
�2 D Œ.zI2 � h2/� v12
�1 v21��1 : (3.31)

So, the relation between the successive forward Green’s
functions is obtained as



C.2/
1 D
C.1/1 CA1


�
2 B1 ; (3.32)

where A1 D
�1 v12 and B1 D v12
�1 . Repeating the
same steps, general recursive relation can be obtained



C.m/
1 D
C.m�1/1 CAm�1
�mBm�1 ; (3.33)

Am�1 D Am�2
�m�1vm�1;m ; (3.34)

Bm�1 D vm;m�1
�m�1Bm�2 : (3.35)

This method, thus, simplifies the calculation of Green’s
functions to inversion and multiplication of matrices
whose dimensions are much smaller than the total
number of degrees of freedom of the system. The diag-
onal element of Green’s function represents the entire
system. The method ensures that Green’s function as-
sociated with a particular locality in the system can
be reasonably calculated. Further details may be found
in [3.46–49].

In calculating the LDOS for the surfaces of interest,
we take each system to consist of an infinite number
of layers with in-plane periodicity and specify a certain
number of layers to constitute a locality. The submatrix
elements of the block-tridiagonal matrix represent the



Surface Thermodynamics and Vibrational Entropy 3.4 Theoretical Techniques 81
Part

A
|3.4

force constants between the atoms, within and between
the chosen localities. We then determine the normalized
LDOS from the trace of Green’s function by employing

g.�2/D �1
3n 

lim
"!0

ImftrŒG.�2C i"/�g ; (3.36)

N.�/D 2�g.�2/ ; (3.37)

where " is the width of the Gaussian and frequency-
dependent LDOS (N.�/) is related to the normalized
local LDOS (g.�2/).

The method has been applied successfully to both
high and low-symmetry systems [3.47–52] such as
bulk, low and high Miller index surfaces, and single-
element [3.53, 54] and bimetallic NPs [3.55]. These
studies have proved that it can accurately reveal the
vibrational properties, especially for low-symmetric
systems. Applications of the method have provided in-
sights into the effect of coordination and alloying on
vibrational and thermodynamical properties of such
low-symmetry systems [3.49].

3.4.3 Determination of Surface
Thermodynamics

Having calculated the vibrational density of states, as
described above, the task is to determine the surface
thermodynamical functions, which includes vibrational
entropy. Since the harmonic approximation of lattice
dynamics was invoked in the above section, in what
follows, the same approximation will be implicit. We
expect the results summarized here to be valid for low
temperatures. Molecular dynamics simulations for Cu
and Ag surfaces [3.37, 39, 40], using EAM potentials,
show the atomic mean-square displacements to vary
linearly with temperature even beyond half the melt-
ing temperature, implying the validity of the harmonic
approximation for that temperature range. Below, we
provide some details of the calculations of the local
and excess vibrational free energy for surfaces. The
main quantity of interest here is the vibrational con-
tribution to surface free energy. While details may be
found in [3.17], we include the main points here.

As discussed before, the free energy of a system
is given by the standard definition FD U�TS, where
U is the internal energy, S is the entropy, and T is
the temperature. Both U and S have contributions from
atomic configurations and vibrations, such that FD
FconfCFvib. That is, for each atomic configuration of
the system, there is a specific vibrational contribution,
which can be further written as Fvib D Uvib�TSvib. It is
this latter quantity that we calculate here for the surface
systems of interest for their relaxed atomic configu-
rations (of minimum energy) at 0K. In the harmonic

approximation, the vibrational free energy, the vibra-
tional internal energy, and the vibrational entropy are
given by

Fvib D kBT

1Z

0

N.�/ ln
h
2 sin h

� x
2

	i
d� ; (3.38)

Uvib D kBT

1Z

0

N.�/

�
1

2
xC x

ex � 1
�
d� ; (3.39)

Svib D kB

1Z

0

N.�/
h
� ln.1� e�x/C x

ex � 1

i
d� ;

(3.40)

where kB is the Boltzmann constant, T is the tempera-
ture, xD h�=.kBT/, and h is the Planck constant. The
vibrational density of states can, in turn, be written as
N.�/DPl nl.v/, where nl.v/ is the local density of
states of the region of interest, the layer, the step, the
kink, or any other locality.

To calculate the vibrational contribution to the free
energy of a surface (flat, stepped, kinked, . . . ) we con-
sider a slab of N atoms, arranged such that the top and
bottom surfaces consist of the Miller index planes. The
surface free energy, which is defined as the excess over
the values associated with the bulk system, is evaluated
using the expression

Fvib
SURF D

Fvib
SLAB�NFvib

BULK

2A
: (3.41)

In (3.41), Fvib
SLAB and Fvib

BULK are, respectively, the vibra-
tional free energy calculated for a finite slab represent-
ing the surface system and a single bulk atom, and A is
the surface area of the system. The factor 2 arises from
the fact that the system contains two free surfaces. In
the same vein, the step vibrational free energy is de-
fined as the excess energy over that for a low Miller
index surface of the same geometry as the terrace. The
vibrational contribution to the step free energy is then
calculated using [3.3]

Fvib
STEP D Fvib

S .	/� .p� 1C f /Fvib
S .1/ ; (3.42)

where Fvib
STEP is the vibrational step free energy, Fvib

S .	/
and Fvib

S .1/ are the vibrational surface energies of the
corresponding high and lowMiller index surfaces form-
ing the terraces of the vicinal surface, p is the number
of atomic chains on the terrace, and f is a geometrical
factor determined by the projection of the ledge on the
terrace. According to this definition f is 2=3 for .211/,
1=3 for .331/, and 1=2 for .511/.
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3.5 Results

In this section, we present examples of vibrational den-
sity of states for some prototype low and high Miller
index surfaces. For the former, we consider the .100/
surfaces of Pd, Pt, and Au, for which an extensive study
was carried out in [3.10] to compare the results obtained
from application of the EAM potentials with those from
DFT, while for the latter we focus on Ni.977/.

3.5.1 Local Vibrational Density of States

The layer-resolved vibrational density of states for the
first four layers of Pd.100/, Pt.100/, and Au.100/ are
presented in Fig. 3.7. We note from the figure that the
LDOS for the atoms in the first layer is remarkably dif-
ferent from that for the atoms in the second, third, and
fourth layers. It, thus, suffices to focus our analysis of
the LDOS only for atoms in the first layer. The reader
is reminded that the first-layer atoms on the fcc.100/
surface have coordination 8, since they have lost four
neighbors. As a result, there is a loosening of bonds
and a softening of the in-plane force constants in the
first layer. The softening of the force constants, in turn,
yields a shift towards lower frequencies that is reflected
in Fig. 3.7. Note that this red shift in the density of
states is a characteristic of all the five elements dis-
cussed in this chapter. This is not a global red shift of
the density of states, which would have had drastic con-
sequences for the stability of the surfaces. Rather, it is
depletion of the high-frequency band accompanying an
enhancement of the low-frequency band. We can also
conclude from Fig. 3.7 that these effects are marginal
for the second-layer atoms and are absent for the third
and fourth layers. Though not presented in Fig. 3.7, the
LDOS for Cu.100/ and Ag.100/ show the same trend
as the three surfaces shown therein.

Turning next to high Miller index surfaces, we
present the calculated local density of states for the
step and the terrace atoms of Ni.977/ and compare
them with those for the Ni.111/ surface atoms in
Fig. 3.8. We have chosen here Ni.977/, since this
surface displays a step localized vibrational mode at
a frequency [3.52] that is close to that of one that
was observed experimentally using the He-atom sur-
face scattering method [3.56, 57]. Note that the terrace
of Ni.977/ contains eight atoms, seven of which have
the same coordination (9) as that of the atoms in the
top layer of Ni.111/, and the eighth is at the step with
coordination 7. Because of the reasonably large terrace
width, the LDOS of the Ni.977/ terrace atoms is sim-
ilar to that of the atoms in the top layer of Ni.111/.
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Fig. 3.7a–c Layer-resolved vibrational densities of states
for (a) Pd.100/, (b) Pt.100/, and (c) Au.100/. (Reprinted
from [3.10], with permission from Elsevier)
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Fig. 3.8 Projected vibrational densities of states for
the Ni.977/ step, terrace, and Ni.111/ surface atoms.
(Reprinted from [3.52], with permission of AIP Publish-
ing)

This result suggests that in studies of phonons of vici-
nal surfaces with relatively large terraces, as in .977/, or
on realistic surfaces with nonregularly distributed steps,
it is feasible to use a local approach to determine the
phonons of the step and its surrounding atoms, while
resorting to standard techniques (diagonalizing a force
constant-based dynamical matrix for a slab with a large
number of layers) for calculating phonons of the close-
packed flat surface for the terrace. Another interesting
feature in Fig. 3.8 is that the low-frequency modes as-
sociated with the step atoms display a global shift to
lower frequencies, to the modes associated with the ter-
race (and Ni.111/ surface atoms), thereby pointing to
an extra softening of relevant force constants, in agree-
ment with suggestions ofNiu et al. [3.56, 57]. As shown
in Table 3.2, the force constants between the surface
atoms, calculated using EAM interaction potentials, un-
dergo both softening and stiffening.

Table 3.2 Force constant matrices (in eVÅ�2=unit mass) between the step atom and it neighbors on Ni.977/. (Adapted
from [3.17], © 2003 IOP Publishing)

Surface Bulk
Atoms x Y z x y Z
SC–SC x 0:0236 0:1489 0:0044 0:0816 0:0000 0:0058

y �0:1489 �2:6386 �0:2796 0:0000 �3:0568 0:0000
z 0:0044 0:2796 �0:0050 0:0058 0:0000 0:0805

SC–CC x �1:5876 0:0000 1:7094 �1:3359 0:0000 1:5649
y 0:0000 0:0966 0:0000 0:0000 0:0753 0:0000
z 2:0976 0:0000 �2:0658 1:5649 0:0000 �1:6342

SC–BNN x �0:0411 �0:3809 �0:6780 �0:0314 0:2890 �0:4983
y �0:3225 �0:7339 �1:5004 0:2890 �0:7026 1:3300
z �0:6080 �1:5720 �2:5342 �0:4983 1:3300 �2:1632

Surface Bulk
Atoms x Y z x y Z
SC–SC x 0:0236 0:1489 0:0044 0:0816 0:0000 0:0058

y �0:1489 �2:6386 �0:2796 0:0000 �3:0568 0:0000
z 0:0044 0:2796 �0:0050 0:0058 0:0000 0:0805

SC–CC x �1:5876 0:0000 1:7094 �1:3359 0:0000 1:5649
y 0:0000 0:0966 0:0000 0:0000 0:0753 0:0000
z 2:0976 0:0000 �2:0658 1:5649 0:0000 �1:6342

SC–BNN x �0:0411 �0:3809 �0:6780 �0:0314 0:2890 �0:4983
y �0:3225 �0:7339 �1:5004 0:2890 �0:7026 1:3300
z �0:6080 �1:5720 �2:5342 �0:4983 1:3300 �2:1632

Fig. 3.9 The displacement pattern of the step-localized vi-
brational mode on Ni.977/. (Adapted from [3.18], © IOP
Publishing. Reproduced with permission. All rights re-
served)

A detailed examination of the LDOS of
Ni.977/ [3.52] shows that the most prominent
low-frequency mode is at 3:3 THz with maximum
displacement along the x-direction. The displacement
vectors of the atoms contributing to this mode, found
from the imaginary part of the Green function, is
shown in Fig. 3.9. Note that this mode is quasi-one
dimensional: it involves only the concerted motion of
the SC and CC atoms in conjunction with that of the
TC atoms. The step atoms alternate with displacement
vectors .C1; 0;�0:67/ and .�1; 0;C0:67/, the corner
atoms with vectors .C0:27;0;�1/ and .�0:27;0;C1/,
and the TC atoms with vectors .0;C0:24; 0/ and
.0;�0:24;0/. Thus, the step and the corner atoms
move in the xz-plane, while the TC atoms move along
the y-direction to accommodate the propagation of
this mode along the direction parallel to the step. The
rest of the atoms are at rest. The wavelength of the
mode is 2� nearest-neighbor distance or 4:978Å,
and its wavevector qD .0:0; 1:262Å�1; 0:0/. This is
a superlocalized mode, since the motion is restricted to
the step atoms and their immediate neighbors on the
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Table 3.3 Observed (Exp.) and calculated (Th.) vibra-
tional modes on metal vicinal surfaces, in THz. (Adapted
from [3.17], © IOP Publishing)

Surface Methoda Modes
Cu.511/ Exp. HAS 1.51, 2.76, 3.24, 3.84
Cu.511/ Exp. EELS 3.41
Cu.511/ Th. EAM-LD 7.51, 7.80
Cu.511/ Th. EAM-RSGF 2.25
Cu.511/ Th. EAM-LD 1.1, 1.2, 1.6, 2.3, 2.8, 3.0,

3.25, 3.35, 6.4
Cu.211/ Exp. HAS 1.32, 1.82, 2.52, 2.62, 2.66,

3.36
Cu.211/ Exp. EELS 3.24, 8.16
Cu.211/ Th. EAM-LD 2.35, 6.22, 7.51, 7.80
Cu.211/ Th. EAM-RSGF 2.52
Cu.211/ Th. TB-LD 2.50, 2.78, 3.25, 3.59, 6.20
Cu.211/ Th. DFT-PW 2.76, 2.98, 5.93
Cu.211/ Th. EAM-LD 1.2, 1.6, 2.3, 2.5, 2.8, 2.9,

3.3, 4.0, 4.2, 5.7, 6.3, 6.8
Cu.331/ Th. EAM-RSGF 2.92, 5.26, 6.12
Cu.1 1 17/ Exp. EELS 2.69, 3.14, 6.72
Cu.1 1 17/ Th. EAM-LD 7.46, 7.92
Ni.977/ Exp. HAS 3.55, 3.60
Ni.977/ Th. EAM-RSGF 3.3, 3.9, 4.9, 9.1
Pt.775/ Exp. EELS 6.15

Surface Methoda Modes
Cu.511/ Exp. HAS 1.51, 2.76, 3.24, 3.84
Cu.511/ Exp. EELS 3.41
Cu.511/ Th. EAM-LD 7.51, 7.80
Cu.511/ Th. EAM-RSGF 2.25
Cu.511/ Th. EAM-LD 1.1, 1.2, 1.6, 2.3, 2.8, 3.0,

3.25, 3.35, 6.4
Cu.211/ Exp. HAS 1.32, 1.82, 2.52, 2.62, 2.66,

3.36
Cu.211/ Exp. EELS 3.24, 8.16
Cu.211/ Th. EAM-LD 2.35, 6.22, 7.51, 7.80
Cu.211/ Th. EAM-RSGF 2.52
Cu.211/ Th. TB-LD 2.50, 2.78, 3.25, 3.59, 6.20
Cu.211/ Th. DFT-PW 2.76, 2.98, 5.93
Cu.211/ Th. EAM-LD 1.2, 1.6, 2.3, 2.5, 2.8, 2.9,

3.3, 4.0, 4.2, 5.7, 6.3, 6.8
Cu.331/ Th. EAM-RSGF 2.92, 5.26, 6.12
Cu.1 1 17/ Exp. EELS 2.69, 3.14, 6.72
Cu.1 1 17/ Th. EAM-LD 7.46, 7.92
Ni.977/ Exp. HAS 3.55, 3.60
Ni.977/ Th. EAM-RSGF 3.3, 3.9, 4.9, 9.1
Pt.775/ Exp. EELS 6.15

a See [3.17] for references

surface. Modes such as the one displayed in Fig. 3.9
exist on a number of vicinal surfaces. Similarly, along
the y and z-directions there are noticeable peaks, at low
frequencies, at 3.9, and 4:9THz, respectively. There
is also a prominent high-frequency peak at 9:1THz,
close to the top of the bulk band. In Table 3.3, we
present a summary of the frequencies of the observed
modes and refer the reader to discussions in related
publications.

3.5.2 Surface Vibrational Free Energies

An important conclusion from the calculated LDOS
of the .100/ surfaces of Pd, Pt, and Au presented in
Fig. 3.7 is that we should expect deviations in surface
thermodynamics from the bulk values, and that this dif-
ference will be mainly for the top-layer atoms. This
inference (obtained using DFT) is in accord with what
was reported in earlier publications on the vibrational
dynamics and thermodynamics of vicinal and kinked
fcc metal surfaces using EAM potentials [3.6, 21]. The
quantities of interest here are the lattice heat capacity
(local and excess), the contribution of the vibrational
dynamics to the free energy (local and excess), and
the atomic mean-square displacements. As shown in
Figs. 3.10a, 3.11a and 3.12a, the local lattice heat ca-
pacity (CV ) of the first-layer atoms of Pd.100/, Pt.100/,

and Au.100/ differs from that of the other atoms in the
system, and that this difference is temperature depen-
dent. These deviations from the bulk values are better
described by the local excess from the bulk as illus-
trated in Figs. 3.10b, 3.11b, and 3.12b. Indeed, for Pd
and Pt.100/, the maximum deviation was found to be
3.4 and 2:8 J=.Kmol/, respectively, both occurring at
a temperature of 50K. However, the first-layer atoms of
Au.100/ behave differently; with a maximum deviation
of only 2:2 J=.Kmol/ occurring at a lower temperature
(30K).

Let us now turn our attention to the local and ex-
cess vibrational free energy. The results are presented
in Figs. 3.10, 3.11, and 3.12, for Pd, Pt, and Au(100),
respectively. Here again, only the first-layer atoms show
differences from the atoms in the other layers. As shown
in the figures, the local contributions to the vibrational
free energies for the layers beyond the second con-
verge to the corresponding bulk values. For the atoms
in the first layer, the local contribution to the vibrational
free energy decreases with temperature and reaches
�48, �64, and�79meV=atom for Pd, Pt, and Au(100),
respectively, at 300K. The excess vibrational free ener-
gies are significantly different for the first-layer atoms,
as can be seen in Figs. 3.10d, 3.11d, and 3.12d, with
the contribution amounting to 19, 17, and 14meV=atom
at 300K. Our DFT calculations for Cu and Ag(100)
show 15meV=atom, which is in good agreement with
the EAM results (about 18meV=atom for both surfaces
at 300K).

In the harmonic approximation, the mean-square
vibrational amplitude (MSVA) is expected to vary lin-
early with temperature. Note that at 0K, the MSVA
does not go to zero due to the zero-point motion. In
Figs. 3.10e, 3.11e, and 3.12e, we present our DFT re-
sults for theMSVA of Pd, Pt, and Au.100/, respectively.
The MSVA of the atoms in the third and fourth layers
are bulk-like (0:008, 0:0075, and 0:0130Å2 at 300K for
Pd, Pt, and Au(100), respectively). Though MSVA of
the second-layer atoms is close to the bulk values, that
corresponding to the first-layer atoms shows large de-
viations. The ratio between the first-layer and the bulk
MSVA is 2.06, 1.73, and 1.73 for Pd, Pt, and Au.100/,
respectively. This deviation is due to the decrease of co-
ordination at the surface as compared to the bulk. Note
that the ratio is the same for Pt and Au.100/ and the
highest for Pd.100/, reflecting the mass effect.

We now turn to a summary of the impact of fur-
ther undercoordination on the vibrational contribution
to the thermodynamic properties as presented by vici-
nal surfaces with a few specific examples. In Fig. 3.13,
we show the vibrational LDOS for the step (SC), ter-
race (TC), and corner (CC) atoms of Cu.511/, Cu.211/,
and Cu.331/. The shift towards low frequencies, in each



Surface Thermodynamics and Vibrational Entropy 3.5 Results 85
Part

A
|3.5

Layer 1
Layer 2
Layer 3
Layer 4

Layer 1
Layer 2
Layer 3

Layer 1
Layer 2
Layer 3
Layer 4

Layer 1
Layer 2
Layer 3
Layer 4

Layer 1
Layer 2
Layer 3

0 100 200 300 400 500

a) Local CV (J/(K mol))

T (K)
100 200 300 400 500

T (K)

100 200 300 400 500
T (K)

100 200 300
T (K)

100 200 300 400 500
T (K)

30

25

20

15

10

5

0
0

b) ∆CV (J/(K mol))
4

3

2

1

0

–1

0

c) Local Fvib (eV)
0.10

0.05

0

–0.05

–0.10

–0.15

–0.20
0

d) ∆Fvib (meV)
10

0

–10

–20

–30

–40

0

e) VMSA (Å2)
0.030

0.025

0.020

0.015

0.010

0.005

0

Fig. 3.10a–e The thermodynamic functions for Pd.100/: (a) lattice heat capacity; (b) excess lattice heat capacity;
(c) vibrational contribution to the free energy; (d) excess vibrational contribution to the free energy; (e) vibrational
mean-square amplitude. (Reprinted from [3.10], with permission from Elsevier)
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Fig. 3.11a–e The thermodynamic functions for Pt.100/: (a) lattice heat capacity; (b) excess lattice heat capacity;
(c) vibrational contribution to the free energy; (d) excess vibrational contribution to the free energy; (e) vibrational
mean-square amplitude. (Reprinted from [3.10], with permission from Elsevier)
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Fig. 3.12a–e The thermodynamic functions for Au.100/: (a) lattice heat capacity; (b) excess lattice heat capacity;
(c) vibrational contribution to the free energy; (d) excess vibrational contribution to the free energy; (e) vibrational
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case, reflects the lower coordination of these atoms.
There are some differences in LDOS between the sets of
atoms on the three surfaces. On Cu.331/, for example,
the corner atom is almost bulk-like, while the other two
atoms contribute more to the lower-frequency modes
than the atoms in the bulk. As noted in previous pub-
lications [3.3, 11], the LDOS of the .211/ and the .511/
surfaces are similar to each other and different from
those of the .331/. These similarities and differences
are related to trends in the multilayer relaxation patterns
on these surfaces, as discussed above. Furthermore, the
plots in Fig. 3.13 suggest complexity in the way the dif-
ferent surface localities differ from those of the atoms
in the bulk. We also find that the LDOS of the BNN
atoms (in the layer adjacent to the corner atoms) show
an enhancement in the high-frequency region over bulk
values [3.3]. This enhancement at the high-frequency
end is very prominent in the LDOS of the surface atoms
on Cu.532/, which has a regular array of kinks, as can
be seen in Fig. 3.14.

The effect of new features in the vibrational dy-
namics is reflected in the calculated local vibrational
free energy illustrated in Fig. 3.15 for the top layers of
.511/, .211/, and .331/. On Cu.511/ and Cu.211/, the
local contribution to vibrational entropy from atoms in
the three surface chains (SC, TC, CC) is distinct from
that of the atoms in the bulk. On Cu.331/, however,
layer 3, which corresponds to CC atoms on the terrace,
shows characteristics more akin to those of atoms in the
bulk than those on the surface. This interesting behav-
ior can, again, be traced to the effective coordination
number. As we know from Table 3.2, the coordina-
tion number for a CC atom of .511/ and .211/ is 10,
while that of a .331/ surface is 11, close to the value
12 for a bulk atom. In the equilibrium configuration ob-
tained after ionic relaxation of the model system [3.3,
11], while the CC atom of .211/ and .511/ moves up-
ward, away from the bulk, that of .331/ moves toward
the rest of the bulk, increasing its effective coordina-
tion number. Note that the difference in coordination
between the terrace atoms on .511/ and .211/ (8 and
9, respectively) is also displayed in the local free en-
ergies in Fig. 3.15. The terrace atoms on .511/ have
contributions closer to those of their step atoms, while
on .211/, they are closer to those of the corner atoms.
The reader is referred to [3.3] for details of the effects of
varying coordination and complex relaxation patterns
on the vibrational thermodynamic properties of the vic-
inal surfaces. We summarize the essential points below.

For convenience, we focus the discussion on lo-
cal thermodynamical quantities calculated at 300K.
Interestingly, the contributions of the step atoms (SC)
are about the same on all three vicinal surfaces. On
the Cu surfaces, it is almost 41meV=atom, while on
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Fig. 3.13a–c Projected vibrational densities of states of
the step (SC), terrace (TC), and corner (CC) atoms on
(a) Cu.511/, (b) Cu.211/, and (c) Cu.311/ compared to
that of a bulk atom. (Adapted from [3.17], © IOP Publish-
ing. Reproduced with permission. All rights reserved)
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Fig. 3.14 The projected vibrational density of states of
kink sites on Cu.532/. (Adapted from [3.17], © IOP Pub-
lishing. Reproduced with permission. All rights reserved)

the Ag surfaces, it is about 68meV=atom. Although
the percentage enhancement over the bulk value is
larger on Cu surfaces than on Ag, in each case, it
is in excess of about 19meV=atom over that in the
bulk. Turning to the contributions of the TC atoms,
we find a good correspondence with their respective
coordination number. On .511/, on which their coordi-
nation is 8, they contribute about 17meV=atom more
than the bulk atoms, similarly to the value for the
atoms on .100/ surface with the same coordination.
On .211/ and .331/, their contribution over the bulk
is about 13�11meV=atom, resembling that of the sur-
face atoms on .111/, which also have a coordination of
9. The largest difference in contribution for the atoms
on the three types of vicinal surface comes from the
corner atoms, which contribute only 2�3meV=atom
more than the atoms in the bulk on Cu.331/, while
on Cu.511/ and Cu.211/ the corresponding amount is
9meV=atom. This is, again, understandable from pre-
vious arguments based on atomic coordination. The
atoms in the other layers in the tables have similar con-
tributions to the bulk, and small variations can, again,
be linked to their ionic relaxation and nonbulk-like con-
tribution to the vibrational DOS. The above findings
regarding the differential, local vibrational free energy
contribution of atoms in undercoordinated sites show
that the vibrational free energy does not scale with
the coordination number in a simple manner, although
its dependence on atomic coordination is remarkable.
This is not surprising, as other factors also impact
the characteristics of the surface atoms. Ionic relax-
ations of the individual atoms and their bond lengths
with the surrounding atoms are also expected to play
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Fig. 3.15a–c The dependence of the local contribution on
the vibrational free energy Fvib of vicinal surfaces on
the local coordination for (a) Cu.511/, (b) Cu.211/, and
(c) Cu.331/. (Adapted from [3.17], © IOP Publishing. Re-
produced with permission. All rights reserved)
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Fig. 3.16a,b The dependence of the excess step free energy (vibrational part) on the surface geometry. (Adapted
from [3.17], © IOP Publishing. Reproduced with permission. All rights reserved)

a role in defining the local characteristics of a sur-
face. While atoms on low Miller index surfaces lose
symmetry in the direction perpendicular to the sur-
face, the atoms forming the terraces of vicinal surfaces
experience a lack of symmetry along the direction per-
pendicular to the step edge, in the terrace plane, in
addition to the direction normal to it. This, in turn, leads
to complex relaxation patterns and bond lengths for the
surface atoms, as shown in previous studies [3.11, 22],
resulting in distinctive characteristics of the local re-
gions on the surface. Note that in this chapter, relaxation
patterns of the surfaces considered are not presented, to
keep the focus on vibrational contributions. However,
there is a direct link between frequencies of surface
(and step) localized modes, the changes in force con-
stants from the values in the bulk, and the manner in
which atoms in undercoordinated sites relax to con-
figurations away from their bulk terminated positions.
The reader is encouraged to refer to previous studies
that summarize these interesting and complex relax-
ation patterns.

Using the local contributions to the vibrational en-
tropy we can calculate the surface and step excess free
energies, following the procedure discussed earlier; we
find the calculated surface excess vibrational free en-
ergies for Cu and Ag vicinals at 0, 100, and 300K to
be quite small. The calculation of the excess step free
energies, however, shows a remarkable effect of the vi-
brational component. The temperature variation of the
step vibrational free energy for the three surface ge-
ometries is plotted in Fig. 3.16. It is remarkable that
the excess vibrational contribution is almost nonexis-
tent for both Ag.511/ and Cu.511/. From 0 to 300K,
it shows a variation of only about 1meV=atom. On
the other hand, the contribution is remarkable for both
Ag.211/ and Cu.211/ and constitutes about 10% of
the total free energy [3.3, 58] in the case of Cu. The
case of the .331/ surfaces lies in between the other
two geometries. Since the step free energy is relevant
to the roughening temperature of a surface, we expect
vibrational contributions to play an important role, par-
ticularly for Cu.211/ and Ag.211/.

3.6 Summary

This chapter contains some details of the calcula-
tion of local vibrational contributions of surface atoms
to selected dynamical properties and thermodynamic
quantities. Already published results obtained by the
author and her coworkers (A. Kara, S. Durkanoglu,
M.Alcantara Ortigoza, and H.Yildirim) are used as
examples of the novel vibrational characteristics that
impact the thermodynamical properties of a set of low

and highMiller index surfaces of several transition met-
als. Calculations were performed using either ab-initio
electronic structure calculations or many-body interac-
tion potentials. Comparisons of results are made with
experimental data where available. Themain conclusion
to be drawn is that of the important role of the local co-
ordination and geometry in determining the structural,
dynamical, and, ultimately, thermodynamical proper-
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ties of these surface nanostructures. Of the large list
of vicinals of varying surface geometry, terrace width,
step-face orientation, and elemental metal summarized
here, the striking feature in the multilayer relaxation is
the large outward relaxation of the corner atom (actu-
ally, the least undercoordinated atom) coupled with the
inward relaxation of its neighboring surface atom. At
least for Cu, Pd, Al, and selected vicinals of Ni, Ag,
and Pt, the trends in the calculated multilayer relax-
ations point to this enhanced local effect at the step and
near the corner site, in accordance with principles of
charge smoothing. The reduced coordination of the sur-
face atoms leads to electronic densities of states that are
narrower and shifted towards the Fermi level. Further-
more, changes in the bond lengths of the surface atoms
from their neighbors are reflected in corresponding soft-
ening and stiffening of force constants with respect to
those in the bulk. As a result, localized modes appear on
stepped surfaces whose existence has been verified ex-
perimentally. Moreover, projected vibrational densities
of states of surface atoms show enhancements of modes

at the low-frequency end, as well as near (and some-
times above) the top of the bulk modes. The vibrational
entropies of these surfaces are thereby impacted on by
their local geometry and coordination. The local contri-
butions scale with coordination in a complex manner.
While the surface free energies of a set of vicinals of
Ag and Cu show very little sensitivity to the vibrational
contribution, the excess step free energy could have a vi-
brational contribution of about 25%.

In considerations of growth and surface stability, vi-
brational contributions cannot be ignored. Needless to
say, surface relaxations are an inherent component of
the novel features of vicinal surfaces and should not be
ignored in any serious examination of these surfaces.
Last but not least, the modifications in the structural,
dynamical, and subsequently thermodynamical, prop-
erties introduced by the presence of steps on surfaces
are local in nature, thereby allowing an extension of the
knowledge gained from systematic studies of stepped
surfaces to more complex environments such as those
on nanocrystals.
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Part B deals with surface crystallography. When the
solid—which ideally fills the entire space—is cut to cre-
ate a surface, translational invariance in the direction
perpendicular to the surface plane is lost. This gener-
ates unsaturated chemical bonds (also called dangling
bonds), affecting not only the structure but potentially
all properties of the material in the surface region—in
particular the vibrational spectrum, the electronic and
magnetic structure, and the chemical reactivity. Mini-
mization of the free energy of the system may then lead
to relaxation (i.e., a change in the distance between the
outermost atomic planes) and/or potentially extensive
and complex surface reconstruction (i.e., the rearrange-
ment of atoms in the surface plane). Possibly the most
famous reconstruction is the (7� 7) rearrangement of
Si(111), which involves three atomic planes and 49
surface unit cells. Interestingly, since the number of
dangling bonds (one per atom) is odd, the resulting sur-
face is metallic, albeit with a very low density of states
at the Fermi energy. Work to determine the atomic posi-
tions took decades and involved dozens of laboratories
worldwide. Determining the structures of other materi-
als can be as challenging (e.g., the many phases of SiC
surfaces). The presence of supported adsorbate layers,
ultrathin films, and two-dimensional (2-D) materials at
surfaces makes surface systems even more complex, but
they are important since they have properties that are
not present in 3-D systems. An example is provided by
Dirac fermions in graphene: their effective mass of zero
gives electrons an extremely high mobility that is not
attained in graphite.

Chapter 4 provides a brief but general introduction
to surface crystallography. Starting from an overview
of bulk crystallography, the chapter presents point
and space group symmetries in 2-D. The concept of
a reciprocal lattice is introduced and Bloch’s theorem
is formulated. The chapter also addresses low-energy
electron diffraction and Ewald sphere construction to
describe the scattering process. In its final part, stereo-
graphic projection is introduced and several examples
are given. The chapter also provides a useful compila-
tion of the different notations used in surface crystal-
lography.

Chapter 5 addresses the theoretical ab initio meth-
ods that are used to determine the surface structures of
semiconductors. Such methods have advanced tremen-
dously in recent years and now have the ability to make
reliable predictions, especially for low-dimensional
systems. The chapter first introduces the theoretical
framework and the most suitable protocols for solving
problems ranging from the microscopic characteriza-
tion of interfaces (mandatory when, for example, de-
signing contacts) to functionalization and sensing. The
chapter also covers recent developments in contacts

and heterojunctions, with an emphasis on ohmic versus
Schottky barriers, core–shell nanowires, and alternative
plasmonic systems. Finally, it explores the semiconduc-
tor/water interface and compares the characteristics of
this interface with those of a metal/water interface.

Chapter 6 first briefly reviews the structures of the
surfaces of a variety of oxides and then focuses on rock
salt oxides and perovskites. For ionic solids, surface re-
laxation involves the rumpling of anions and cations,
which undergo significant displacements. Rock salt ox-
ide surfaces are therefore particularly intriguing since
they form a series of compounds with identical struc-
tures in which only the cations change. Ternary oxides
are used for applications in which the exact surface
structure must be known. As an example, the sur-
face terminations and reconstructions of SrTiO3(100)
are discussed in detail, with special attention paid to
the roles of Sr stoichiometry and defects that make
it challenging to prepare a single-phase terminated
surface.

Chapter 7 is devoted to the crystallography of
metallic surfaces that are clean and covered with adsor-
bates. In the first part, details of the main experimental
techniques used to determine surface structures are pre-
sented (LEED, XPD, SXRD, and XSW) and critically
compared. Further analysis is presented to show that
these techniques allow the determination of atomic po-
sitions with an accuracy of up to 0.01Å. In the second
part of the chapter, common trends in the surface struc-
tures of metals are presented, and the chemisorption
characteristics of several inorganic and organic adsor-
bate layers are enumerated and compared.

Chapter 8 deals with the imaging, spectroscopy,
and manipulation performed in scanning tunneling mi-
croscopy. This technique is shown to provide not only
images of the surface at the subnanoscale, but also spec-
troscopic information on the local density of states.
A large part of the chapter is devoted to the use of the
tip to manipulate adatoms and admolecules, thus es-
tablishing a bridge to nanotechnology in a bottom-up
approach. Lateral manipulation as well as the use of
electric fields and the inelastic tunneling of electrons are
explored. Possible directions for future research include
single-molecule motors and ultraminiaturized circuits,
and the factors limiting such fascinating developments
are discussed in the final part of the chapter.

Chapter 9 presents an overall summary of the
synthesis and growth of 2-D materials of the ‘ene’ fam-
ily (graphene, silicene, germanene, stanene, hafnene)
on transition metal surfaces in a controlled ultrahigh-
vacuum environment. Calculations based on density
functional theory are provided to explain the observed
structures, in particular their Moiré patterns. Recent
progress in device building suggests that these materi-
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als will begin to be used in applications in the very near
future. Given their importance, some of these materials
will also be addressed in greater detail in the last section
of this Handbook.

Chapter 10 reviews the properties of ultrathin oxide
thin films. These systems were initially investigated to
simulate bulk oxide surfaces as they allow the applica-
tion of electron-based techniques, but they were soon
recognized to offer their own exotic phases and to ex-
hibit intriguing chemical and physical properties that
differ from those of the surfaces of the corresponding
bulk oxides, with the additional advantage of tunability.
These differences ultimately arise from their intrinsic

reduced dimensionality and, at the monolayer limit, the
influence of the substrate. The first part of the chap-
ter describes the structures of various films, including
those of MgO, CaO, silica, iron oxide, and other tran-
sition metal oxides. In the second part, the effects of
charge transfer and doping with impurities and adatoms
are discussed. In the final part of the chapter, practical
applications of thin oxide films are described, with par-
ticular attention paid to catalysis, since these films can
be used as active supports for metal nanoparticles (e.g.,
Pt deposited on FeO is used to catalyze CO oxidation)
or directly as catalysts themselves (e.g., the partial oxi-
dation of methanol on vanadium oxide).
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4. Crystallography of Surfaces

Stephen J. Jenkins

In no aspect is the two-dimensional nature of
the surface more readily apparent than in its
crystallography. Concepts familiar from the three-
dimensional crystallographyof bulkmaterials must
be modified to suit the surface subspace, with
important consequences for the symmetries and
structural forms that may occur. The lowering of
symmetry at the surface affords scope for relax-
ations and reconstructions that are not seen in
the parent material, and these phenomena can be
of crucial importance in dictating the physical and
chemical properties of the surface region. Here, we
shall review the basics of three-dimensional crys-
tallography (lattices, unit cells, reciprocal space,
etc.) and demonstrate how they carry over into the
two-dimensional realm of the surface. We shall
also focus upon consequences for point and space
symmetries, relating these to surface structural
features (e.g., steps, kinks, etc.) via a stereographic
representation developed to place vicinal surfaces
within a unified conceptual framework. Finally,
we introduce and comment upon standard nota-
tional schemes for referencing symmetry-breaking
reconstruction and/or adsorbate superstructure.
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4.1 Context

The application of crystallographic techniques to three-
dimensional materials has a long and illustrious history,
dating back at least to early experiments by pioneers
such as the Braggs in the first decades of the twentieth
century. Investigation of the two-dimensional crystal-
lography of surfaces followed somewhat later, but by
now is no less developed, albeit the practical diffi-
culties faced by its proponents unavoidably limits the

information that may be gleaned. Nevertheless, the
parallels between three- and two-dimensional crystal-
lography are sufficiently strong that both may usefully
be presented side-by-side, the former shedding light
upon the latter (or vice versa, depending upon one’s
viewpoint). Let us begin our discussion, therefore, by
defining some fundamental terms that are common to
both situations.

4.2 Bravais Lattices and Crystal Structure

We shall take as our definition of a crystalline material
one in possession of long-range spatial periodicity. That
is, a crystal must have a structure in which the same

local arrangement of atoms recurs repetitively across
large length scales. Within this definition, amorphous
materials are clearly excluded, since any short-range
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a1

a2

a'1a'2

Fig. 4.1 A two-dimensional Bravais lattice, generated by
the primitive lattice vectors a1 and a2. General lattice
points are small light-brown balls; the dark-gray ball repre-
sents the origin. Note that vectors a01 and a02, together with
a different origin, would define precisely the same lattice
equally well

structures that may recur throughout the material do not
do so according to a repetitive pattern. Furthermore,
quasicrystalline materials are also excluded, since the
recurrence of short-range structures in these cases,
whilst conforming to a well-defined pattern, is again not
truly periodic.

From a mathematical standpoint, perhaps the sim-
plest way to define a prototypical crystal is by speci-
fying a set of so-called primitive lattice vectors, which
we shall denote ai. In the three-dimensional case, this
allows us to write a general lattice vector as

RD ˛1a1C˛2a2C˛3a3 (4.1)

in which ˛1, ˛2 and ˛3 are integer coefficients (of either
sign). In two dimensions, the linear combination is, of
course, restricted to the form

RD ˛1a1C˛2a2 (4.2)

but the cases are otherwise analogous. Each lattice vec-
tor may be viewed as terminating at a well-defined lo-
cation in either three- or two-dimensional space, which
we shall describe as a lattice point, with the case corre-
sponding to ˛1 D ˛2.D ˛3/D 0 constituting the origin
of our system. Three-dimensional crystallography is, of
course, covered in far greater detail within many text-
books, for example the classic work of Ashcroft and
Mermin [4.1]; our intent in briefly summarizing it here
is merely to highlight the similarities between three-
and two-dimensional situations.

Fig. 4.2 A two-dimensional crystal generated by adding
a two-atom motif to the Bravais lattice depicted in Fig. 4.1.
The primitive unit cell corresponding to vectors a1 and a2
in that figure is shaded, and its tessellation indicated with
construction lines; an alternative, nonprimitive, unit cell of
higher symmetry is also shaded

Taking the complete (infinite) set of lattice points
obtained by essaying all possible combinations of ˛1,
˛2 and (if appropriate) ˛3, one obtains the mathemati-
cal entity known as a Bravais lattice (Fig. 4.1). Placing
a single atom (of some particular species) at each and
every lattice point will necessarily generate a crys-
talline material, whose structure conforms identically
to that of its parent Bravais lattice. Evidently, such
a structure exhibits long-range spatial periodicity by
construction, satisfying that definition of a crystal in-
troduced above. Note, however, that the same Bravais
lattice may be defined in terms of infinitely many sets
of primitive lattice vectors, each of which is equally
satisfactory. In contrast, as we shall shortly quantify,
the number of symmetrically distinct crystalline struc-
tures that may be described simply by placing an atom
at each lattice point within a Bravais lattice is rather
limited. For a start, no crystalline structure containing
more than a single element could be thus described, and
even many common single-element crystal structures
(diamond, for example) would remain out of reach.
Fortunately, of course, one may retain the long-range
periodicity whilst introducing considerable structural
flexibility by placing a well-defined atomic motif at
each lattice point (Fig. 4.2) rather than a single atom
(such motifs are sometimes described as the atomic
basis). In this manner, the number of symmetrically
distinct crystalline structures expands to encompass all
possible cases within our working definition.
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Conveniently, one may now consider the region
spanned by the primitive lattice vectors (an area in
the two-dimensional case, but a volume in the three-
dimensional case) to constitute the primitive unit cell
of the crystal. It contains precisely one lattice point,
and correspondingly just one repeat of the atomic mo-
tif; moreover, it tessellates (by translation through the
primitive lattice vectors) to fill space and reproduce the
entire crystal structure. On occasion, it may prove con-
venient to eschew the primitive unit cell in favor of
a larger cell of higher symmetry, which may be termed

(if it is frequently employed) the conventional unit cell.
There is much to be said for working with the highest-
symmetry unit cell possible for any given structure,
although the advantage of the primitive unit cell in con-
taining the fewest atoms is also compelling. Certainly,
when making use of a primitive unit cell, one should
prefer (out of the many possible choices) that which
exhibits maximum symmetry. Let us, therefore, pro-
ceed by considering the symmetry properties of atomic
systems in general, and of two- and three-dimensional
cases in particular.

4.3 Point and Space Group Symmetries

It is evident that two crystalline structures differing only
by a uniform scaling are only trivially distinct from
one another. Similarly, changing the elemental iden-
tity of atoms within a structure does not fundamentally
imply an entirely distinct structure, so long as spatial
arrangements remain generically the same. Diamond
and silicon, for example, may both be said to share
the same crystal structure, despite the obvious substi-
tution of carbon atoms for silicon, and the consequent
difference in lattice spacing. Gallium arsenide, on the
other hand, is generally held to adopt a distinctly dif-
ferent structure, because atoms of its two constituent
elements alternate (albeit their positions match those of
diamond and silicon, to within a trivial scaling). In order
to classify crystal structures, therefore, it will be desir-
able to focus only upon nontrivial differences, and it has
become standard to do so by prioritizing intrinsic sym-
metry properties over contingent details.

To be clear, we should first state what is meant by
a symmetry of the system. In essence, a symmetry oper-
ation may be considered to be any operation that, when
enacted upon an entity, leaves that entity indistinguish-
able from its original state. The simplest symmetry op-
eration is merely that of identity, which consists of do-
ing nothing whatsoever; clearly this must, by definition,
leave the entity unchanged. Other symmetry operations,
however, include reflection (across a plane), rotation
(around an axis) and inversion (through a point). The
planes, axes and/or points associated with these sym-
metry operations are known generically as symmetry
elements, which a particular entity may or may not pos-
sess. All such symmetry elements imply at least one
point that remains literally unmoved under the corre-
sponding symmetry operation, and collectively they are
known as the point symmetry elements and point sym-
metry operations.

For any entity, whether localized (e.g., an atom or
molecule) or extended (e.g., a solid or surface), it is

possible to collate the set of all point symmetry oper-
ations that it exhibits. This set is known as the point
group of that entity, and in the case of a localized entity
this fully describes the entirety of its spatial symme-
try. Point groups in localized cases are typically labeled
within either the Schönflies or the Hermann–Mauguin
convention. For reasons of brevity, we shall merely
summarize the main features of these two conventions
here; the reader is referred to standard texts on symme-
try for a more complete explanation.

In the Schönflies notation, point groups are assigned
labels comprising a capital letter and a subscript: the let-
ters C, S, D, T , O and I indicate symmetries of cyclic,
spiegel, dihedral, tetrahedral, octahedral and icosahe-
dral type, respectively. The cyclic symmetry groups
feature only an n-fold rotational axis. The term spiegel
is taken from the German, literally meaning mirror, but
here noting the existence of a so-called rotoreflection
axis—the symmetry element combining both rotation
and reflection. The dihedral symmetry groups contain
not only an n-fold rotational axis, but also n two-fold
axes at right angles to it. The tetrahedral, octahedral
and icosahedral symmetry groups are characterized by
the rotational axes pertaining to the corresponding pla-
tonic solids. In the Schönflies notation, subscripts may
be numeric and/or include the lowercase letters v , h
or d, indicating the nature of any special axes and/or
the orientation of any special planes. Thus, by way of
example, the water, methane and benzene molecules
display C2v , Td and D6h symmetries, respectively, each
symbol fully specifying the symmetry elements that are
present.

Turning to the Hermann–Mauguin notation, in con-
trast, the defining symmetries of the point group (i.e.,
those symmetries that collectively serve to distinguish
the point group from all other point groups) are sim-
ply listed, employing an italic letter m to indicate the
presence of a mirror plane and/or a number to indi-
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4mm (C4v)

4 (C4) 6 (C6)

3 (C3)m (C1h)2 (C2)

1 (C1)

mm2 (C2v) 3m (C3v)

6mm (C6v)
Fig. 4.3 The
ten point groups
compatible with
two-dimensional
translational peri-
odicity. Illustrative
shapes in each case
should be under-
stood as lacking
any symmetry
operations involv-
ing the dimension
perpendicular to the
page. Connections
between different
point groups in-
dicate when those
lower down the
page are subgroups
of those higher up
the page

cate the presence of a rotational axis (a number with an
overline indicates a rotoinversion axis, combining both
rotation and inversion). Thus, the point groups C2v ,
Td and D6h mentioned above are represented as mm2,
43m and 6/mmm, respectively; the way in which the
individual components of these symbols are combined
provides information about the geometric relationship
of the various symmetry elements, but the details of this
need not concern us unduly here.

In the case of extended systems, matters are a little
more complicated, since the possibility of translation
as a symmetry operation now arises; displacement of
a crystalline entity through any of the primitive lattice
vectors (and, by extension, through any integer linear
combination of them) results in a crystal indistinguish-
able from the original. There is no corresponding sym-
metry element (unless one considers the relevant lattice
vector to play this role) and the operation is certainly
not a point one.Moreover, the translation operation may
be combined with either reflection (yielding the opera-
tion known as glide) or rotation (giving rise to the screw

operation); the former is associated with the symmetry
element known as the glide plane, and the latter with
a so-called screw axis. The complete set of symmetry
operations displayed by such an extended system, in-
cluding pure translation, together with glide and screw
operations if present, is then known as the space group.

In light of the foregoing discussion, it is clear that
we need to take some care in describing the symme-
try of crystalline materials. We may, for instance, wish
to describe the point group of the lattice, or the point
group of the crystal; equally, onemay speak of the space
group of the lattice, as distinct from the space group of
the crystal. To make matters yet more complicated, we
must also recognize the existence of the so-called point
group of the space group, which is obtained from the
space group of the crystal by converting all glide opera-
tions to reflection operations and all screw operations to
rotation operations; it is this point group that determines
the symmetry of macroscopically observable crystalline
phenomena, including morphological, electronic, mag-
netic and optical properties. Note that the point group of
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p6m

p4m

cmm

pmm pmg pgg pm pg

p2 p1

cm

p4gp4

p3m1 p31m p3p6

Fig. 4.4 The 17
space groups
compatible with
two-dimensional
translational peri-
odicity. Illustrative
shapes in each case
should be under-
stood as repeating
ad infinitum within
the plane of the
page, whilst lacking
any symmetry op-
erations involving
the dimension per-
pendicular to that
plane

the space group is not generally synonymous with the
point group of the crystal, although it is quite common
for the latter term to be used when strictly the former
would be more accurate.

In three dimensions, it turns out that only 32 point
groups are compatible with translational periodicity,
and these are known as the crystallographic point
groups. The point group of a crystalline space group
must fall within this set, and accordingly there exist
only 230 possible space groups that may be adopted
by three-dimensional crystals. As for the parent Bra-
vais lattices, only 14 different types may be envisioned,
once categorized in terms of the their space groups, con-
sisting of four within the orthorhombic system, three
within the cubic system, two each within the tetrago-
nal and monoclinic systems, and one each within the
hexagonal, rhombohedral and triclinic systems. Note
that the seven lattice systems mentioned here differ
from the seven crystal systems or six crystal fami-
lies whose definitions are based on the space group
of the crystal rather than that of the lattice. Confus-

ingly, whilst the three different categorization schemes
conform to one another in most cases, the hexagonal
and rhombohedral lattice systems are conjoined to form
the hexagonal crystal family, and jumbled to form the
hexagonal and trigonal crystal systems.

Moving to two dimensions, matters are drastically
simplified. Now, only ten crystallographic point groups
are compatible with translational periodicity (Fig. 4.3)
giving rise to a total of only 17 distinct space groups
for two-dimensional crystals (Fig. 4.4). Moreover, only
five distinct Bravais lattice types exist, categorized ac-
cording to their space groups; two of these fall within
the rectangular two-dimensional lattice system, with
one each in the oblique, triangular and square two-
dimensional lattice systems; examples are shown in
Fig. 4.5. It follows from this discussion that the symme-
tries exhibited by surfaces are strictly limited, and the
two-dimensional lattices uponwhich their structures are
based even more so. The diversity of surface structure
(as opposed to the paucity of surface symmetry) derives
from the range of observedmotifs rather than of lattices.
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Square

Triangular (or hexagonal)

Rectangular

Rhombic (or centered rectangular)

Oblique

Fig. 4.5 Two-dimensional Bravais
lattices of square, triangular, rectan-
gular, rhombic and oblique symmetry.
In each case, the primitive unit cell
of maximum symmetry is shaded;
in the rhombic case, a conventional
(nonprimitive) rectangular unit cell is
also depicted, justifying the alternative
name of centered rectangular. Internal
angles for the square and rectangular
cells are, of course, right angles;
those for the cell in the triangular (or
hexagonal) case are 60ı and 120ı

Considering the surface to be a semi-infinite object, the
motif attached to each two-dimensional lattice point
consists of an infinite stack of atoms descending into
the bulk from the uppermost atomic layer. The nature

of both the two-dimensional lattice and the associ-
ated motif will depend upon both the three-dimensional
crystalline structure of the bulk material and the relative
orientation of the surface plane.

4.4 The Reciprocal Lattice and Its Implications

Whenever wavelike phenomena occur within crys-
talline materials, instances that are commensurate with
the periodicity of the parent Bravais lattice (i.e., repeat
precisely from one primitive unit cell to the next) take
on a special significance. Writing the general mathe-
matical form of a sinusoidal wave as

f .r/D Fei.k�r�!t/ (4.3)

with amplitude F, wavevector k and frequency !, the
property we seek may be captured in the constraint that

f .r/D f .rCR/ (4.4)

with R being any lattice vector of the crystal’s parent
Bravais lattice. Clearly this implies

eik�r D eik�.rCR/ (4.5)

from which we may infer that commensurate waves
are simply those for which k �RD 2 n, with integer n.
Given that there exist infinitely many lattice vectors, R,
it follows that there must be infinitely many wavevec-
tors satisfying this condition, collectively forming
a mathematical entity that we may describe as the recip-
rocal lattice (in recognition that the spacing of its points
scales inversely with the spacing of points within what
we shall henceforth call the real-space lattice).

Specifying general points within the reciprocal lat-
tice (i.e., reciprocal lattice points) by means of recipro-
cal lattice vectors, denoted G, we may write

GD ˇ1b1Cˇ2b2Cˇ3b3 (4.6)

in three dimensions, or

GD ˇ1b1Cˇ2b2 (4.7)
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in two, where ˇ1, ˇ2 and (if appropriate) ˇ3 are inte-
ger coefficients (of either sign) and the vectors bi are
primitive reciprocal lattice vectors.

Furthermore, given a set of primitive lattice vectors,
ai, for a particular three-dimensional crystal, the corre-
sponding set of primitive reciprocal lattice vectors, bi,
may readily be obtained as

b1 D 2 
a2 � a3

a1 � .a2 � a3/ (4.8)

b2 D 2 
a3 � a1

a2 � .a3 � a1/ (4.9)

b3 D 2 
a1 � a2

a3 � .a1 � a2/ (4.10)

in which a cyclic pattern is clearly discernible. That
this construction ensures conformity with the neces-
sary condition G �RD 2 n should be similarly evident,
from the fact that we have engineered a situation where
ai � bj D 2 ıij (with ıij the Kronecker delta).

The same convenient construction may be retained
in the two-dimensional case by the simple expedient of
supplementing the two real primitive lattice vectors, a1
and a2, with a third dummy primitive lattice vector of ar-
bitrary length pointing in the surface normal direction;
that is, we set a3 D ja3j On with On the surface normal unit
vector. We then obtain

b1 D 2 
a2 � On

a1 � .a2 � On/ (4.11)

b2 D 2 
On� a1

a1 � . On� a1/ (4.12)

b3 D 2  On
ja3j (4.13)

in which the third primitive reciprocal lattice vector
may itself be taken as a dummy vector. Alternatively, we
can think of our two-dimensional system as a pseudo-
three-dimensional system, by allowing the magnitude
of a3 to tend towards infinity, implying that the two-
dimensional reciprocal lattice points become pseudo-
three-dimensional reciprocal lattice rods (i.e., the two-
dimensional points are extruded in the surface-normal
direction).

Whether in two or three dimensions, the signif-
icance of the reciprocal lattice lies in its utility in
representing arbitrary sinusoidal waves, not only those
that happen to be commensurate with the parent Bravais
lattice. This role can, perhaps, be seen most clearly in
the description of electronic wavefunctions by means of
Bloch’s theorem. Here, we note that an electron within
a crystal may possess a wavefunction,  .r/, whose pe-
riodicity need not correspond to that of the crystal itself.

Nevertheless, this wavefunction may always be written
(following Bloch) in the form

 n;k.r/D eik�run;k.r/ (4.14)

where the function un;k.r/ (the Bloch function) does ex-
hibit identical periodicity to the crystalline structure.
The subscript k is introduced to keep track of which
Bloch function goes with which exponential function,
whereas the subscript n recognizes that, in general,
many different wavefunctions may be possible for each
value of k. Clearly, the implication is that electronic
wavefunctions in crystalline materials may be con-
ceived of as the product of a simple plane wave (of
wavevector k) with a commensurately periodic func-
tion (tied to that same wavevector k). Moreover, it turns
out that one may restrict the values of k to extend only
within that region of reciprocal space lying closer to the
origin than to any other reciprocal lattice point, without
loss of generality. In some sense, this region, known as
the Brillouin zone, may be viewed as fulfilling an equiv-
alent function to the primitive unit cell in real-space
lattices (Fig. 4.6).

A corollary of applying this (voluntary) restriction
is that one may think of the plane wave factor as con-
trolling the long-range behavior of the wavefunction
(repeating at length scales beyond that of the primitive
unit cell) whilst the Bloch function controls its short-
range behavior (showing structure within each primitive
unit cell, but simply repeating that structure from one to
the next).

One further consequence of Bloch’s theorem, which
will be of particular interest to us, is most readily seen
by defining Bloch functions associated with wavevec-
tors lying outside the Brillouin zone in terms of those
lying within it. There being no constraint upon their
functional form other than the requirement of lattice pe-
riodicity, we are free to do this in the following manner

un;kCG.r/D e�iG�run;k.r/ (4.15)

whereupon one finds

 n;kCG.r/D ei.kCG/�run;kCG.r/ (4.16)

D eik�run;k.r/D  n;k.r/ ; (4.17)

which is to say that the wavefunctions associated with
two wavevectors differing by a reciprocal lattice vector
are identical with one another, or equivalently that the
wavevector associated with a particular wavefunction is
well defined only to within the addition or subtraction
of an arbitrary reciprocal lattice vector. Identifying „k
with the linear momentum of a quantum particle, we
hence conclude that the electron’s crystal momentum
(i.e., the momentum associated with the plane wave fac-
tor in its Bloch form) is well defined only to within the



Part
B
|4.5

106 Part B Surface Crystallography

Square

Triangular (or hexagonal)
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Fig. 4.6 Two-dimensional reciprocal
lattices, with the origin marked
and the first Brillouin zone shaded
in each case; construction lines
are perpendicular bisectors of
reciprocal lattice vectors, included
to demonstrate that these regions lie
closer to the origin than to any other
reciprocal lattice point

addition or subtraction of a discrete (but essentially ar-
bitrary) offset, „G. In the context of electrons scattering
from a crystalline surface, we must therefore anticipate
that linear momentum within the plane of the surface

must be conserved only to within a similarly defined
offset, and it is this fact that accounts for the observed
diffraction patterns that typically result, as we shall
shortly see.

4.5 Low-Energy Electron Diffraction (LEED)

The ubiquity of x-ray diffraction in bulk crystallo-
graphic studies rests upon two important (and related)
factors: firstly, that the relatively weak interaction of
such short-wavelength light with matter ensures a pen-
etration depth sufficient that surface effects may largely
be ignored in the subsequent analysis; and secondly
that the same weak interaction allows that analysis to
be conducted on the assumption that each photon scat-
ters only once. In efforts to elucidate the structure and
symmetry of the surface, in contrast, it is natural to
turn for one’s probe to wavelike phenomena whose
strong interaction with matter restricts the penetration
depth to the selvedge region, even though this typically
implies that multiple scattering will complicate the pro-
cess of data analysis. One candidate for this role is
the helium atom, whose light mass is consistent with
a quantum wavelength comparable with the spacing of

atoms in solids. In view of the dominance of electron-
based techniques over helium scattering, however, we
shall eschew any further discussion of detail in this
chapter; from a mathematical perspective, the helium
scattering problem differs little from the brief treatment
of electron scattering offered below, despite obvious di-
vergence in terms of the practical experimental details.
Here, then, we shall focus upon the diffraction of low-
energy electrons, whose quantum wavelength is again
comparable with interatomic spacings in solids, and
whose penetration depth rarely exceeds a few nanome-
tres. An excellent dedicated textbook on this subject,
covering experimental details and methods of analysis,
is the work by Van Hove, Weinberg and Chan [4.2], so
for our present purposes we merely summarize the ba-
sic principles of the technique and its relationship with
the concept of the reciprocal lattice.
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Reciprocal lattice rods
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Diffracted wavevectors

Fig. 4.7 LEED geometry and the Ewald sphere construction; reciprocal lattice rods are oriented perpendicular to the
sample surface, and pass through reciprocal lattice points whose two-dimensional wavevectors differ from the surface-
parallel component of the incident wavevector by surface reciprocal lattice vectors

At the simplest level, a prototypical LEED exper-
iment involves the impingement of a monoenergetic
electron beam upon a crystalline surface, and the collec-
tion of scattered electrons by means of some position-
sensitive detector. In the vast majority of cases, this
detector comprises little more than a phosphor-coated
hemispherical screen that glows in response to the im-
pact of electrons. It is usual to interpose two or three
fine wire grids between the screen and the sample,
which is situated at the focal point of the screen; the
role of these grids, which are held at carefully chosen
potentials during the experiment, is first to screen out
any inelastically scattered electrons that may confuse
the interpretation of elastic scattering events, and then
to accelerate the remaining electrons towards the screen
in order to maximize the electron-induced glow and
hence the sensitivity. The diffraction pattern may then
be observed upon the screen, from either the same or
the opposite side as the sample (the latter option requir-
ing a transparent screen, of course). The incident beam
is generated by an electron gun, situated either between
the sample and the screen, or more usually on the far
side of the screen (the latter option requiring a small
hole to be present in the center of the screen). Although
normal incidence of electrons onto the sample is by no
means an absolute necessity, it is nevertheless the norm.

Considering the general case of nonnormal inci-
dence, we can predict the diffraction pattern due to
electron scattering by means of a simple geometric con-
struction known as the Ewald sphere (Fig. 4.7). We
start with a vector in reciprocal space, representing
the wavevector of the incident electron, and imagine
a sphere of radius equal to the magnitude of this vec-
tor and centered on the origin. Conservation of energy
implies that elastically scattered electrons must leave
the surface with wavevectors whose tips lie somewhere
on this sphere. Conservation of linear momentum, on
the other hand, implies that the surface-parallel compo-
nent of any outgoing wavevector must equal that of the
incoming wavevector, to within an offsetting reciprocal
lattice vector G. We can include this in the construc-
tion by adding reciprocal lattice rods, positioned so
that one rod passes through the tip of the incident
wavevector and the orientation is perpendicular to the
surface. Points where these rods intersect the sphere
become, therefore, the only points at which outgoing
wavevectors may terminate. The complete set of outgo-
ing wavevectors satisfying the demands of the Ewald
construction thus defines the pattern of outgoing elec-
tron beams constituting the diffraction pattern. In the
standard geometry, with the sample lying at the focal
point of a hemispherical screen and electrons imping-
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ing at normal incidence, the orthographic projection of
the bright spots in the pattern corresponds perfectly to
the reciprocal lattice of the sample. Varying the energy
of the incoming electron beam (by varying the accel-
erating voltage in the electron gun) causes a scaling of
the observed pattern, due to a change in the incident
wavevector, but no change in its qualitative features.
The intensity of different outgoing beams does change
with incoming beam energy, however, so that some
LEED spots may become imperceptible under certain
circumstances. Scanning the incoming beam energy is
advisable, therefore, to ensure that patterns are correctly

identified. Moreover, the intensity of individual LEED
spots may be plotted as a function of the accelerat-
ing voltage, yielding so-called I–V curves. In just the
same way that intensity variation with wavelength car-
ries detailed structural information in x-ray diffraction
experiments, here too the I–V curves carry similar de-
tail embedded in their peaks and troughs. Analysis of
LEED I–V curves is considerably more difficult than
the comparatively simple extraction of structural detail
by direct inversion of x-ray diffraction data, due to the
multiple scattering of electrons, but nevertheless a trial
and error approach works well.

4.6 Stereographic Representation of Surface Symmetry and Structure

Surfaces may be considered high-energy defects, rela-
tive to an idealized defect-free bulk material. Indeed,
we can assign a specific surface energy (i.e., excess en-
ergy per unit area of surface) to any exposed facet, and
one should expect the system as a whole to adopt a mor-
phology that minimizes the total surface energy (i.e., the
summed product of specific surface energies for differ-
ent facets with the corresponding surface areas of those
facets). To a first approximation, the specific surface en-
ergy may be expected to be roughly proportional to the
number of nearest-neighbor interatomic bonds that are
severed in creating the surface by cleavage of the bulk
material, and hence it is no surprise that the lowest spe-
cific surface energies are typically found for the most
close-packed structures. In crystals of face-centered cu-
bic structure (Fig. 4.8) the most stable surface facet is
of f111g type (coordination number of nine in the out-
ermost layer) while the second most stable is of f100g
type (coordination number of eight in the outermost
layer). In crystals of body-centered cubic structure, on
the other hand, the most stable surface is of f110g type
(coordination number of six in the outermost layer),
whereas this combination of Miller indices yields only
the third most stable surface of face-centered cubic ma-
terials (coordination number of seven in the outermost

a) b) c)

Fig. 4.8a–c Models of the (a) f111g, (b) f100g and (c) f110g surfaces of the face-centered cubic crystal structure

layer). It is worth bearing in mind that the bulk coor-
dination number in the body-centered cubic structure
is only eight, compared to 12 in the face-centered cu-
bic case. Notwithstanding this viewpoint, however, it is
certainly the case that real surfaces will themselves play
host to a variety of defects. The most stable (and hence
most prolific) defective structure on an otherwise close-
packed surface may most simply be described as a step,
separating two terraces of nondefective material. Next,
in order of stability, comes the kink, in which an oth-
erwise straight-edged step suffers a lateral dislocation.
Isolated adatoms and/or vacancies are also possible, of
course, but these are typically so much higher in en-
ergy that their existence may be ignored at first blush.
Accordingly, the TSK (terrace-step-kink) model of sur-
face structure (Fig. 4.9) is widely taken as the basis for
morphological discussions.

We should stress, at this point, that the occurrence
of steps and kinks on close-packed surfaces is essen-
tially random, depending in its precise detail upon the
(unknown and unknowable) microscopic history of our
sample’s preparation. Granted, a systematic miscut of
the sample may bias its surface towards a particular
type and/or frequency of steps and/or kinks, but other
preparational aspects (e.g., polishing, sputtering, etc.)
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Fig. 4.9 Schematic view of the
terrace-step-kink (TSK) model of
surface morphology

will typically ensure that considerable heterogeneity
and contingency characterizes their actual manifesta-
tion. Moving away from the close-packed surfaces,
however, increasing attention is now paid to surfaces cut
at some considerable angle from the low-index f111g,
f100g and f110g planes. These high-index (sometimes
described as vicinal) surfaces are distinguished in dis-
playing more-or-less regular arrays of steps and/or
kinks, presenting an opportunity to study what can be
rather important low-coordination sites in a controlled
manner. It is, therefore, to the classification of symme-
try and structure in high-index surfaces that we now
turn. Note the etymology of the word vicinal implies
a degree of proximity (vicar, vicarious, etc.) and indeed
the correct usage ought to describe certain high-index
surfaces as vicinal to f111g or vicinal to f100g and so
forth. That is, the term should indicate the low-index
surface to which the high-index surface most closely
approximates. Perhaps unfortunately, however, there is
a tendency in modern usage to employ the word vici-
nal without qualification, simply as a synonym for not
low-index.

4.6.1 The Surface Symmetry Stereogram

Let us begin with a focus on symmetry, taking the face-
centered and body-centered cubic crystal structures as
our case studies. Together, these two structures ac-
count for nearly all of the transition and coinage metals
commonly used in catalytic applications. The concepts
outlined here may readily be extended to other, more
complicated, crystal structures; for a full introduction to
the philosophy behind this approach, and an application
to the hexagonal close-packed crystal structure, see the
work by Jenkins and Pratt [4.3]. Our first task will be to
represent graphically those surfaces possessing mirror
symmetry, and we shall achieve this by means of ei-
ther a spherical or a stereographic representation. Here,
one must first imagine a vast single crystal in the shape
of a sphere, the significance of which is that a micro-
scopic examination of any sufficiently small region of
its surface would reveal atoms arranged in accordance
with a tiny patch of planar surface. Different points on
the sphere necessarily correspond to different surface
orientations, with eight points giving rise to patches
of f111g type, six yielding patches of f100g type, and

12 revealing patches of f110g type; elsewhere on the
sphere, one would find all possible high-index surface
orientations represented at well-defined locations.

In order to highlight surfaces possessing mirror
symmetry, it will prove helpful first to consider the
mirror symmetries of the parent bulk material. In both
face-centered and body-centered cubic crystals, mir-
ror planes exist in the orientations perpendicular to the
h100i and h110i crystallographic directions. Imagining
the complete set of these mirror planes converging at
the center of the sphere, one can confirm that all sur-
face orientations corresponding to points on the surface
of the sphere cut by one of these planes must necessar-
ily exhibit that particular mirror symmetry. Marking the
great circles of intersection between sphere and mirror
planes with lines (which we shall henceforth describe as
zones) one obtains the construction shown in Fig. 4.10a.
More commonly, this spherical representation is sub-
jected to a stereographic projection in order to render it
onto a flat plane, as in Fig. 4.10b. Here, we can state im-
mediately that any surface orientation corresponding to
a point on the sphere lying at the junction between four
of the marked zones must possess four distinct mirror
symmetries; only the surfaces of f100g type satisfy this
condition, and indeed they are the only surfaces of face-
or body-centered cubic crystals that support so many
mirror planes. Similarly, any surface orientation corre-
sponding to a point on the sphere lying at the junction
between three of the marked zones must possess three
distinct mirror symmetries, and this time it is the sur-
faces of f111g type that uniquely exhibit this property.
Likewise, the surfaces of f110g type are the only ones
that lie at the junction between two of the marked zones,
implying that they are the only examples that possess
precisely two mirror planes. The low-index surfaces we
have discussed above in the context of the TSK model,
without ever presenting a firm dividing line between
the epithets low and high, thus turn out to correspond
precisely to the subset of face- or body-centered cubic
surfaces possessing multiple mirror symmetries. On the
other hand, an infinite number of surfaces may be envi-
sioned that lie upon just a single marked zone, and all
of these possess just one mirror plane within their space
group.

Turning now to those surfaces whose orientations
correspond to a point on the sphere that does not co-
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(111)
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(110)
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D

Fig. 4.10a,b Representation of surface symmetry for face-centered and body-centered cubic materials, with highlighted
zones indicating surfaces displaying at least one mirror symmetry. In (a) these mirror zones are shown on the surface
of a notional single-crystalline sphere, while in (b) the same information is stereographically projected onto a two-
dimensional plane. Selected high-symmetry surfaces are indicated in each case, and two stereographic triangles in which
chiral surfaces (lying off the mirror zones) labeled D or L are marked

incide with any of the marked zones, it follows that
these must necessarily be devoid of any mirror symme-
try. In the absence of any possible inversion symmetry
(incompatible with all surface geometries) it further fol-
lows that all such surfaces are actually chiral—that is
to say, the mirror image of such a surface would not
be superimposable upon the original surface itself. The
consequences of such a state of affairs for asymmetric
synthesis, separation or sensing applications are, need-
less to say, potentially profound, and these surfaces
have drawn quite a bit of attention in this regard over
the last couple of decades.

Just as chiral molecules are typically labeled to dis-
tinguish their two nonsuperimposable mirror images
(or, more properly, their enantiomers) so too it has
proved useful to agree upon a convention for labeling
the two nonsuperimposable mirror images of a chiral
surface (which we shall call its enantiomorphs). Cer-
tainly the most popular scheme (proposed originally by
Attard [4.4]) is one based upon the Cahn–Ingold–Prelog
rules, whereby groups attached to a central carbon atom
within a chiral molecule are assigned (arbitrary, but
well-defined) priorities and the chiral label R or S is de-
termined by the sense of rotation in going from high to
low priority when viewed from a particular direction.
(The labels R and S derive from the Latin words rectus
and sinister, meaning right and left; there is, however,
nothing objectively right-handed about one structure
and left-handed about the other, even though they are
often colloquially described in these terms once their
labels have been assigned.) In the surface-modified

version, one first examines the surface structure and
identifies microfacets of f111g, f100g and f110g type in
the vicinity of a kink, assigning them priority in order
of their degree of close packing. If, when viewed from
above the surface and visited in this order, these micro-
facets are arranged in the clockwise sense, the surface is
labeled R, but if the arrangement is anticlockwise the la-
bel must be S. The method is simple, requiring nothing
more than a structural model of the surface for its ap-
plication, and has been adopted by most authors in this
field. It does, however, suffer from a serious drawback
when dealing with chiral surfaces that do not display
kinks and hence do not possess microfacets of all three
types. Fortunately, in the case of face-centered cubic
crystals, all chiral surfaces do possess kinks (as we shall
confirm in the next subsection) and so this problem does
not arise. For surfaces of body-centered cubic crystals,
however, the issue is very real and an alternative ap-
proach to labeling enantiomorphs is required.

Amongst the surfaces of face-centered cubic mate-
rials, the Attard convention may, in fact be simplified
thus: a surface whose Miller indices are all positive and
arranged in descending order of magnitude (e.g., the
(531) surface) will acquire the label S, as will any sur-
face whose Miller indices may be obtained from this
instance via cyclic permutation and/or change of sign
in any two indices. If the Miller indices are all positive
but arranged in ascending order of magnitude (e.g., the
(135) surface) or may be obtained from this instance by
cyclic permutation and/or change of sign in any two in-
dices, the appropriate label will be R. Finally, we note
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that noncyclic permutations, or a change of sign in any
one or all three indices will swap chirality labels be-
tween S and R.

One alternative approach (proposed by Pratt
et al. [4.5]) emerges directly from the stereographic
philosophy. Here, one first identifies the stereographic
triangle within which a particular surface orientation
lies, and then visits the vertices of this triangle in order
of increasing symmetry (i.e., f110g followed by f111g
followed by f100g); if, in so doing, the itinerary pro-
ceeds in a clockwise sense, one assigns the chirality
label D, but if it proceeds anticlockwise then L must
be the correct label. (The labels D and L once again
derive from Latin, but in this case the words dexter
and laevo are used as synonyms for right and left. In
molecular chemistry, the assignment of D and L as chi-
ral labels is made on the basis of similarities in structure
with the compound glyceraldehyde, for which labeling
is essentially arbitrary.) When applied to the surfaces
of face-centered cubic crystals, the equivalences R� D

and S� L hold true in all cases; for body-centered cubic
crystals, the same is true where both labeling systems
apply, but the D=L system continues to hold even when
the R=S system fails.

4.6.2 The Surface Structure Stereogram

Having rendered the mirror symmetries of crystalline
surfaces in stereographic form, it is an interesting and
illuminating exercise to perform the same trick with as-
pects of their structure. One might, in principle, achieve
this in various ways, but for the face- and body-centered
cubic systems discussed above, the most natural ap-

a) b)

(111)

(100)

(110)

Fig. 4.11a,b Representation of surface structure for (a) face-centered cubic and (b) body-centered cubic materials. The
highlighted zones indicate surfaces displaying close-packed atoms in at least one surface-parallel direction, described as
regularly stepped; intersections correspond to atomically flat surfaces, while off-zone surfaces are regularly kinked

proach is arguably to focus upon the crystallographic
directions within the bulk material that correspond with
atomic close-packing. In face-centered crystals, close
packing of atoms occurs only along the h110i axes,
whereas in body-centered crystals the same role is
played by the h111i axes. Highlighting, on a sphere or
stereogram, those surfaces for which one or other of
these axes lies parallel to the surface plane, one arrives
at the constructions shown in Fig. 4.11.

The significance of the newly marked zones in these
diagrams is that they tell us specifically about the dis-
position of steps and kinks on the surface. A surface
orientation corresponding to a point lying on precisely
one of these zones necessarily features one, and only
one, in-plane direction in which close-packed chains of
atoms can be found; this state of affairs may be most
reasonably described as indicating a regularly stepped
surface (as opposed to one that merely happens to pos-
sess a low concentration of randomly distributed steps).
Surface orientations corresponding to points that do not
lie on any of these zones do not feature close-packed
atomic chains at all, and are best described as regu-
larly kinked (as distinct from merely possessing a low
concentration of randomly distributed kinks). Finally,
surface orientations corresponding to points lying at
the junction of two or more of these zones necessar-
ily feature the appropriate number of distinct directions
within which close-packed chains of atoms are found,
and hence must be considered atomically flat (in the
sense of possessing neither regular steps nor regular
kinks). In the case of face-centered cubic crystals, flat
surfaces comprise those of f111g and f100g type, with
three or two distinct close-packed directions respec-
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tively, whereas in the case of body-centered crystals
only the surfaces of f110g type, with two distinct close-
packed directions, may be considered to be flat within
this scheme.

Importantly, the definitions of flat, stepped and
kinked surfaces described here do actually correspond
to physically measurable and significant features. In-
deed, strong support for the meaningfulness of these
categories is provided by a series of experiments
from the Gellman group, in which propylene oxide
and 3-methylcyclohexanone have been used as probe
molecules to gauge the strength of binding at different
surface sites on a variety of flat, stepped and kinked sur-
faces [4.6–12]. Results conform very closely to expec-
tations based on the model described here. Specifically,
it may be noted that the presently discussed definitions
relate especially closely to the coordination number
of atoms in the outermost layer, with consequences in
turn for surface energy and stability against roughen-
ing. In the case of face-centered cubic crystals, the flat
surfaces have the highest coordination number in the
outermost layer (nine for the f111g type and eight for
the f100g type), while the stepped surfaces all have the
same slightly lower coordination number (seven) and
the kinked surfaces all share the lowest coordination
number (six). Unsurprisingly, the specific surface ener-
gies of the kinked surfaces are always higher than those
of the stepped surfaces, which in turn are higher than
those of the flat surfaces. Moreover, one may also make
secure statements about the propensity for roughening
based upon the concept of creating an adatom/vacancy
pair by removing an atom from the outermost layer
and redepositing it elsewhere on an otherwise pristine
region of the surface. For the f111g surface, this pro-
cess would involve first breaking nine nearest-neighbor
bonds, and then making just three; the overall cost of
six bonds implies that adatom/vacancy pair creation is
enthalpically unfavorable, and that roughening would
only occur at sufficiently elevated temperature so that
entropic effects dominate. Similarly, for the f100g sur-
face the formation of a vacancy would require the
breaking of eight nearest-neighbor bonds, while the re-
deposition of an adatom would make only four; the
overall cost of four bonds, whilst less than in the pre-
vious case, would still prohibit roughening at moderate
temperatures. Turning to the stepped surfaces, however,
removal of an atom from the step itself involves the
breaking of only seven nearest-neighbor bonds, while
redeposition would involve making five, for an over-
all cost of just two bonds; accordingly, roughening of
stepped surfaces is expected to occur at lower tem-
perature than for otherwise similar flat surfaces, and
indeed this is generally found to be true. On kinked
surfaces, in contrast, the removal of an atom to form

a vacancy requires only six nearest-neighbor bonds to
be broken, while redeposition elsewhere to form an
adatom would create precisely the same number of new
bonds; as a consequence, there will be very little en-
thalpic cost involved in adatom/vacancy pair creation,
meaning that it can happen repeatedly at low temper-
ature, implying that kinked surfaces will always be
atomically rough. Very similar arguments apply to sur-
faces of body-centered cubic crystals, where the cost of
adatom/vacancy pair creation amounts to four nearest-
neighbor bonds on flat f110g surfaces, two such bonds
on stepped surfaces, and zero on kinked surfaces; once
again the flat surfaces are most stable against rough-
ening, the stepped surfaces slightly less so, and the
kinked surfaces not at all. It is worth mentioning, at
this juncture, that simplistic energetic arguments based
upon nearest-neighbour bonds work reasonably well for
close-packed metals (i.e., face-centered cubic or hexag-
onal close-packed) but rather less well for more open
structures (e.g., body-centered cubic). In large part, this
is because interactions between next-nearest neighbors
play a much larger role in the latter cases. Neverthe-
less, to a first approximation, conclusions drawn from
these arguments do serve to frame the results of more
detailed examination (e.g., through density functional
calculations), which tend to concur in their essentials
with the simpler picture.

4.6.3 Synthesis of Symmetry and Structure

Whilst the analysis presented above provides a frame-
work for discussion of flat, stepped and kinked surfaces,
it is possible to extend the idea based upon struc-
tural features of the parent bulk material other than
just close-packed chains of atoms. One might, for ex-
ample, seek out other extended motifs like zig-zag
chains of atoms, plotting the zones corresponding to
these onto stereograms to define additional families
of surface orientations. A roadmap summarizing the
structural connections between different surfaces, as re-
vealed by this kind of approach, has been presented
by Jenkins and Pratt [4.3] and the interested reader
is directed to that work. For the present purpose, we
shall focus on structure only at the most basic level.
Nevertheless, important observations may be made by
combining the spherical or stereographic representa-
tion of surface structure with that of surface symmetry.
The resulting constructions for face-centered and body-
centered cubic materials are presented in Fig. 4.12, with
permissible combinations of symmetry and structure
derived from these summarized in Fig. 4.13.

Considering first the representation for the face-
centered cubic structure, we see immediately that whilst
the zones indicating stepped surfaces all coincide with
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a) b)

(111)

(100) (100)

(110)

(110)
(111)

Fig. 4.12a,b Rep-
resentation of
surface symmetry
and structure for
(a) face-centered
cubic and (b) body-
centered cubic
materials, showing
mirror zones and
structural zones
together

zones indicating mirror symmetries, the reverse is not
the case. Not only, therefore, does the diagram con-
firm that only the flat surfaces (those of f111g and
f100g type) are of high symmetry (exhibiting three
or four mirror planes) but it also reveals that all
stepped surfaces of face-centered cubic structure neces-
sarily display mirror symmetry, although not all mirror-
symmetric surfaces are stepped. Specifically, we can
see that surfaces with precisely two Miller indices of
the same magnitude generally possess both a stepped
structure and a single mirror plane; the only exceptions
are surfaces of f110g type, which are the most highly
symmetric stepped surfaces, having two mirror planes.

fcc

Chiral

Flat Stepped Kinked

Structure Structure

Symmetry Symmetry

Reflexive

Doubly-
reflexive

Triply-
reflexive

Quadruply-
reflexive

bcc

Chiral

Flat Stepped Kinked

Reflexive

Doubly-
reflexive

Triply-
reflexive

Quadruply-
reflexive

Fig. 4.13 Permitted combinations of symmetry and structure categories for face-centered and body-centered cubic ma-
terials

At the same time, we can observe that all chiral surfaces
are kinked, though not all kinked surfaces are chiral.
That is, surfaces with three nonzero Miller indices of
inequivalent magnitude possess no mirror symmetry
and display no surface-parallel chains of close-packed
atoms; surfaces with a single zero Miller index, other
than the f110g surface, are also kinked in their struc-
ture, but do possess a single mirror plane. It follows,
from the the discussion of surface stability offered in the
preceding subsection, that the intrinsically chiral sur-
faces of face-centered cubic materials are necessarily
always going to be prone to significant surface rough-
ening. This propensity has indeed been observed in the
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a) b)

d)c)

Fig. 4.14a–d Examples of chiral surfaces. As with all chiral surfaces of face-centered cubic materials, those of f531g
type are kinked (a) fcc-f531g-L; (b) fcc-f531g-D. Materials taking the body-centered cubic crystal structure, in contrast,
have not only kinked chiral surfaces, but also stepped chiral surfaces, as illustrated here by the examples of f321g type:
(c) fcc-f321g-L; (d) fcc-f321g-D

case of Cuf531g [4.13] and is likely to be generally true,
although it seems also that some degree of ordering may
be imposed by the action of certain adsorbates.

In the body-centered cubic case, the picture is rad-
ically altered. Here, we immediately see that the zones
indicating stepped surfaces do not, in general, coincide
with those indicating mirror symmetries. Once again,
the only flat surfaces (those of f110g type) are con-
firmed to display relatively high symmetry (exhibiting
two mirror planes) but the very highest symmetry sur-
faces are, in fact, of the kinked variety (those of f100g
and f111g type, with four or three mirror planes re-
spectively). Surfaces having either twoMiller indices of
the same magnitude, or one zero Miller index, display
a single mirror plane and are generally also kinked; the
only exceptions are surfaces of f211g type, which are
merely stepped. Indeed, the f211g surfaces are the most

highly symmetric of the stepped surfaces for body-
centered cubic materials (occupying a similar role to
that of the f110g surfaces in the face-centered cubic
case) and all other stepped surfaces are found to be chi-
ral; these stepped surfaces may be identified from their
Miller indices by the fact that two of the index mag-
nitudes can be summed to give the magnitude of the
remaining index (Fig. 4.14). There are, of course, as
the spherical/stereographic representation also makes
clear, many chiral kinked surfaces in addition to the
stepped ones, but these will suffer a similar degree of
instability against roughening as is expected of their
face-centered cubic counterparts. The stepped chiral
surfaces, on the other hand, are anticipated to be sig-
nificantly more stable against roughening, and hence
eminently suitable for studies of asymmetric surface
phenomena.
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4.7 Notational Conventions for Surface Superstructure

Our discussion thus far has focused upon idealized
clean surfaces, whose structure is simply that of a bulk
crystal terminated on a two-dimensional plane. In re-
ality, of course, any such termination lowers the sym-
metry at the surface, implying unbalanced forces on
the selvedge atoms, and opens the possibility of sur-
face relaxation and potentially surface reconstruction.
Here, we define surface reconstruction as any change
in atomic positions resulting in a surface structure that
either (a) is of lower symmetry than the ideal bulk-
terminated surface, or (b) cannot be obtained through
a continuous deformation of the bulk-terminated sur-
face without passing through a lower-symmetry inter-
mediate state. The first situation may be described as
a real lowering of symmetry, and the second as a vir-
tual one. Any displacement of atoms that falls short of
this definition will be described as a surface relaxation.
In general, one or other of these phenomena must occur
at all surfaces, although in the absence of surface re-
construction the atomic displacements associated with
surface relaxation may range from significant to barely
perceptible. The change in symmetry involved in sur-
face reconstruction (whether real or virtual) may occur
within the point group of the surface, but equally may
be limited only to translational symmetry elements; ei-
ther way, it is convenient to define a notational standard
to specify how the periodicity of a reconstructed sur-
face relates to that of the ideal bulk-terminated surface.
Similarly, when surface adsorption occurs, the adsorbed
atoms and/or molecules may arrange themselves in an
orderly periodic fashion, and the same notational con-
vention will serve to keep track of this phenomenon
equally well.

4.7.1 Wood’s Notation

Since we aim to describe surface adsorption and sur-
face reconstruction by means of the same notation, we
shall refrain from drawing figures showing either type
of situation explicitly. Instead, we will simply indi-
cate, on a diagram of the ideal bulk-terminated surface,
a unit cell (usually primitive) corresponding to the re-
constructed and/or adsorbate-covered surface. We also
depict an appropriate primitive unit cell of the clean un-
reconstructed surface for reference. The essence of our
notational approach will be to define the former in terms
of the latter.

In what is known as Wood’s notation, the primi-
tive unit cell of the surface superstructure is indicated
by means of two multiplying factors to be applied to
the primitive lattice vectors spanning the ideal surface’s
primitive unit cell. Wood’s notation (m� n) is therefore

to be interpreted as referring to a unit cell spanned by
the vectors ma1 and na2 (where a1 and a2 are primitive
lattice vectors for the clean unreconstructed surface).
The primitive unit cell of the ideal surface is, in this
notation, simply the (1�1) cell, and the area of any gen-
eral unit cell is precisely mn times greater than this. In
certain cases, it may be necessary not only to scale the
(1� 1) cell in order to represent the superstructure, but
also to rotate it, in which circumstance the notation may
be augmented to read .m� n/R	 , where 	 is the neces-
sary rotation (anticlockwise) about the surface normal.
Examples are depicted in Fig. 4.15.

A special case arises where the primitive unit cell
of the surface superstructure cannot simply be repre-
sented as a scaled and rotated version of the .1�1/ cell,
but where the addition of an additional lattice point at
the center of each .m� n/ will suffice to achieve the
desired mapping. In such circumstances, the proper no-
tation takes the form c.m�n/, where the prefix indicates
a centered cell; on occasion, ordinary noncentered cells
may be written in the form p.m� n/, where the prefix
indicates primitive, but this is essentially redundant and
not a universal practice. Centered cells may, of course,
be rotated relative to the .1� 1/ cell, if necessary, and
again a postfixed R	 serves to indicate such an even-
tuality. An example of such a centered cell is again
provided in Fig. 4.15.

Alert readers will, by now, have spotted two critical
flaws in an otherwise convenient and concise notational
scheme: firstly, that there can certainly exist superstruc-
tures whose periodicity does not happen to conform to

a2

a1

(2 × 2) 

c(2 × 2) (1 × 1) 

( 7 ×  7) R19.1° 

Fig. 4.15 Examples of Wood’s notation at the f111g sur-
face of a face-centered cubic material, with the relevant
primitive lattice vectors (and corresponding primitive unit
cell) of the unreconstructed clean surface shown for refer-
ence
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a simple scaling and/or rotation of the ideal surface’s
primitive unit cell; and secondly, that the definition of
the ideal surface’s primitive unit cell is, in itself, not
well defined. The first problem may be addressed by
adopting the so-called matrix notation described in the
next subsection, but the second is fundamentally an
issue for both notational approaches. Unfortunately, al-
though some attempts have been made to standardize
the choice of primitive unit cells, none of these have
yet been universally adopted within the surface sci-
ence community. We shall discuss the matter further
below, but for the moment it is worth emphasizing that
neither notational scheme is adequate to describe the
periodicity of surface superstructures unless the choice
of primitive lattice vectors for the ideal surface is first
explicitly defined.

4.7.2 Matrix Notation

As alluded to above, one can readily conceive of sur-
face superstructures whose periodicity cannot be repre-
sented as a simple scaling and/or rotation of the ideal
surface’s lattice. In these cases, Wood’s notation proves
inadequate, and the more general matrix notation must
be adopted. Here, the primitive lattice vectors of the
superstructure, which we shall denote a01 and a02, are
written in terms of those defining the ideal surface
lattice, denoted a1 and a2, by means of a matrix mul-
tiplication. Thus,

�
a01
a02

�
D
�
m11 m12

m21 m22

��
a1
a2

�
(4.18)

a2

a1

(4, 2; 1, 3) (3, 0; 2, 4) 

Fig. 4.16 Examples of matrix notation at the f111g surface
of a face-centered cubic material, with the relevant primi-
tive lattice vectors (and corresponding primitive unit cell)
of the unreconstructed clean surface shown for reference

with integer matrix coefficients. The superstructure may
then conveniently be referred to by the in-line form
of the matrix, i.e., (m11, m12; m21, m22). Examples are
shown in Fig. 4.16.

Just as Wood’s notation provided a simple check on
the area of the superstructure’s primitive unit cell, rela-
tive to that of the unreconstructed clean surface, so the
determinant of the matrix (i.e., m11m22�m12m21) per-
forms the same function here, or rather its magnitude
does; the sign of the determinant indicates whether the
trio of vectors a01, a

0
2 and On form a coordinate system

whose handedness matches (positive) or opposes (neg-
ative) that adopted for the a1, a2 and On vectors.

4.8 On the Choice of the .1�1/ Cell

Since both notational schemes discussed above define
superstructure periodicity relative to that of the un-
reconstructed clean surface, it is clear that they each
become meaningless when there remains any doubt as
to how that reference periodicity is defined. Specifi-
cally, different choices for the primitive .1�1/ unit cell
of the unreconstructed clean surface will, in general,
yield different notations for the same superstructure
periodicity, and indeed different superstructure period-
icities for the same notation. Figure 4.17, for example,
shows three different potential choices for the .1� 1/
cell of a surface having a rectangular two-dimensional
Brillouin zone, each of which yields differently shaped
cells corresponding to .1�2/ periodicity in Wood’s no-
tation. Similar ambiguity also arises in matrix notation,
for precisely the same reason.

Unsurprisingly, surface scientists have adopted
a number of (largely unspoken) conventions when

choosing the .1� 1/ cell, in order that some degree
of agreement between different workers may gener-
ally be anticipated. In cases with square, triangular and
rectangular lattices, for example, such cells are almost
invariably chosen to reflect the maximum possible sym-
metry, as per Fig. 4.5 and the associated discussion.
Sadly the same cannot always be said of cases with
rhombic lattices, where symmetry is often ignored in
choosing the reference cell. For rectangular cells, the
standard choice is that a1 should be shorter than a2,
while for nonorthogonal cells (of the triangular, rhom-
bic or oblique lattices) the angle between a1 and a2
is chosen to be obtuse. Finally, the trio of vectors a1,
a2 and On is most often chosen to form a right-handed
set of axes. Widespread adherence to these conventions
eliminates much confusion, but it should be stressed
that it is certainly best practice to explicitly state the
choice of reference cell and the disposition of the
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a2

a2
a2 a1

a1
a1

(1 × 2)

(1 × 1)

Fig. 4.17 Illustrating the ambiguity of notation when dif-
ferent choices are made for the .1� 1/ unit cell, in the
case of a face-centered cubic f110g surface (only top-layer
atoms depicted, for clarity). Each of the superstructure
cells can be described as having (2�1) periodicity, relative
to the .1� 1/ cells shown beneath

associated primitive lattices vectors whenever any
doubt may arise.

It is worth mentioning, at this point, that these con-
ventions do break down somewhat when dealing with
chiral surfaces. Here, it is not always possible to sat-
isfy the requirements pertaining to the length of, and
angle between, the primitive lattice vectors, whilst also
retaining a right-handed coordinate system with the sur-
face normal vector. It seems to the present author that
adoption of a left-handed coordinate system for sur-
faces bearing the chirality label S (or L) would avoid
this problem, with a right-handed system used for those
bearing the chirality label R (or D) and as a default
for those surfaces that are achiral. This is not, how-
ever, standard practice. Nevertheless, it is true that
attempts have been made to promote standard conven-
tions to deal with these problematic cases and to resolve
any possible ambiguities that may remain. One pro-
posal, originating with Barlow and Raval [4.14], turned
out not to resolve fully all possible ambiguous situa-
tions, but a more recent scheme, proposed byMerz and
Ernst [4.15], does appear to be watertight; nonetheless,
neither proposal has garnered sufficient support to be
considered settled, and scope for proposal of alternative
conventions remains.
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5. Ab Initio Simulations of Semiconductor Surfaces
and Interfaces

Arrigo Calzolari, Giancarlo Cicero, Alessandra Catellani

Calculations of the electronic properties of solids
and surfaces span years of research activity and
have produced an enormous amount of publica-
tions over the last decades. However, only recently
have quantum simulations reached the degree
of accuracy to be predictable against experimen-
tal data, and this is particularly true for systems
with reduced periodicity, such as surfaces, in-
terfaces, and nanostructures. In this review, we
present a survey about the characterization of low-
dimensional semiconductor-based systems by ab
initio density functional methods and compare
them with the experimental data available.

Several computational issues afflict the de-
scription of the different systems; we will not enter
into the details of the theoretical approach and of
the very many refinements, which cover a broad
chapter by themselves. Rather, a discriminating
analysis of the single computational protocols to
describe and complement specific experimental
problems is presented. Prototypical examples that
can be considered as templates for the specific
problem, with particular emphasis on surface and
interface effects, will be addressed.
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5.1 Overview

The ability to manipulate semiconductor surfaces and
interfaces has gained significant attention in the past
few years, in particular to design novel routes for the
development of sensors and new materials, like smart
tissues for biophysics applications, but also nanostruc-
tures with tailored electronic and optical properties that
can be used for enhanced data control and communica-
tions or optical filters and intelligent (meta)materials.
Most efforts could be avoided if predictive tools in
the design were available. We are, thus, interested in
a predictive theory of solids. Although no single theory
exists that gives all observables for every material or is-
sue, a suitable combination of different approximations
and approaches allows us to characterize the electronic

properties of solids and related phenomena, such as sur-
face reconstruction, surface reactivity, chemisorption,
polarization, etc.

Here, we stick to simulations based on ab initio den-
sity functional theory (DFT) [5.1, 2] and we emphasize
the essential approximations and point out successes
and failures with the aid of selected prototypical exam-
ples. DFT is the most popular, robust, and successful
theory for the description of the ground-state proper-
ties of solids, including surfaces and nanostructures; it
provides a solid methodology that can be rather simply
implemented, with controlled accuracy, and the codes
can be usually sophisticatedly tuned and optimized for
the specific hardware parallel architecture, so as to de-
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scribe complex problems with hundreds of atoms and
thousands of electrons. Furthermore, implementations
of hybrid functionals [5.3] or Hubbard corrections [5.4–
6] allow us to study the effects of a strongly correlated
electron gas, which are difficult to describe in the pure,
in principle exact, DFT formulation, based on a nearly
homogeneous electron-gas treatment of the electron
density, without severe trade-offs in computational cost.

In this review, by capitalizing on our experience in
this field, we will show the capabilities of first princi-
ples approaches in studying complex physical effects
(e.g., reconstruction, molecular adsorption, chemical
and optical sensitization, wettability, mechanical re-
sponse, etc.) that take place at the surface and interfaces
of semiconductors. To this aim, we present a few se-
lected examples—taken from our own group’s results,
with no presumption of completeness—with an eye
to the final application. Besides the description of the
physical aspects of the single presented scientific cases,
we will focus on the main advantages and challenges
of ab initio techniques in treating such realistic systems
and how the simulated results can be compared with ex-
perimental data.

The work is organized as follows: In Sect. 5.2 we
briefly revise the main computational approach that is
generally adopted as the standard frame for these sorts
of simulations; Sections 5.3 and 5.4 are devoted to the
study of surface functionalization, with particular em-
phasis on the description of photovoltaic, bio, and gas
sensing applications; a route to engineering nanocan-
tilevers via a suitable control of the surface chemistry
of the substrate is provided. Section 5.5 is devoted to
the study of bulk interfaces between semiconductors,
or metals and semiconductors, such as those required
to obtain contacts; here we stick to a wide-gap metal
oxide, zinc oxide (ZnO), whose popularity is rapidly in-
creasing as its optoelectronic properties can be suitably
modified to find applications in a wide frequency range
of operation, from IR plasmonics (with metal doping)
up to UV devices. Water being ubiquitous, one may
wonder how the interaction with liquid or molecular
water can alter the surface properties, and how these
effects can be theoretically described; we conclude this
review by describing in Sect. 5.6 the water/surface in-
teraction in two specific cases: a semiconductor, namely
silicon carbide (SiC) and a metal (gold) substrate.

5.2 Theoretical Framework

This paper is devoted to the ab initio study of semicon-
ductor surfaces and interfaces.

In general, solid-state DFT codes take advantage of
periodic boundary conditions. The loss of translational
symmetry perpendicular to the surface/interface can be
accounted forwithin the supercell approach, i.e., by a pe-
riodic repetition of supercells along the surface perpen-
dicular direction. The supercell contains a sufficiently
thick slab of substrate layers and a thick vacuum spacer
that separates the material slabs in neighboring super-
cells to electronically decouple them from one another.
Indeed, although creating a surface generally involves
local changes that vanish within few layers, recovery
of bulk behavior in the inner part of the slab is manda-
tory, both from a numerical point of view, as a test, and
also to prevent interaction of surfaces across the slab it-
self. We describe this situation in Fig. 5.1, where we
schematize the oscillating behavior of dipoles in a polar
compound,ZnO: at least three bilayers (L1) are required
to damp oscillations and recover the bulk dipole value.
Similarly, a reconstructed surface, with reduced two-
dimensional (2-D) periodicity (Fig. 5.2), or impinging
molecules on the surface, impose the minimum value of
lateral cell size (L2, Fig. 5.1c). This means that the bulk
and vacuum depths are chosen as at least twice a spe-
cific decay length, which is characteristic of the property
to be analyzed. This length, in turn, defines the number

of layers to be included to regain bulk behavior (L1 in
Fig. 5.1) and/or the number of unit cell replicas in the
surface plane to have noninteracting adsorbates in the
surface plane (L2 in Fig. 5.1). In order to improve effi-
ciency and convergence, symmetric slabs are generally
preferred [5.7]. This is, however, not a strong require-
ment, and sometimes asymmetric slabs are considered,
with one surfacepossiblypassivatedbyhydrogen atoms.

Depending on the actual code, special k-points [5.9]
are eventually used for Brillouin zone summations. If
this is not possible, as in the case of ab-initio molec-
ular dynamics (AIMD) [5.10–12], where better per-
formances are obtained by sampling only the � point
of the supercell, a large enough number of atoms per
layer should be considered, in order to sample the sur-
face unit cell; in this latter case, typical calculations
are done with few (e.g., four) replicas of the num-
ber of atoms/layer necessary to describe the surface
reconstruction [5.13–15]. This is, thus, equivalent to
considering a set of some (accordingly ' 4 for the ex-
ample above) symmetry points sampling.

Although not an explicit requirement, in general
the interaction between electrons and ionic cores is
evaluated via pseudopotentials [5.16], which allow us
to use a reduced number of basis functions than that
which would be required to describe the rapidly os-
cillating atomic-like core wavefunctions. Generally,
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Fig. 5.1a–c Defining the optimal lengths for a supercell. (a,b) The size of the slab portion must be large enough to
reproduce bulk values: here the local dipole values at the surface and underlayer are remarkably different from the bulk
one and several (at least 3–4) bilayers are required to reproduce the bulk value and allow defining the polarization of
a ZnO surface [5.8]. (c) A sketch of the final supercell, namely the minimal unit that will be used. A different example
useful to define lengths in the surface plane is offered instead, e.g., in Fig. 5.2. (Adapted with permission from [5.8].
Copyright (2009) by the American Physical Society)

a plane wave expansion of the electronic wavefunc-
tions and charge density is implemented. Accurate
state-of-the-art calculations have also been performed,
however, with Gaussian basis sets [5.17]. Alternatively,
all-electron description are sometimes used [5.18];
in this case, however, the system size (i.e., number
of atoms) that can be numerically treated is much
smaller. Whenever possible, we adopt ultrasoft pseu-
dopotentials [5.19], which may contain computational
costs, further reducing the cutoff energy of plane
waves in the charge density and wavefunction ex-
pansion, without a severe compromise in the descrip-
tion of the electronic properties of the system. In
most cases, we describe the electronic structure at
the PBE-GGA (Perdew–Burke–Ernzerhof generalized
gradient approximation) [5.20] level of approximation
for the exchange and correlation functional, Vxc. This
parametrization was proved to be an accurate tool,
more suited to describe broken bonds and rehybridiza-
tion [5.21–23].

Being a ground-state theory, DFT will, in general,
fail in describing energy gaps, optical transitions, but
also weakly bonded or strongly correlated systems.
While band gap underestimation is usually recovered
by merely applying a scissor operator for simple sys-
tems, different approximations have been developed to
cure more complex problems (e.g., hybrid functionals,
GW , etc.). Various semiempirical schemes have been
implemented to include weak van der Waals forces,
dispersive interactions relevant in physisorption and
closed shell systems [5.26]; here, a few examples of
this sort of approximation are discussed to describe
the wettability of a gold surface [5.27] and the func-
tionalization of a SiC surface with benzene and por-
phyrin [5.28]. A different problem where DFT will
eventually fail is the description of strongly correlated
electron systems, where both delocalized s and p states
must be treated along with highly localized atomic-
like d/f states, such as in the cases presented here for
Zn compounds. Among the different schemes imple-
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Fig. 5.2a,b An example of different predicted surface reconstructions for the carbon-terminated (001) stoichiometric
surface of cubic SiC [5.14]. (a) Panels reproduce the atomic geometry of the two outermost layers: black (gray) dots
represent C (Si) atoms. The strong atomic rearrangement for each different reconstruction is evident and reveals the
reduced two-dimensional periodicity associated with the reconstruction, with respect to the original bulk face centered
cubic (fcc) plane. Below each panel, the corresponding predicted STM images [5.24] for filled and empty states are
reproduced (b), which allow us to recognize at a glance the original surface reconstruction. Note that different preparation
methods can lead to one or the other configuration, as well as different choices of the exchange-correlation functional
(Vxc) will stabilize a different reconstruction [5.14]. However, extremely clean experimental conditions and refined Vxc

will lead to the same optimal Bridge geometry, in agreement with [5.25]. Results are in agreement with a number
of experimental investigations on both C and Si-terminated surfaces ([5.14] and references therein). (Reprinted with
permission from [5.14]. Copyright (1996) by the American Physical Society)

mented, we choose to correct the DFT band structure in-
cluding a Coulomb repulsion term U as a Hubbard-like
correction, as described in [5.5, 29, 30]. This approach
is relatively simple to implement and computationally
cheap.

Upon relaxation of all the degrees of freedom,
namely all ionic and electronics coordinates, up to a de-
sired convergence level (on Hellman–Feynman forces
and total energy) a ground-state electronic and geomet-
rical structure is obtained. This rather simple protocol
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allows us to obtain the correct crystal structure as the
lowest energy configuration, bond lengths, bulk mod-
uli, and so on, are accurate within a few percent with
respect to experiments. This leads to information such
as:


 Surface reconstruction or relaxation
 Presence of surface states, as induced by broken/
wrong bonds at variance with the bulk ones
 Energetics, electronics, and structural properties of
different adsorbates in the case of surface function-
alization
 Schottky barriers and band offsets in the case of het-
erojunctions

More refined information that requires higher con-
vergence levels can lead to phonon dispersions, elastic
constants for the surface, and polarization decay, to
quote only few examples. This frame, as implemented
in the Quantum ESPRESSO package [5.31], is the stan-
dard along which we obtain our results, as described
below.

Some definitions that are generally used when deal-
ing with simulations of surfaces and interfaces will be
given in the sections where they are addressed.

5.2.1 Surface Relaxation and Reconstruction

Creating a surface by truncating a bulk is accompanied
by formation of highly energetic, charged, and unsta-
ble dangling bonds. In order to reduce the free energy,
atoms in the outermost layers will be subjected to re-
arrangements, which are more relevant the higher the
number of dangling bonds created per atom, the polar-
ity and directionality of the bond in the compound and
the surface direction. Metals and nonpolar surfaces of
semiconductors generally present a simple relaxation,
that is, a tiny rearrangement of surface layers, with
small adjustments in the coordinates perpendicular to
the surface plane, with no change in surface periodicity.
This is what occurs for the nonpolar surface of SiC and
ZnO, which will be subject of the following sections.
On the other hand, a cut along polar directions of direc-
tional bonds promotes large geometric rearrangements
and bond rehybridization possibly accompanied by the
presence of surface states in the pristine bulk band gap
of the material; this is the case for cubic and hexag-
onal SiC, as described below. An example of surface
reconstruction of cubic SiC to create a (001) surface is
presented in Fig. 5.2.

Among several possible choices to illustrate the
methodology described above and the role of sur-
face reconstruction, we choose as an example the first

principles simulation of cubic silicon carbide (ˇ-SiC)
growth [5.15, 32].

Silicon carbide (SiC) is a unique compound semi-
conductor, with appealing properties for high-power
electronics and biological sensors. The material appears
in nature in a number of tetrahedral polytypes [5.32–
35], thus the potential energy surface which determines
the relative stability of these different bulk phases has
several almost degenerate local minima; the largest dif-
ference of only fewmeV occurs between the zincblende
3C (ABC stacking sequence) and the wurtzite lattice
2H (AB stacking sequence), which is characterized by
a reduced symmetry compatible with a spontaneous po-
larization field that lowers the formation energy with
respect to the more symmetric zincblende phase [5.35,
36], optimizing the internal atomic coordinates in the
unit cell. The two crystal structures are identical up
to third neighbors. The polytypes, however, sensibly
differ in (opto)electronic properties, e.g., the electron
mobility of the 6H polytype is less than half the cubic
one [5.33]. Thus, particular attention must be paid to
convergence tests, k-point sampling, and the accuracy
of the pseudopotential and exchange correlation func-
tional adopted [5.7, 21, 32].

SiC Growth
In order to provide some basic understanding of ex-
perimental studies about homoepitaxy of SiC [5.37],
we proposed an ab initio simulation of the initial
stages of ˇ-SiC(111) growth which highlights the role
of surface reconstruction of the underlying SiC sub-
strate [5.38]. The SiC(111) surface presents a hexagonal
lattice, with C3v symmetry, and is thus fully compati-
ble with the surfaces of both zincblende and wurtzite
lattices, along the polar direction. Furthermore, exper-
imental results [5.39] revealed that a cubic phase is
grown by homoepitaxy on the Si-terminated .

p
3�p3/

SiC(0001) polar surface, despite the hexagonal topol-
ogy of the underlying substrate. If this were to be
confirmed by independent theoretical or experimental
analysis, it could be argued that a surface-controlled
growth procedure may affect the stacking sequence of
the grown material, favoring one polytype among all
the others when performing homoepitaxy of SiC. This
information would be relevant from the technological
point of view, since it would open the possibility to de-
termine the stacking of newly attached bilayers, and
thus the optoelectronic properties of the compound.
From the fundamental point of view it would also as-
sign a leading role to the surface properties, like order,
stoichiometry, energetics to control formation, and or-
der of adlayers. With this in mind, our simulation was
performed in a rather large simulation supercell, includ-
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Fig. 5.3a–d The role played by the
surface reconstruction. Here we utilize
our theoretical prediction to describe
the initial stages of a layer-by-layer
growth of SiC(111) and predict the
diffusion coefficient for C adatoms
on the silicon terminated SiC surface.
In the theoretical experiment, a C
adatom is positioned at the most
likely sites upon the Si�SiC.111/
surface, and then the whole system
is relaxed. The surface reconstruction
shapes a multilevel potential energy
surface that favors the occupation
of the correct sites (on top) for bulk
continuation, along with the formation
of strong C�Si bonds at the expenses
of weaker Si�Si bonds breaking,
which restores the local order and
layer stoichiometry. (Adapted with
permission from [5.15] Copyright
(2003) by the American Physical
Society)

ing four replicas of the atoms required to describe the
surface reconstruction, leading to a .2

p
3�2p3/ 2-D

periodicity; this means 12 atoms per layer, and 4 SiC
bilayers (Fig. 5.3). The large in-plane size was cho-
sen with two purposes: (i) At low coverages, it allows
for the study of isolated adatoms, avoiding the inter-
action of an adatom with its periodic replicas; (ii) it
provides a reasonable sampling of the .

p
3�p3/ sur-

faces, when the sole � point is included in the Brillouin
zone summations. Tests on the cutoff energy of the
plane-waves expansion, but also on different choices
of Vxc were considered [5.32]. First, a fine description
of the adsorption sites on the surface was obtained by
evaluating the potential energy surface (PES). Then,
a nudged elastic band method [5.40] was adopted to
compute energy barriers for adatom diffusion, which
were then employed in a kinetic Monte Carlo simula-
tion of the growth [5.38]. This allows us to follow the
adatom diffusion at realistic growth temperatures and
mesoscopic time scales.

Our results showed that the specific stoichiometry
of the surface outermost layer and its reconstruction
are responsible for the attainment of high-quality films,
when suitable growth conditions are selected; the re-
construction geometry is associated with a multivalley
PES that models the adatom kinetics and incorporation.
The surface reconstruction along with the most favor-
able adsorption sites for C adatoms, as result from the
simulation process, are depicted in Fig. 5.3.

We also identified a further important role played
by the surface reconstruction in reducing the adatom
mobility on the surface; Si adatoms in the substrate act
as nucleation centers for the newly deposited imping-
ing C atoms (Fig. 5.3). This may favor layer-by-layer
growth, as observed, e.g., for metallic surfaces. The
strong energy gain upon surface stabilization is respon-
sible for the reorganization of disordered atoms into the
ordered crystal structure. Our results provide some un-
derstanding of processes, such as atomic layer epitaxy,
that allow for surface superstructures to be stabilized
during growth and for the formation of defect-free lay-
ers in SiC homoepitaxy.

Hydrogen at SiC
Another relevant example where a proper description
of surface details is mandatory for comparison with
the experiment is the study of SiC surface metalliza-
tion induced by hydrogen adsorption under extremely
controlled and clean conditions [5.41, 42]. Recent stud-
ies performed both on the theoretical [5.42–45] and
the experimental [5.41, 42] side have surprisingly re-
vealed that adsorption of atomic H on one of the
possible reconstructions of cubic SiC surfaces (namely
the SiC(100)-(3�2)) actually promotes the appearance
of surface states (Fig. 5.4), in dramatic contrast with
the common experience that surface states are removed
(quenched) by chemisorbed atoms or molecules. These
H-induced dangling bonds result in a nanotunnel open-
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ing at the semiconductor subsurface that offer a promis-
ing template to capturing atoms or molecules promoting
novel nanofunctionalization approaches. Furthermore,
depending on H coverage and surface treatment, this

can lead to surface metallicity, an important result
for the nanofabrication of conducting channels. Such
nanotunnels have also been recently predicted for the
C-terminated 3C-SiC(001)-c(2�2) surface [5.46].

5.3 Surface/Molecule Interaction

Low-dimensional electronic systems have attracted
much interest, because of fundamental problems as well
as for technological reasons. Modifying the electronic
properties of a material by modifying its surface, either
chemically, via adsorption and functionalization reac-
tions, or via geometric patterning, is a possible route to
enhance its sensitivity and reactivity to environmental
agents. Depending on the specific field of applications,
ranging from plasmonics, to photovoltaics, catalysis
and (bio)sensors, experimental and theoretical studies
of different systems were presented, including self-
organized arrays of atomic metal chains [5.47, 48],
covalent binding of organic molecules [5.28, 30, 49,
50], and protein docking [5.51–53]. In the following,
we discuss some examples devoted to surface function-
alization for understanding the role of surface states
in charge transfer processes towards photovoltaic (PV)
applications in dye-sensitized solar cell (DSSC) de-
sign [5.30, 54, 55] and in biosensors [5.28, 56]. Similar
concepts, and the same computational frame, help to
shed light on other sensing mechanisms, which are de-
scribed in the subsequent specific sections.

5.3.1 Surface Functionalization

The adsorption of organic molecules on solid substrates
is a fundamental step in many important processes and
is also becoming an increasingly significant aspect of
surface modification in microelectronics and sensing
technology. A precise control of the electronic prop-
erties of the new system thus obtained could improve
versatility and widen applicability in (opto)electronics
and sensing [5.57, 58]. Computer simulations based on
a quantum-mechanical description of the interactions
between adsorbates and the substrate are a fundamental
tool to shed light on the intimate nature of the function-
alized system; in recent years, these have gained an in-
creasingly important impact on solid-state physics and
chemistry and on material science, promoting a deeper
understanding, and thus offering a relevant contribution
to material design for future technologies.

In particular, a refined description of the electronic
properties of the semiconductor substrate in the band
gap region, with respect to the distribution of the states

of the molecule, provides a rigorous instrument to tai-
lor the optoelectronic properties of the functionalized
hybrid system and select suitable ligands.

Catechol at Semiconductor Surfaces
Among the wide-gap semiconductors, oxides are ex-
periencing a renewed interest in different fields be-
cause of their stability, high quality, and low produc-
tion costs [5.30, 59]. ZnO in particular has a wide
range of applications, including optoelectronics, plas-
monics, nanowire lasers, gas and bio-sensing, cataly-
sis, advanced material for solar cells, and transparent
conductors (TC). Indeed, adsorption of molecular dyes
can tailor the optical response of the metal oxide, mak-
ing it photoactive in the visible range and thus useful
as photoanodes in dye-sensitized solar cells or contam-
inant detectors in photocatalytic sensors. The catechol
unit (1,2-dihydroxybenzene) has emerged as a very at-
tractive ligand for the functionalization of a wide range
of substrates by providing effective, stable, and versatile
surface modification, also in wet conditions [5.60]. In
particular, catechol is a prototype sensitizer andmolecu-
lar binder for solar cells. In this sense, catechol on a ZnO
surface can be considered as a paradigmatic example.

As both ZnO and catechol exhibit the fundamental
transition between edge states in the UV range, in or-
der to understand the sensitization process that enables
operation in the visible energy range for the hybrid
catechol=ZnO interface, as required for PV cells, the
study of the energy level alignment of the function-
alized system is mandatory. Indeed, upon adsorption
the establishment of molecular levels in the substrate
energy gap and the formation of a staggered type-II
interface are necessary (for a thorough description of
band offset and band alignment, see Fig. 5.11). Only
this specific band distribution allows for absorption
of visible light and separation of electrons and holes
across the interface and fast injecting photoelectrons
from dye to metal oxide. The formation of a type-I
interface, could, in principle, be possible, as it hap-
pens in the case of similar small molecules (e.g., water,
formic acidic) on metal oxide surfaces (e.g., TiO2, ZnO,
MgO) or organic molecules (e.g., benzene, styrene) on
Si surfaces. However, only favoring splitting and quick
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charge separation can lead to obtaining charge flow and
open-circuit conditions, as required for PV cells.

We have thus studied catechol adsorption on the
nonpolar (10N10) ZnO surface via ab initio DFT simu-
lations. As it happens for most compound semiconduc-

tors [5.59], the acknowledged description of the clean
ZnO surface presents ordered rows of buckled dimers
lying along the polar (0001) direction, with a net elec-
tron accumulation on the exposed oxygen atoms, and
no reconstruction but a mere relaxation of the outermost
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Fig. 5.5a,b Catechol at ZnO. (a) Side view of the relaxed atomic structure of catechol adsorbed on ZnO(10N10). (b) Por-
tion around the pristine ZnO bandgap of the total DOS (black line) and projected contributions on ZnO substrate (shaded
area) and catechol (blue line) for the molecule/surface interface. Inner panels show representative single-particle states,
at the DFT+U level. The zero of the energy scale is aligned to the top of the valence band (VBT) of the clean ZnO
surface. Here, CBM stands for the substrate conduction band minimum, and Hm (Lm) for the catechol highest occupied
(lowest unoccupied) molecular orbital. (Reprinted with permission from [5.30]. Copyright 2011 American Chemical
Society)

layers [5.30, 61, 62]. On the electronic side, surface re-
laxation introduces a surface state per dimer at the top
of the valence band (VB) in the 2-D band structure,
which reduces the gap to 2:9 eV. The bottom of the
conduction band (CB) instead maintains its sp bulk-
like behavior. It is here relevant to note that to obtain
this correct description, in particular of the system
band structure around the bandgap, the introduction of
specific corrections to Vxc are mandatory to cure the fic-
titiously large hybridization between Zn-3d and O-2p
states, induced by the incorrect treatment of correlated
d states within DFT. We here chose to use ad hoc Hub-
bard correction both on d orbitals of Zn (U D 12:0 eV)
and 2p orbitals of O (U D 6:5 eV) [5.63]. This strategy
recovers correct bandgap and energy position of d levels
(Sect. 5.2).

Our results show that catechol adsorbs on the non-
polar (10N10)ZnO surface, forming two chemical bonds
with the substrate through the hydroxyl terminations of
the molecule; namely we observe partial dissociation of
these terminations with formation of two Zn�O bonds
and two H bonds to the substrate (an H-donating and an
accepting one, see Fig. 5.5a). Bond formation induces
molecular states in the ZnO bandgap that efficiently
reduce the optical gap and allow for an ultrafast dye-to-
substrate electron injection (Fig. 5.5). We demonstrate
that the origin of this staggered band alignment is due
to the specific lone pair interaction between the oxygen
atoms along with the aromatic nature of the phenyl ring.
Furthermore, taking catechol as the reference structure,

we studied how it is possible to modify the interface
properties varying the band alignment by inserting dif-
ferent end groups or aromatic rings in the adsorbing
molecule [5.30].

This study led us to compare different semicon-
ductor substrates, namely SiC, GaN, InN, CdS, and
CdSe [5.59]. We selected wurtzite substrates presenting
different ionicities, reactivities, and band properties and
concentrated on flat periodic nonpolar (10N10) surfaces,
which are among the most frequently exposed faces in
hexagonal nanostructures [5.64]. We demonstrated how
the geometrical and electrostatic modifications in the
substrate surfaces affect the catechol adsorption and the
bonding path; surface effects, such as bond distortion,
surface stress and surface states in the bandgap, must
be fully taken into account, especially for the most re-
active substrates. In particular, for the case of SiC, and
only in this case in view of the peculiar indirect gap
and bond lengths, we observe a full deprotonation of the
impinging catechol, which dissociates when approach-
ing the SiC surface to form tight Si�O bonds with the
substrate, while the dissociated H atoms bind to the C
atoms of the broken SiC surface dimer, revealing charge
transfer and structural reorganization at the interface.

Biosensors: Porphyrin at SiC
A different application that we have considered in view
of possible routes for the design of biosensors is the
functionalization of SiC surfaces via deposition of aro-
matic fragments, up to a full porphyrin molecule [5.28].
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Fig. 5.6a–c Pyrrole on SiC(110) clean surface. (a) Side view of functionalized surface. (b) Simulated STM image of
filled states (Vtip D 0:5 eV); here the structural pattern is superimposed to help reading. (c) Total and projected density
of state. Zero energy is referred to the Fermi level. SS-v and SS-c are, respectively, occupied and empty surface states in
the energy gap. (Reprinted with permission from [5.28]. Copyright 2011 American Chemical Society)

The functionalization of SiC surfaces by means of spe-
cific organic molecules is strategic for the realization of
biosensors based on molecular recognition. However,
although they are extensively used, operating devices
that adopt macrocycles as functional groups are not
easily achievable, mainly because of a poor control
on chemical/physical processes occurring at the inter-
face between molecule and substrate. The porphyrin
macrocycle itself, beyond offering the interesting char-
acteristic coordination properties of the carbon rings,
does not allow for the formation of strong chemical
bonds but rather leads to �–� interaction.

Also in this case we studied a nonpolar surface,
namely SiC(110) of the cubic polytype. Again, as de-
scribed before (Sect. 5.2) this can also be representative
of hexagonal nonpolar surfaces, since the two crystal
structures are equivalent up to third neighbors. More-
over, ˇ-SiC is expected to present better electronic
properties than the most common and stable hexag-
onal phases [5.33]; it is expected to present better
biocompatibility [5.56] and it is fully compatible with
Si technology. As discussed above, the surface sim-
ply relaxes, with Si moving inward, which gives rise
to modest (' 9ı) buckling; correspondingly, the elec-
tronic distribution presents one dangling bond per Si
and C atoms, respectively [5.7, 17]. The surface can be
easily hydroxylated via dissociative adsorption of water
molecules, with H atoms bonding to C and�OH groups
to Si atoms [5.65].

We demonstrated that among the various fragments
considered, only pyrrole can form covalent bonds to
the clean ˇ-SiC substrate, with strong modifications of
its electronic properties around the Fermi level. This is
illustrated in Fig. 5.6, where we report the structural de-
tails of the functionalized surface (Fig. 5.6a), along with
the corresponding density of states in the bandgap re-
gion that presents several charge transfer states induced
by molecular dissociation and bonding to the surface
(Fig. 5.6c). A simulated STM image for the filled state
is also reproduced [5.13, 24].

Benzene, fluorinated-benzene and the full porphyrin
do not chemically bind to SiC, even including London
corrections [5.26] in the exchange correlation potential
to account for van der Waals interactions. Furthermore,
a comparative study of absorption on the hydroxylated
SiC surface reveals minor modifications to the present
picture, in view of the increased inertness of the surface
that impedes bond formation. Similarly, first principles
molecular dynamics at finite temperature reveals that
the impinging molecules float over the surface, without
drastic inter-unit bending distortions that would allow
to expose reactive units to the substrate and favor bond-
ing. Our results thus rule out the possibility of forming
stable hybrids obtained via porphyrin adsorption on the
clean SiC(110), as observed for other wide-gap mate-
rials such as TiO2 [5.66]. Modification of the surface
may, however, take advantage of grafting through pyr-
role groups, as linker for further functionalization.
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5.4 DFT for Sensing

A deep understanding of the sensing mechanism is of-
ten required to improve the sensor efficiency in terms
of sensitivity and selectivity and to further engineer the
sensing element for tailored applications. Surfaces of
materials are often involved in the sensing mechanism,
although the actual role played by the surfaces is not
always known in detail. DFT studies have been em-
ployed to unravel the role of surfaces in determining
the sensing mechanism of different types of sensors. In
the following, we will comment on two theoretical key
studies based on DFT calculations that were recently
reported in the literature. The first study is related to
understanding the effect of surface functionalization on
the mechanical properties of vibrating cantilevers, of-
ten employed as mechanical sensors. The second study
regards the study of the mechanism leading to gas sens-
ing in ZnO nanostructures and, in particular, focuses on
understanding the origin of the changes in the electrical
properties of the nanostructures upon interaction with
gases.

5.4.1 Mechanical Properties
of Functionalized Silicon Surfaces

Introduction to Cantilever-Based Detection
Mechanism

The ability to realize micro and nanoelectronics with
controlled dimensions and tailored surface chemistry
has opened up the opportunity to create hybrid de-
vices exploiting the properties and features of both
organic and inorganic materials. One of the most
promising approaches consists of combining organic
materials with more conventional semiconductors, like
silicon, with the aim of engineering semiconductor sur-
faces to induce specific properties useful for a given
sensing application. In particular, in the last decades,
microcantilever-based sensors have gained large atten-
tion since they can be employed to detect specific

σ0

ω1

ω1

ω0

σ1
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Fig. 5.7a,b Cantilever sensor operation in the static deflection mode (a) and in the dynamic resonant frequency mode (b)

molecules with a very high sensitivity. When the sur-
face of a beam comes into contact with an analyte, it
responds with a mechanical transduction signal directly
related to the concentration of the molecule in the en-
vironment. The mechanism on which these kinds of
sensors are based is the following: upon interaction of
the analyte with the surface of the cantilever that has
been chemically modified, the surface stress varies and,
as a consequence, the cantilever bends; correspond-
ingly, the resonance frequency of the beam changes.
The amount of bending (static detection mode) and
the change in resonance frequency (dynamical detec-
tion mode) following molecule/surface interaction can
be measured with high accuracy and can be related to
the amount of the adsorbed species (Fig. 5.7).

Although many cantilever sensors exploit adsorp-
tion induced bending, the transduction detection based
on resonance frequency shifts can potentially provide
ultimate sensitivity for unravelling the presence of a sin-
gle molecule on the cantilever surface [5.67]. The
resonance frequency of a beam depends on the effective
spring constant, K, and on the effective mass,m�, of the
cantilever as follows: f D 1=.2 /

p
K=m�. Upon attach-

ment of an analyte to the cantilever surface the observed
frequency shift, �f , depends both on change of the ad-
sorbed mass (variation of m�) and on variations of the
surface elastic constants (variation of K). As such, per-
forming an accurate quantitative analysis of the analyte
concentration would require knowledge of the amount
of the shift which can be ascribed to the change in m�
and which to the change in K. Unfortunately, this es-
timate is not easily achieved and, during experimental
analysis, the frequency shift is usually fully ascribed
to absorbed mass leading to an overestimation of the
detected amount of analyte. Ab initio atomistic simula-
tions provide a powerful predictive tool to access these
quantities as detailed in the following.
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Calculations of Surface Strain and Surface
Elastic Constants

Both surface stress and surface elastic constants can
be calculated with high accuracy by employing first
principles simulations. For a given material surface,
simulated with a finite slab of atomic layers, surface
stresses, � surf

i , can be estimated by computing the stress
tensor of the simulation supercell, �bulk

i . This is done,
within ab initio calculations by applying the Nielson–
Martin stress theorem [5.68], according to which the
stress can be expressed as a functional of the ground-
state density. In particular, the above-mentioned two
quantities are linked through the equation

� surf
i D 1

2
�bulk
i c ; (5.1)

where c is the length of the supercell along the sur-
face normal, and the coefficient 1=2 takes into account
the presence of two equivalent surfaces in a slab cal-
culation. As pointed out in [5.69], the stress values
estimated at a given plane waves’ energy cutoff have to
be corrected because of a fictitious stress contribution
arising from the use of a finite basis set.

The surface elastic constants of a given material
can, instead, be calculated by exploiting the relation-
ship between the second-order derivative of the energy
of the system (ETot) and the strain, �i, imposed on the
slab

@2ETot

@�i@�j

ˇ̌
ˇ̌
�D0
D V0Dij : (5.2)

In this equation, Dij represents the plate (slab) elas-
tic response when an axial strain is applied along one of
the surface primitive cell directions, while V0 is the slab
equilibrium volume. The elastic response is usually di-
vided in two contributions [5.70]: one arises from the
inner atomic layers and is related to the bulk-like re-
sponse of the system, and the other is associated to the
two identical surfaces corresponding to the outer atomic
layers. Within this approach, (5.2) can be rewritten as

V0Dij D 2A0SijCV0C
0
ij ; (5.3)

where the above-mentioned contributions are explicitly
represented by the surface elastic constants, Sij, and the
bulk elastic constants C0ij; A0 is the equilibrium surface
area. The bulk term also takes into account that, once
strained along a surface direction, a material plate is
free to contract in the direction perpendicular to the
surface. We recall that, if Sii (with iD j) yields posi-
tive values, the surface layer is mechanically stiffer than
the inner bulk layers, while negative values would indi-
cate that surface bond breaking gives rise to local bond

weakening and, correspondingly, to softer surfaces. On
the other hand, negative Sij (with i¤ j) values corre-
spond to a softening of the surface and imply that the
surface stress in the i direction has an opposite behavior
with respect to the j surface stress component, similarly
to a negative Poisson’s ratio in the case of a bulk system;
positive Sij can be thought as the equivalent of a positive
Poisson’s ratio in a bulk material.

Mechanical Properties of Propyl-Urea
Functionalized Silicon Surfaces

The method described above has been employed to
predict the mechanical properties on Si(111) surface
functionalized with propyl-urea molecules [5.71]. Such
molecules have been chosen because they are able to
form intermolecular hydrogen bonds and thus give rise
to stiffer and more stable self-assembled monolayers
(SAM). This feature would not only render a device
more durable in time but would also increase the per-
formance of a sensor. Indeed, in micro and nanome-
chanical resonators with surfaces functionalizated able
to respond to specific chemical stimuli, larger values of
the surface elastic constant imply larger resonance fre-
quencies and, thus, larger sensitivity [5.72]. Moreover,
the study of a propyl-urea SAM was proposed as a test
case to tailor surface properties by changing the lateral
intermolecular interactions.

The structure of the propyl-urea SAM on the
Si(111) was predicted by employing DFT calculations
by taking into account the ability of propyl-urea to form
periodic H-bonded chains and considering the period-
icity of the silicon(111) surface [5.73]. Several SAM
configurations were initially built trying to maximize
the intermolecular H-bond interaction by at the same
time keeping the periodicity constraints imposed by the
surface binding sites. It was found that propyl-urea can
form stable SAM at the Si surface at a maximum cov-
erage of half of a monolayer. Larger coverage would
give rise to endothermic hydrosilation reaction. Indeed,
at high coverages, the molecules in the SAM would be
too densely packed and would repel each other, yielding
positive formation and cohesive (about 1 eV) energies.
The most favorable Si(111)/propyl-urea structure is rep-
resented in Fig. 5.8. In this configuration, H-bonded
molecular chains form at the surface, as indicated by
the dashed lines. The H bonds are optimized along
the molecular chains and, consequently, the molecules
are folded with respect to the axis perpendicular to
the surface. In particular, each propyl-urea molecule
forms two kinds of H bonds (2.06 and 2:22Å long)
responsible for a quite large SAM cohesive energy of
�0:44 eV=molecule.

The surface stress of the functionalized surface
has one tensile component, �1 D 0:89 J=m2, along the
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Fig. 5.8a–c Ball and stick representation (top view) of the clean (a) and propyl-urea functionalized (b,c) Si(111) surfaces.
The darker gray balls correspond to Si atoms of the outermost layer, the lighter gray to Si atoms of the inner layers.
Red balls represent O atoms, green ones C atoms, blue ones N atoms, and smaller gray ones H atoms. The dashed
lines correspond to the surface supercells; the blue (red) line indicates the primitive cell of the clean (functionalized)
Si(111). The black dotted lines in (b) show the hydrogen bonds between the molecules of the SAM. The dipole molecule
orientation is represented by red arrows (b,c) while the green arrows (c) represent the direction of the principal axis of
the surface stress. Reprinted from [5.71] with permission from Elsevier

molecular chain direction, and one compressive, �2 D
�0:04 J=m2 in the perpendicular direction, as indicated
by the green arrows in Fig. 5.8. The tensile stress
component is due to the H-bond interaction between
propyl-urea molecules that would pull the molecules
and shorten the intermolecular distance, whereas the
weak compressive stress can be associated with the re-
pulsion between dipoles of parallel molecular chains.
The surface elastic constants of the functionalized sur-
face were found to be larger than those of the clean and
hydrogenated Si(111) surfaces, indicating an increase
of surface stiffness due to H-bond network formation
(Tab. 5.1). Although propyl-urea attachment renders the
surface structurally anisotropic, the two surface elastic
constants, S11 and S22, are similar. This is due to the fact
that the H bonds are oriented along the diagonal of the
surface cell, as a consequence S12 ' S21. H-bond net-
work optimization is also responsible for the change in
sign of the S12 elastic constant.

The values of surface elastic constants estimated via
ab initio simulations have been used as input param-

Table 5.1 Surface stress and surface elastic constants for the clean Si(111), hydrogenated Si(111)-H and functionalized
silicon surfaces. � surf

i corresponds to the surface stress along the principal axis of the stress tensor and N� surf is the trace of
the same tensor. In the clean and hydrogenated Si(111), the principal axis coincides with the Cartesian directions of the
supercell surface (iD x; y, see the red dashed line of Fig. 5.8), whereas in the functionalized surface, the principal axes
are indicated by the vectors v 1 and v 2 reported as green arrows in Fig. 5.8c

Surface � surf
1

(J=m2)
� surf
2

(J=m2)
N� surf

(J=m2)
S11
(eV=Å2)

S22
(eV=Å2)

S12
(eV=Å2)

Clean-Si(111) �0:41 �0:41 �0:41 0.151 0.151 �0:138
H-Si(111) �0:10 �0:10 �0:10 0.258 0.258 �0:104
SAM-Si(111) 0.89 �0:04 0.42 0.305 0.306 2.441

Surface � surf
1

(J=m2)
� surf
2

(J=m2)
N� surf

(J=m2)
S11
(eV=Å2)

S22
(eV=Å2)

S12
(eV=Å2)

Clean-Si(111) �0:41 �0:41 �0:41 0.151 0.151 �0:138
H-Si(111) �0:10 �0:10 �0:10 0.258 0.258 �0:104
SAM-Si(111) 0.89 �0:04 0.42 0.305 0.306 2.441

eters to a finite element (FE) model that allows us to
assign mechanical constitutive relations to the surfaces
of a three-dimensional (3-D) object [5.74] represent-
ing a microcantilever. The latter has been modeled
as a rectangular-shaped silicon beam with typical mi-
crometric dimensions lD 100�m (length), w D 20�m
(width), and tD 0:9�m (depth) [5.75]. It was found
that the frequency shift due to the functionalization with
a propyl-urea SAM is mainly due to the inertial effect
rather than to changes of surface elastic constants. On
the other hand, if all the shift is erroneously ascribed to
the inertial contribution, the mass of the SAM is over-
estimated by more than two times.

In conclusion, for the model systems of Si(111)/
propyl-urea it was proved that both the change in sur-
face elastic constants and the amount of loaded mass
at the cantilever surfaces are important contributions
to the resonance frequency shift. In particular, ignor-
ing the change in surface elastic constants would lead
to a large overestimation of the attached mass, invali-
dating the analysis of the adsorbed mass.
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5.4.2 Understanding the Gas Sensing
Mechanism of Oxide Nanostructures

ZnO Nanowire-Based Chemoresistors
Due to their large surface to volume ratio, metal oxide
nanostructures have showed great potential in chemi-
cal sensing applications [5.76]. The mechanism leading
to detection of specific chemical species was discussed
in recent publications [5.77, 78]. Among the type of
sensors employing nanowires proposed in literature,
chemoresistors are the most easily realized. These are
based on the measurement of changes in conductance of
the sensing element (i.e., single or collection of NWs)
upon interaction with target molecules. Typically, re-
sistance versus time plots of the sensor are recorded,
and increases or drops in resistance values are directly
related to the concentration of target molecules. The re-
sponse of a chemoresistor can be defined as follows

ResponseD Ra �Rb

Ra
� 100 ; (5.4)

where Ra and Rb are the electric resistance of the sen-
sor measured in air and in the presence of the target
molecule, respectively. Ideal gas sensors should show
a high response and should be characterized by com-
plete recovery of the electric conductance when back in
air. For example, a response of 1850%was obtained for
0:5 ppm of NO2 concentration at 200 ıC in [5.78]. Typ-
ically, gas species are divided in two classes: reducing
and oxidizing species. When a reducing gas (such as
ethanol) is introduced to a chemical sensor, the interac-
tion of the molecules with the nanowire surface results
in an overall increase of the electrical conductance of
metal oxide nanowires; on the other hand, if a chemical
sensor is exposed to an oxidant gas (such as NO2), the
gas molecules serve as charge acceptor, withdrawing
electrons from the nanowire and inducing a reduction
of the electrical conductance.

Among the nanostructured oxides that have recently
been proposed for the realization of chemoresistors
with excellent properties, ZnO nanowires have attracted
a lot of attention in the literature because they can be
used for detection of a wide class of chemicals. ZnO
gas sensing capabilities have been exploited both for
reducing and oxidizing species, thanks also to the su-
perior properties of this material, such as enhanced
sensitivity, stability, and low cost [5.79]. DFT calcula-
tions have been recently employed to understand the
mechanism leading to sensing phase in ZnO for two
gas species, ethanol and NO2 [5.77, 78], which are
prototype molecules for reducing and oxidant gases,
respectively. In particular, the studies presented in the
literature highlight the role played by oxygenmolecules
pre-adsorbed over the ZnO surfaces. We now present

the results on the modification of a ZnO surface when
gas molecules are adsorbed on it and discuss how sens-
ing is achieved.

Ethanol and the NO2 Gas Sensing Mechanism
Chemical sensors based on oxide structure usually work
in ambient atmosphere and, as such, it is expected that
the ZnO surfaces will already be covered with gas
species before being exposed to an analyte. In particu-
lar, one of the most reactive and abundant gases known
to be adsorbed on the surface of metal oxides [5.80, 81]
is molecular oxygen. For this reason, when analyzing
gas sensing mechanisms, before studying the interac-
tion of ZnO with the gas that is to be sensed, it is
mandatory to understand whether oxygen has effects on
the electronic features of the pristine ZnO nanostruc-
tures. Experimental evidence shows that ZnO presents
intrinsic n-type conductivity, both in the form of bulk
and nanostructures. Although the origin of this behav-
ior has been the subject of debate in the literature, it
was recently ruled out that neutral oxygen vacancies
are responsible for the unintentional n-type character
of the compound, which is rather ascribed to hydrogen
interstitial impurities [5.82–84] and/or to Zn vacan-
cies [5.85]. While the clean surface is semiconducting
(Sect. 5.3), the presence of hydrogen impurities shifts
the Fermi level (EF) in the conduction band of ZnO,
in an otherwise barely modified DOS. Hence, the ZnO
surface becomes conductive (Fig. 5.9).

DFT calculations have shown that O2 absorbs at the
clean ZnO surface in two stable configurations which
are characterized by an elongation of the ODO bond
that appears to be weakened by the interaction with
the surface. The most stable adsorption geometry cor-
responds to a bridging configuration in which both the
oxygen atoms of O2 bind to two neighboring Zn atoms
on the surface (Znsurf�O distance of 2:13Å) and, corre-
spondingly, the oxygen molecule bond length increases
by about 5% (Fig. 5.10a); the adsorption energy (Eb) is
�0:35 eV per molecule.

Oxygen adsorption at the H-doped ZnO (10N10) face
induces a shift of the Fermi level from the CB into
the pristine energy gap of the oxide. In particular, O2

generates both occupied and empty states in the gap,
which are responsible for a shift of the EF position
that is brought to coincide with one of these states
(Fig. 5.9b). The state at the Fermi level derives from
the lowest unoccupied state of the oxygen molecule,
which becomes filled upon oxygen/surface interaction,
due to an electron transfer from the H-ZnO conduction
band to the adsorbed O2. This electron trapping pins the
Fermi level of the system within the ZnO energy gap.
These results show that when n-type ZnO is exposed
to ambient atmosphere, the concentrations of free carri-
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Fig. 5.9a–c Density of state (DOS) for the ZnO(10N10) surface (a), oxygen molecule (b), NO2 molecule (c), and ethanol
molecule (d) adsorbed on the H-doped ZnO(10N10) surfaces. In (a) the Fermi level is indicated by the dotted (dotted-
dashed line) for the H-doped (undoped) system. In (b) the spin-up and spin-down DOS are represented by the black and
brown curves, respectively. The presence of hydrogen was accounted for by introducing an isolated hydrogen atom in
the vacuum buffer of the supercell. The H-interstitial impurity was located in a deep inner (the fifth) layer away from the
outermost surface plane with concentration of about 0:70 at:%. in the simulation supercell representing the ZnO surface.
This way, we could avoid possible structural deformations induced by the impurity on the ZnO surface structure. When
located in an interstitial ZnO site, H forms a strong O�H bond 0:98 Å long with one of the closest oxygen atoms of the
crystal, consequently a local distortion of the lattice network occurs characterized by an out of plane shift (' 1Å) of
the Zn atom initially bonded to the H-bonded oxygen. The presence of hydrogen below the surface does not alter the
structural properties of the outer layer (the one exposed to air during gas sensing experiments), but it strongly modifies the
electronic properties of the surface. Figure adapted with permission from [5.77, 78]. Copyright 2014 and 2016 American
Chemical Society

ers in the conduction band of the oxide decreases and,
consequently, the conductivity of the nanowire sample
decreases, due to oxygen adsorption at surfaces.

The above condition is the one presented by the
ZnO sensing elements before being exposed to gas
species. We now analyze the changes induced at the sur-
face when NWs are exposed to ethanol and NO2, the
first representing a reducing species and the second an
oxidant one. In particular, DFT calculations have been
used to predict the adsorption geometries and energies
of these gases and to understand the modification in the
electronic properties of oxygen covered H-ZnO when
sensing is achieved [5.77, 78].

Results of the interaction of ethanol with the
ZnO(10N10) surface show that adsorption of this species
occurs in a geometry in which the hydroxyl group
(�OH) binds to the two surface atoms in a bridge
configuration (Fig. 5.10b). In particular, ethanol forms
a Znsurf�O bond 2:05Å long and an Osurf�H bond
1:56Å long, with an energy gain of �0:96 eV, which is
much larger than that occurring for O2. As for the elec-
tronic properties of the ZnO=ethanol adsorbed system,
an analysis of the DOS highlights features that are very
similar to those of the clean n-doped surface. In par-
ticular, at variance with the case of oxygen adsorption,
the position of EF is very close to that of the pristine



Part
B
|5.4

134 Part B Surface Crystallography

a)

b)

c)

[1210]
- -

[0001]

Fig. 5.10a–c Side view of the op-
timized O2=ZnO(10N10) interface
(a) ethanol=ZnO(10N10) interface
(b) and NO2=ZnO(10N10) interface
(c) represented along the [1N210] (left
structures) and [000N1] (right struc-
tures) directions. Only two bilayers
of the ZnO slab are represented
beside the adsorbate molecules. Gray,
red, and white spheres represent
zinc, oxygen, and hydrogen atoms,
respectively. Yellow spheres represent
carbon and nitrogen atoms in (b,c).
Figure adapted with permission
from [5.77, 78]. Copyright 2014 and
2016 American Chemical Society

n-type clean surface (Fig. 5.9d). Thus, when ZnO wires
are covered with ethanol, they are found in a low resis-
tance state, and conductivity is due to the free electrons
in the CB due to intrinsic doping.

Similarly to the oxygen and ethanol molecules, NO2

chemisorbs to the ZnO nonpolar surface. The lowest en-
ergy configurationcorresponds to a bidentate geometry
in which the oxygen atoms of NO2 bind to two neigh-
boring Zn surface ions, while the nitrogen atom points
outwards (Fig. 5.10c). In this adsorption configuration
the N�O bond elongated by 0:05Å and the bond an-
gle contracted by 12ı, correspondingly; the adsorption
energy is �0:59 eV. As in the case of ethanol, it is pre-
dicted that NO2 binds to the ZnO(10N10) surface more
strongly than O2. When a chemical sensor based on
ZnO NWs is exposed to NO2, the nanostructure sur-
faces would be readily covered with NO2 molecules
that may either occupy free binding sites or may dis-

place some of the chemisorbed oxygen molecules. The
DOS for the H-doped ZnO surface after adsorption of
NO2 is reported in Fig. 5.9c. This figure shows that
when NO2 interacts with the H-ZnO(10N10) surface the
Fermi level shifts down in energy with respect to the
condition in which the NWs are found in air, and it is
found right at the top of the valence band. This occurs
because NO2 generates surface levels deeper than those
generated by O2, which trap free electrons from the
H-ZnO conduction band more strongly. Such trapping
induces an increase in sensor resistance as has been
found experimentally [5.78].

From the results obtained for the interaction of
O2, ethanol, and NO2 with H-ZnO (10N10), the sens-
ing mechanism of ZnO NWs has been drawn. When
n-type conducting ZnO NWs are exposed to an ambient
condition, which is normally rich in oxygen gas, their
surfaces will immediately be covered by O2 species
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(Eb D�0:35 eV). The adsorbed oxygen captures elec-
trons from CB, hence the substrate will be forced back
to the semiconducting configuration. When ethanol or
NO2 are introduced into the atmosphere, increases and
decreases in conductivity are observed, respectively.
This effect is attributed to phenomena occurring at the
surface: (i) since both ethanol and NO2 have a higher
adsorption energy compared to oxygen, they are able
to remove oxygen from the surface; (ii) this is ac-
companied by a change in the surface conductivity of
the ZnO NWs. In particular, when ethanol replaces
adsorbed O2, electrons trapped in mid gap states are in-
jected back to CB and conductivity increases. For each
ethanol molecule that replaces an oxygen molecule on
the ZnO surface, one electron is restored to CB. There-
fore, surface carrier density will be closely linked to the

concentration of ethanol in the atmosphere, and higher
conductivities should be attained when O2 molecules
are completely removed from the surface. In the case
of NO2 adsorption, deep acceptor levels are generated
close to the top of the ZnO valence band, which are
responsible for further electron trapping and for the re-
sistance increase observed experimentally.

In conclusion, for simple gas molecules such as
ethanol and NO2, ab initio simulations revealed that it
is the competitive adsorption between the pre-adsorbed
oxygen molecules and the target molecules on the sur-
face of n-type ZnO that is responsible for sensing.
These findings give insights on the detection mecha-
nism of ZnO NWs, which may provide crucial details
essential for improving the performance of ZnO-based
devices for gas detection and other related applications.

5.5 DFT for Interfaces

5.5.1 Contact and Heterojunctions

One of the most studied problems with respect to
semiconductors is the optoelectronic characterization
of interfaces and heterojunctions, when paired with
other semiconductors or with metals [5.86]. Semicon-
ductor/semiconductor interfaces are at the basis of most
electronic (e.g., diodes, field effect transistors (FETs),
rectifiers, etc.) and optical (e.g., LEDs, lasers, etc.)
devices, while metal/semiconductor systems are the
building blocks of most electrical contacts. The specific
operation of such different devices is mainly related to
the peculiar electronic properties of the semiconductor
in the bandgap region. Hence, control of gap states is
fundamental for the final application, since their pres-
ence can produce disruptive effects or be of primary
importance in devices that involve light coupling for
very different purposes (e.g., absorption, emission, pho-
tochemical reactions, plasmon excitations).

In the case of semiconductor/semiconductor inter-
faces three kinds of possible band alignments may exist
(Fig. 5.11), depending on the relative energy position
of the valence band top (VBT) and the conduction band
minimum (CBM) of the two systems [5.87]. In strad-
dling interfaces (type-I, left panel) both VBT and CBM
of the materials with the smaller bandgap lie in the
bandgap region of the other semiconductor. The dis-
continuities of the bands are such that both types of
carriers, electrons (el) and holes (h), need energy to
change from the material with the smaller bandgap
to the one with the larger gap; vice versa, carriers
from the other side gain the same energy. Type-I in-
terfaces favor energy transfer, and fluorescence decays

are thus used for biological tagging [5.88] and in
light-emitting diodes [5.89, 90]. In staggered interfaces
(namely type-II), the bandgaps of the two sides par-
tially overlap with the VBT of one semiconductor that
lies in the bandgap of the other. The interface is ener-
getically asymmetric, thus carriers gain energy moving
in opposite directions. Following Fig. 5.11a (central
panel), electrons (holes) gain energy moving from left
(right) to right (left), respectively. This specific band
distribution is particularly suited for absorption of light
and separation of el–h pairs across the interface (i.e.,
exciton splitting), and thus it is useful for devices
that produce photocurrent and/or voltage drop, such as
photovoltaic solar cells [5.91–94]. Furthermore, once
a type-II interface is formed, the energy position of
VBT inside the other bandgap, i.e., closer to the va-
lence rather than to the conduction band, affects some
characteristic properties of the final device, such as
the direct/inverse polarization offset of photodiodes or
the open-circuit voltage in excitonic solar cells. The
broken-gap heterojunction (type-III) is a special case
of type-II, where the CBM of one side is lower than
the VBT of the other. Thus, the conduction band of the
former overlaps the valence band of the latter, while
the bandgaps do not overlap at all. The situation for
carrier transfer is like type-II, just more pronounced.
These band alignments may be also realized in hy-
brid organic/inorganic interfaces, where semiconductor
surfaces are coupled to molecular adsorbates. For ex-
ample, the catechol=ZnO interface shown in Sect. 5.3
realizes a type-II junction that has been proposed for
excitonic light harvesting applications [5.30, 59], as de-
scribed above (Sect. 5.3).
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Fig. 5.11a,b Semiconductor het-
erojunctions organized by band
alignments: (a) semiconductor/
semiconductor interface; (b) semi-
conductor/metal interface. Here,
VBT (CBM) is the valence band top
(conduction band minimum) and WF
the work function

In the presence of a metal-semiconductor inter-
face, the electrical character of the heterojunction is
dictated by the position of the metal Fermi level and
work function (WF) value, with respect to the semi-
conductor bandgap (Fig. 5.11b). If metal EF is degen-
erate with the conduction (left panel) or valence band
(central panel) of the semiconductor, an Ohmic (non-
rectifying) junction is established. This causes a free
charge transfer (electrons in the left, holes in the central
scheme) across the interface, until the charge neutrality
is achieved. Ohmic junctions are the archetype of the
optimal low-loss electrical contacts, necessary to drive
the current from the active part of the device to the ex-
ternal circuitry. When, instead, the metal EF lies in the
semiconductor gap, a Schottky barrier (right panel) is
formed. In the case of n-type semiconductors, an elec-
tron can be freely injected from the conduction band
of the semiconductor into the metal contact, while an
energy barrier has to be overcome to excite an elec-
tron from the metal contact into the semiconductor. The
opposite holds for p-type systems. A Schottky barrier
acts as a rectifier and typically results in both a low
forward voltage drop and very fast switching. Schot-
tky diodes are useful in voltage clamping applications
and prevention of transistor saturation due to the higher
current density in the Schottky diode. Also, because
of the low forward voltage drop, less energy is wasted
as heat, therefore making them a good choice for ap-
plications that are sensitive to efficiency [5.87]. Other
relevant physical effects can take place at the metal/
semiconductor interface in the presence of an exter-
nal electromagnetic field. This is the case, for instance,
of the excitation of surface plasmon polaritons (SPP).
SPPs are mixed oscillatory modes, generated by the
coupling between the incident light radiation and the
surface charge fluctuations that can propagate on the
metal/dielectric interfaces that are exploited as waveg-
uides and telecommunication applications [5.95].

The electrical and optical character of both semi-
conductor/semiconductors and metal/semiconductor in-
terfaces results from the balance between different
effects; a few (such as the bandgap, the work func-
tion, the energy level distribution) are intrinsic to the
materials that compose the junction, others derive from
the details of the specific interface that is formed (such
as surface states, surface reconstruction, defects, traps
etc.). In this light, a rationale to predict lineups be-
tween the two materials, starting from local properties
of the isolated systems, and the comparison with the
properties of the actual heterojunction is of paramount
importance for the improvement of the final application.

In the following, we present three prototypical ex-
amples based on ZnO interfaces that clearly show the
large capability of first principles techniques in predict-
ing both electrical and optical and plasmonic properties
of heterojunctions, giving deep insights about the mi-
croscopic mechanisms that regulate the charge transfer
and the band alignment at the interface.

Since the optoelectronic properties mostly depend
on the region around the Fermi level, a proper treat-
ment of the bandgap is an unavoidable point that must
be carefully taken into account. As mentioned above,
standard DFT fails in the quantitative description of the
bandgap. In all the examples, a pseudohybrid imple-
mentation of DFT+U approach (namely ACBN0 [5.5])
is adopted in order to correct the severe DFT gap un-
derestimation. As described in Sect. 5.2, this approach
profitably corrects also the dielectric [5.63] and vibra-
tional [5.96] properties of semiconductors. The band
alignment resulting from the formation of semiconduc-
tor heterostructures has an important effect also on the
optical properties of the system. The direct evaluation
of the absorption spectrum of surfaces and interfaces,
also at the single-particle level, is usually computa-
tionally very expensive for systems as large as the
ones proposed in the next sections. In the following
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examples, a novel first principles tight-binding (TB)
approach [5.97] was used to simulate the optical prop-
erties of bulks and interfaces through the solution of the
generalized Drude–Lorentz expression of the macro-
scopic complex dielectric function O� D �1C i�2, where
both intraband (Drude-like) and interband (Lorentz-
like) contributions are explicitly taken into account.
This procedure combines the accuracy and the predic-
tive value of first principles approaches with the low
computational cost of TB techniques. Furthermore, it is
particularly useful for the evaluation of properties such
as the optical absorption spectra that require a precise
and ultrafine reciprocal space integration, which is too
computationally expensive.

Ohmic Versus Schottky Barrier:
The Al/ZnO Interface

In its simplest approximation, the barrier ˚ between
a metal (m) and a semiconductor (s) is predicted to
be proportional to the difference of the metal-vacuum
work function (WF) and the semiconductor-vacuum
electron affinity (EA) in the case of n-doped semi-
conductors [5.86]. For p-doped materials, a similar
expression holds, with the ionization potential (IP) in
place of the electron affinity. However, in principle, the
quantitiesWF, AE, and IP are ill defined in supercell ap-
proaches where the absolute value of the vacuum level
is not univocally defined, due to the periodic bound-
ary conditions. In order to overcome this problem, it
is useful to adopt an approach originally proposed by
M. Peressi and coworkers [5.98], which consists in the
evaluation of˚ as the sum of two separate contributions

˚ D��C� NNV ; (5.5)

where the first term

�� D .EF � NNVm/� .VBT� NNVs/ (5.6)

derives from bulk calculations and gives the difference
between the Fermi energy (EF) of the metal and the
VBT of the semiconductor, each measured with respect
to themacroscopic average of the electrostatic potential
of the corresponding crystal NNVm;s. The macroscopic av-

erage of the electrostatic potential NNV.z/ is related to the
charge distribution by a one-dimensional Poisson equa-
tion, and it is defined as [5.98, 99]

NNV.z/D 1

a

Ca=2Z

�a=2

NV.z0/dz0 ; (5.7)

where a is the characteristic length along the direction
(z) perpendicular to the surface, and NV is the planar av-
erage of the electrostatic potential over the xy plane.

The second term in (5.5) (� NNV) is an interface-specific
property and must be extracted from supercell calcula-
tions by using the samemacroscopic average technique;
� NNV is related through the Poisson equation to dipole
formation at the interface, and it is strictly dependent on
the atomic details of the surface reconstruction at the in-
terface. The intermediate step of referring EF and VBT
to the bulk average potential NNV, allows for the defini-
tion of an accessible energy reference, alternatively to
the vacuum level; provided that the supercell calcula-
tion includes a metal and a semiconductor layer thick
enough to reproduce the corresponding bulk in their
central section (see also Sect. 5.2). The energy level
scheme for a generic semiconductor/metal is described
in Fig. 5.12a.

The formation of good contacts with external metals
is a necessary step for the realization of efficient elec-
tronic devices. Due to its low work function [5.100,
101], aluminum has been used in the formation of
Ohmic contacts with n-doped ZnO. Furthermore, it has
been proposed that the Al=ZnO contact witnesses out-
diffusion of oxygen atoms from ZnO to participate in
the formation of Al2O3 at the interface, with accumu-
lation of oxygen vacancies close to the ZnO surface. In
spite of its strategic relevance in view of applications,
the Al=ZnO junction is a debated system; a number
of different metallization schemes have been proposed,
ranging from the deposition of the single metal to alloys
and sandwiches of different metal layers to optimize
the electrical characteristics and block inter/outer dif-
fusion and degradation of the contact ([5.102] and ref-
erences therein), and eventually the possibility to obtain
a Schottky-like electric behavior was reported [5.103].
Here, we characterize the formation of the electrical
contact at the Al=ZnO interface built along the polar
ZnO(0001) axis, which is the most common direction
of growth. The interface (Fig. 5.12b) is composed of
a layer of Al(111) metal and a layer of ZnO semicon-
ductor, exposing the polar (0001)-Zn terminated face.
Further details on the (000N1)-O terminated surface are
reported in the original paper [5.104]. From the com-
putational point of view, particular attention must be
devoted to the potential drop inside the slab, which
stems from the internal polarization field along the polar
c-axis of the wurtzite structure and the surface charge
rearrangement [5.105]. Depending on the growth tech-
niques, the ZnO(0001) surface is stabilized by either
surface vacancies (as in the present case) or by sur-
factants (such as �OH groups), which compensate the
internal polarization field.

Upon exposing the vacancy-reconstructed ZnO
(0001) [5.105] surface to Al deposition, we observe
intermixing at the interface layer (Fig. 5.12b). The
formation of the contact causes an aluminum atom
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Fig. 5.12a–c (a) Energy level scheme corresponding to ˚ as defined in (5.5). (b) Side view of the Al=ZnO(0001) relaxed
heterojunction. The dashed line marks the atomic readjustment at the interface. (c) Average potential profile for the
simulated Al=ZnO interface

to penetrate into the site that was left empty by one
of the (three) Zn vacancies and became involved in
bonding with the surrounding oxygen atoms. This re-
sult is also in agreement with the observation of the
Zn-substitutional behavior of Al dopants in formation
of Al-doped ZnO (AZO) [5.106, 107]. The complex
surface relaxation imparts a net charge dipole at the
interface, which can be quantified in terms of � NNV, as
shown in Fig. 5.12c.

The application of the potential-dipole model men-
tioned above would give a negative ˚ barrier, with the
Fermi level of the metal higher in energy than the con-
duction band minimum of the semiconductor [5.102].
Clearly, such band alignment would correspond to
a thermodynamically unstable system; the equilibrium
condition is restored upon a metal-to-semiconductor
charge transfer that zeroes the barrier. This is the finger-
print of an Ohmic contact. The analysis of the electronic
structure (e.g., DOS) reveals that the Fermi level of the
interface is located within the ZnO conduction band,
which is consistent with an occupation of bulk-like ZnO
states. Further, the energy region close to the Fermi
level is occupied by Al-ZnO states. These interface
states, which lie in the pristine bandgap of ZnO, derive
from the natural charge spilling from the Al surface.
The charge piles up at the interface and decays within
the very first ZnO interface layers. The charge trans-
fer that accompanies the Fermi level realignment is the
dominant effect, and it is related to the Ohmic character
of the Al=ZnO junction, in agreement with most exper-
imental results.

On the other hand, the intercalation of a single
gold monolayer between ZnO and Al compounds is
sufficient to change the electrical behavior of the bar-
rier, moving from an Ohmic to a Schottky contact,
as for the ZnO=Au interface [5.108]. This remarkable
difference reflects the fact that the Schottky barrier
is very sensitive to interfacial details, in agreement
with the experimental observation. In this case, the
Fermi level of the interface lies in the projected ZnO
bandgap and a bunch of Au-derived states, respon-
sible for interface dipoles, fills the forbidden energy
region also in this case, while the CBM of ZnO remains
empty.

We further note that this kind of analysis is possible
only because the atomistic details of the interfaces (and
the corresponding charge transfer) are treated explicitly
from first principles. The pivotal role of charge redistri-
bution at the interface is often neglected in simplified
models, such as the Schottky–Mott rule, where the
Schottky barrier is evaluated as the difference between
the metal work function and the semiconductor electron
affinity of the separated bulk systems. Despite the crude
approximations, the present approach has been proved
to give realistic results on both the electrical charac-
ter (i.e., Ohmic versus Schottky) and the barrier heights
in most metal/semiconductor junctions. The results are
usually accurate enough to be directly compared with
the experiment. On the other hand, other effects such as
the quantification of band-bending and of the charge de-
pletion region, which have a mesoscopic spatial extent,
are not caught by atomistic approaches that have access
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only to a restricted region (a few nanometers) around
the interface.

One Dimensional Type-II Alignment: ZnO/ZnS
Core/Shell Nanowires

As seen before, semiconductor nanostructures have
received much attention for their potential use in
a wide range of technological applications, including
solar cells [5.54], UV detectors [5.109], light emit-
ters and lasers [5.110], bioimaging [5.111], and gas
sensors [5.112]. In particular, the use of quasi-one-
dimensional (1-D), vertically aligned nanostructures to
construct three-dimensional architectures as building
blocks for optoelectronic (e.g., photovoltaic, LEDs) de-
vices, boosting charge transport and collection, and/or
enhancing light absorption, has demonstrated advan-
tages over conventional planar devices [5.113, 114].

However, intrinsic problems in 1-D nanowires, such
as the high number of defects and surface states, due
to the presence of surface atoms with reduced coor-
dination, along with the high electron–hole recombi-
nation rate upon light absorption, reduce the device
performances and limit their large-scale commercial ap-
plication for optoelectronic devices. For example, to
facilitate efficient charge separation, great efforts have
been made to impart a p-n junction functionality to
nanowires [5.115], through selective doping [5.116].
However, doping small nanosystems is a tremendous
experimental challenge, and if such p-n junctions can
be formed, due to the small size of the system the junc-
tion can have a large device-to-device fluctuation.

The optoelectronic properties of 1-D wires can be
adjusted as desired not only by impurity doping but also
through surface modification [5.117–120]. Beyond the
functionalization processes of semiconductor surfaces
addressed in the previous Sect. 5.3, further modification
with inorganic adlayers can be a suitable tool to passi-
vate surface defects and design novel nanocomposites
with different properties. By changing the band align-
ment at the interface, it is possible to tailor the bandgap
of the resulting material [5.64]. Previous attempts in
the formation of fully inorganic heterostructures dealt
mainly with quantum dots or extended superlattices,
while the synthesis of one-dimensional heterostruc-
tures is a much more recent achievement. In general,
two types of one-dimensional heterostructures can be
formed: stacked longitudinal (SL) and coaxial core-
shell (CCS) heterostructures.

Here, we focus on the latter [5.121, 122], which
are nanowires with different core and shell compo-
sitions. In contrast to the bulk situation, the carrier
localization profile relies on the core diameter and the
shell thickness. Because of quantum confinement, the
growth of a shell of a higher bandgap material on

a core of another lower bandgap material is expected to
form a type-II heterostructure, while the opposite would
realize a type-I interface. Despite the fact that, in princi-
ple, the formation of 1-D nanoscale heterostructures is
conceptually simple, their synthesis, control, and char-
acterization are a formidable task for both experiments
and theory. Indeed, the first unambiguous experimen-
tal reports on such 1-D component-modulatedmaterials
appeared mainly in the last years.

On the theoretical side, the simulation of CCS het-
erostructures is a tremendous challenge, as it requires
the explicit treatment of very large systems that are
hardly accessible even with the parallel supercomputers
that are available nowadays. Here, we present the proto-
typical case of a CCS nanowire of ZnO (core) and ZnS
(shell), which was experimentally synthesized [5.123–
127]. The system has 588 atoms and � 5300 electrons.
The core is made of ZnO, and it has an internal radius
rc D 1:1 nm, which is large enough to correctly repro-
duce a realistic ZnO wire [5.8, 128]. The shell is made
of ZnS, the total radius of the heterostructure is rs D
1:9 nm, close to that of experimental samples [5.123].
The wire is aligned along the polar c-axis of the wurtzite
ZnO crystal. The CCS structure has a hexagonal sym-
metry and exposes only nonpolar (10N10) faces. Due to
the huge dimension of the system, only two bilayers of
ZnS-ZnO wurtzite material are included along the wire
direction, i.e., the minimum to obtain a periodic wire.

In the optimized structure (Fig. 5.13a) the inner
ZnO core almost maintains its ideal geometry, while
the external ZnS shell undergoes remarkable distortion
due to the relaxation of the mismatch at the interface.
Nonetheless, the outermost layer exhibits a buckled
dimer arrangement, typical of the ZnS(10N10) surface.
The resulting electronic structure is summarized in
Fig. 5.13b. Albeit ZnO and ZnS have similar bandgap�
EZnO
g D 3:1 eV and EZnS

g D 2:8 eV
�
, the different ion-

ization potential causes the formation of a staggered
type-II band alignment at the interface, with the top of
ZnS valence band lying in the pristine gap of ZnO. This
implies a reduction of the bandgap of the overall struc-
ture Eg D 1:2 eV that lies in the near-IR range (NIR).
Accordingly, the highest occupied molecular orbital
(HOMO) state is localized in the ZnO core, while low-
est unoccupied molecular orbital (LUMO) is confined
in the external ZnS shell. This also gives information on
the charge transport mechanisms along the wire; hole
carriers flow in the external ZnS crown, while electrons
move in the internal ZnO core, confirming the intrinsic
charge separation observed experimentally [5.127].

Simulated optical properties are summarized in
Fig. 5.13c. The peaks in the imaginary part of the
dielectric function �2 correspond to single-particle
valence-to-conduction transitions. As expected, it is
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Fig. 5.13a–c (a) Side and top view of the CCS ZnO=ZnS nanowire. (b) Total and material-projected DOS plot.
(c) Imaginary part of dielectric function of ZnS=ZnO nanowires. The inset highlights the band-alignment scheme and
lowest-energy vertical transitions. Figure adapted with permission from [5.97]. Copyright 2016 by the American Physical
Society

easy to recognize the valence-to-conduction absorption
edges in the external ZnS shell (2:8 eV, blue arrow) and
in the inner ZnO (3:1 eV, red arrow), which correspond
to the Eg values of each material. However, other lower-
energy transitions are present in the range 1:2�2:8 eV,
which correspond to intermaterial ZnO-to-ZnS transi-
tions, as depicted in the inset of the figure. Although
the frontier’s orbitals are mostly localized in the core
(electrons) and in the shell (hole), the overlap and the
symmetry of the wave functions give low but not negli-
gible oscillator strength to the first four transitions. This

agrees well with the dramatic red shift of the absorption
edge (i.e., from UV to near-IR) observed experimen-
tally [5.125, 126].

Alternative Plasmonic Systems: AZO/ZnO
Interface

Surface plasmons are the normal modes of charge fluc-
tuation at a metallic surface that govern the long-range
interaction between the metal and the external envi-
ronment [5.129]. Surface plasmons may be induced on
both nanoparticles and planar surfaces. In the former
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case, they are referred to as localized surface plasmons
(LSP), in the latter case as surface plasmon polariton
(SPP) modes [5.130]. SPPs, in particular, involve the
excitation of an electric field which propagates a metal/
dielectric interface and provide the opportunity of con-
fining light in very small dimensions (Fig. 5.14a). This
allows one to conjugate the compactness of electronic
devices and the speed of photonic systems, opening
up a wide range of applications from energy conver-
sion [5.131, 132] to telecommunications [5.133, 134].

The polarization induced by an electromagnetic ra-
diation on a sample can be described by the material’s
complex dielectric function, denoted by O� D �1C i�2.
While the real part of the dielectric function (�1) de-
scribes the strength of the polarization induced by an
external electric field; the imaginary part (�2) describes
the losses encountered in polarizing the material. Fol-
lowing Drude theory, it is easy to demonstrate that effi-
cient plasmonicmaterials present negative �1 for energy
lower than the plasma frequency !2

p D ne2=.�0m�/,
which must be higher than the desired frequency of
application. Because noble metals (e.g., Au, Ag) tend
to have large plasma frequencies and high electrical
conductivity, they have traditionally been the materi-
als of choice for plasmonics [5.136]. However, they
are plagued by large losses (i.e., large �2), especially
in the visible and UV spectral ranges, arising in part
from interband electronic transitions and in part from
dissipative scattering events (e.g., el-el, el-ph). These
losses are detrimental to the performance of plasmonic
devices, seriously limiting the feasibility of many plas-
monic applications.

Because these losses are inherent to the constituent
materials, the research/design of alternative plasmonic
materials with lower losses are required to develop ro-
bust plasmonic devices [5.137]. As an alternative to
metals, semiconductors are conventionally regarded as
dielectric materials for frequencies above several hun-
dred THz. However, semiconductors can actually ex-
hibit a negative real permittivity in this spectral region
when heavily doped. Due to the ease of fabrication and
flexibility in tuning their properties, such as carrier con-
centration, semiconductors are also potential materials
for plasmonics. In order to qualify as a low-loss plas-
monicmaterial, both the bandgap and plasma frequency
of the semiconductor must be larger than the frequency
range of interest. While a large plasma frequency en-
sures a negative real part of dielectric function, a large
bandgap ensures almost no interband transition losses.

Heavy doping (� 1021 cm�3) with Al and Ga ele-
ments is possible in oxide semiconductors such as zinc
oxide and indium oxide. These semiconductors have
wide bandgaps, and their �2 values are moderately low.
In addition, relatively high mobilities of charge carriers

can be achieved with polycrystalline microstructures
and very high mobilities are typically observed in sin-
gle crystals. In particular, AZO can have losses as low
as four times smaller than that of silver in the NIR. To-
gether with indium tin oxide (ITO) these compounds
were recently proposed also as low-loss plasmonic ma-
terials in the NIR/visible range [5.133, 135, 138–140].
Furthermore, they are qualified as transparent conduc-
tive oxide (TCO) materials [5.141], i.e., they show
an unusual coexistence of high conductivity and high
transparency in the visible region. This makes these ma-
terials very appealing for optoelectronic applications,
such as solar cells and liquid crystal displays, and opens
new alternatives for plasmonic applications in the opti-
cal spectrum, with the further advantage of a relatively
low production cost, with respect to noble metals. In the
following, we will focus on the characteristics of SPP at
the AZO=ZnO interfaces, where AZO is the metal part
and ZnO the dielectric component of the system.

The properties of SPP derive from the combination
of the dielectric properties of the two components. In
general, SSP can propagate along a metal/dielectric in-
terface when the condition

Okk D !

c

0

@
s
O�m O�d
O�mC O�d

1

A ; (5.8)

is satisfied; Okk is the complex wavevector parallel to
metal surface, along the propagation direction, O�m;d are
the complex dielectric functions of the metal and the
dielectric bulks, and c is the light velocity in vacuum.
The real part of Okk.!/ completely defines the disper-
sion relation of the excitation. For a pure Drude-like
metal it exhibits a divergence for ! D !p, giving rise
to high and low-energy branches, separated by a for-
bidden gap for !sp � ! � !p, where !sp is the surface
plasmon frequency, which for simple Drude metals
is !sp D !p=

p
2. Within the forbidden gap, Okk.!/ is

a purely imaginary number, prohibiting wave prop-
agation. The high-energy branch (! > !p) does not
describe a surface wave (Fig. 5.14). This corresponds
to the fact that for ! > !p the metal is no longer reflect-
ing, becoming transparent to the incoming radiation.
The nonradiative character of SPP in the low-energy
branch (! < !sp) follows from the fact that the sur-
face plasmon polariton propagates with a momentum
larger than that of an electromagnetic wave traveling
in the dielectric part with the same angular frequency.
As a consequence, SSP cannot couple with light in the
de-excitation process, and only nonradiative inelastic
scattering effects (e.g., el-ph) can take place. At large
wavevectors SPP approaches the nonpropagating sur-
face plasmon limit (!sp).
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Fig. 5.14a–d (a) Localized SPP propagating on the metal surface at the metal/dielectric interface. (b) Real (black line)
and imaginary (red line) parts of the complex dielectric function and the electron energy-loss function (blue line) of
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In order to apply the matching condition of (5.8), it
is necessary to know the dielectric function of the two
separate materials over the frequency range of interest.
However, while for noble metals the plasma frequency
and the other plasmonic properties can be extracted
once and for all from experimental data, in the case
of TCOs this is not possible because of the doping-

induced modifications in the optoelectronic properties
of the host material. First principles simulations provide
a very useful tool for the evaluation of the optical and
electronic properties of materials and their interfaces,
also in the case of dopants and impurities as in AZO,
where semiempirical values for the dielectric function
are not univocally defined. Here, for the description of
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the optical properties of bulk-like systems, we adopted
the TB approach described above [5.97], which has its
foundation on the DFT characterization of the ground-
state electronic structure. Once the complete dielectric
function is known, the electron energy-loss function can
also be easily obtained as L.!/D Imf�1=O�g.

As dopingmay change the optoelectronic properties
of AZO, we investigated different doped systems, as ob-
tained by varying the number of substitutional Al atoms
in the range 0�3:2%, in the virtual crystal approxi-
mation [5.84, 106]. Within the solubility limit (3:5%),
Al dopants mostly assume Zn-substitutional sites, and
the crystalline order of the ZnO host is only slightly
perturbed, as results from complete relaxation of the
atomic structure. This has two main effects on the elec-
tronic structure of AZO: (i) Al does not induce the
formation of defect states in the ZnO bandgap, and
(ii) Al donates its 3p electron to the ZnO conduction
band, without remarkably changing the shape and the
curvature of the conduction band minimum. This is the
typical fingerprint of an intrinsic n-type conductor. In-
creasing the doping percentage forces an upward energy
shift of the Fermi energy in the pristine ZnO conduction
band. The simultaneous presence of point defects (e.g.,
Zn or O vacancies) or other impurities (e.g., H) may
change the details of the resulting electronic structure,
introducing further charge-compensation effects [5.85,
142]. However, this does not change the general picture
described above. In virtue of the single quasi-parabolic
band at the ZnO bottom of the conduction band, the ef-
fect of Al doping is the formation of a free electron gas
in the metal oxide. This is the fundamental prerequi-
site for a plasmonic material. The results of the optical
properties are summarized in Fig. 5.14b. For all the
dopant ratios, we distinguish two energy regions. In the
UV range, the imaginary part of the dielectric function
has a net peak, whose energy position depends on the
doping level. This corresponds to the interband valence-
to-conduction absorption edge. In all cases, there is
a blue shift of the absorption edge, which may be ex-
plained in terms of the Burnstein–Moss effect [5.143].
At lower frequencies, the optical properties of AZO
completely differ from the original ZnO ones, being
similar to an ideal simple metal. The rapid decay of
�2 (red line) expresses viscous electron damping due to
scattering processes associated with the electrical resis-
tivity. The real part of the dielectric function (black line)
is negative and diverges for !! 0, in agreement with
the formation of a free electron gas upon Al doping.
Where �1 D 0 and �2� 1, the loss function (blue line)
has a peak corresponding to the plasma frequency !p of
the system. The presence of Al dopants imparts a drastic
shift of the plasma frequency that moves from the far-
UV (� 17 eV, not shown) in the case of ZnO to the NIR

and the visible range in the case of AZO, in agreement
with recent experimental results [5.138]. This proves
that in the case of TCOs !p can be tuned by con-
trolling the electron density, i.e., by changing doping
content. Even in the heavy doping regime (e.g., 3:2%),
the plasma frequency does not overlap with the inter-
band transition energy region. This assures low losses in
the NIR-VIS range, reducing one of the most challeng-
ing problems that plagues standard metallic materials.
This, along with the agreement with the experimental
results, confirms the validity of the Drude model for this
compound, which actually acts a low-loss plasmonic
metal.

Once the dielectric functions of AZO and ZnO are
known, the SPP properties can be investigated. The dis-
persion relations (5.8) for the AZO=ZnO interface at
different Al concentrations are shown in Fig. 5.14c. At
low frequencies, the surface mode asymptotically ap-
proaches the light line for ZnO (black line). As the
frequency increases, the SPP mode separates from the
light line and approaches the surface plasmon frequency
(!sp) of the conductor (AZO). From Okk.!/ we can de-
rive the length scales that characterize the spatial profile
of the SPP mode for the AZO=ZnO ideal interface as
a function of the incoming radiation (�0) and of Al dop-
ing, as is shown in Fig. 5.14d. For the potential applica-
tion of these materials in telecommunication devices,
we mark the corresponding characteristic wavelength
(1:5�m) with a vertical line. The SPP profile can be
described in terms of wavelength (�SPP), propagation
length (ıSPP), and dielectric (ıd) and metal (ım) pene-
tration depths. In the case of the AZO=ZnO interface,
�SPP (panel d1) is of the order of 1:0�m. Since �SPP de-
fines the periodicity of the SPP wave, it also defines the
scale of optical structures (e.g., Bragg scatterers) typi-
cally used to control the SPP. The propagation length
(ıSPP) is the distance over which the intensity of the
SPP mode falls to 1=e of its initial value. For any real
application, it is necessary that ıSPP > �SPP; i.e., SPP
should propagate as a straight ray in geometrical op-
tics. This is the case for the AZO=ZnO interface, where
the SPP can propagate up to a few microns also at the
telecom wavelength (panel d2), if the doping level is
sufficiently high. The penetration lengths into the di-
electric and metallic layers determine the compactness
of the SPP, giving a measure of the minimum thickness
required for the dielectric and metal layers. The need
for high localization at interfaces imposes that the pen-
etration depths be as small as possible. The penetration
length inside the ZnO layer ıd (panel d3) is very short
(� 200 nm depending on the Al content) at �D 1:5�m,
giving rise to a high compact optical system. In or-
der to highlight this feature, we reported (black dashed
line, panel d3) the so-called upper compactness limit
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ıd D �0=2, which corresponds to the minimal diameter
spot of a dielectric photonic device. The fact that for
the AZO=ZnO interface ıd is always below the �0=2
line indicates that the SPP mode has electromagnetic
field enhancement properties typical of photonic sys-
tems and the subwavelength confinement of electronic
devices. Notably, standard plasmonic materials such as
Au and Ag do not fulfill this requirement, crossing
the compactness limit in the range 300�500 nm. The
skin-depth properties of the metallic layer are quanti-

fied in terms of the penetration length inside the metal
ım (panel d4). In the present case, ım is at least two or-
ders of magnitude smaller than the corresponding ıd for
each doping considered.

The good agreement with the experimental results
confirms, on the one hand, the validity of the Drude–
Lorentz model in the description of this class of ma-
terials, and on the other hand, the capability of DFT
approaches to characterize and predict the optoelec-
tronic properties of complex materials and interfaces.

5.6 Exploring Water/Solid Interfaces via DFT Simulations

One of the most compelling tasks when dealing with
atomistic ab initio approaches is the description of the
physical properties of solid/water interfaces. Under-
standing at an atomistic level how liquid water wets
a solid surface is of fundamental relevance both at a ba-
sic and an applied research level. On the one hand, it
would be desirable to understand how concepts such
as hydrophobicity/hydrophilicity are revealed at the
molecular level and to identify the fingerprints of the
resulting wetting layer; whereas, from a macroscopic
point of view, it would be important to predict how the
presence of the hydration layer influences the physical
properties of the material when employed in devices
or applications occurring in liquid environment. In the
following, we summarize the results of two of the few
examples reported in the literature dealing with the mi-
croscopic description of the interface between liquid
water and a solid surface obtained by ab initio molecu-
lar dynamics simulations. In particular, we will focus on
the hydroxylated Si-SiC(001) surface [5.144] and the
gold(111) surface [5.27]; we will give an insight into
the perturbation induced in water at the surface layer
both under the structural and electronic point of view.
A detailed analysis of the interaction of water molecules
with the atoms at the surface reveals the hydrophilic
character of these two surfaces, but the mechanism
leading to such behavior is different when comparing
a clean metal surface like gold and a hydroxylated semi-
conductor surface such as that of Si-SiC(001).

5.6.1 How to Build a Solid/Liquid Interface?

Contrary to all the previously presented cases, here
we cannot assume a single static configuration for the
solid/liquid interface. In fact, at room temperature the
molecules that form the liquid continuously fluctuate,
changing their position in space and the bonding path
with both the other molecules of the solvent and the

solid surface. Therefore, a molecular dynamics (MD)
approach is needed. Before presenting the results on
the wetting behavior of water obtained by means of
ab initio molecular dynamics, we first discuss an im-
portant step along the computational strategy for the
simulation of a solid/liquid interface: the preparation of
the initial MD configuration. Performing an ab initio
molecular dynamic simulation of a solid/liquid inter-
face requires a good initial starting configuration, which
is not straightforward to achieve. The main difficulty
derives from the fact that the majority of computer
codes employed to perform ab initio molecular dynam-
ics use plane waves to expand the system wavefunction
and, as such, are coded to deal with simulation cells
that are periodic in three directions, as discussed in
Sect. 5.2. In the case of simulations involving a dis-
ordered system, and in particular a polar solvent like
water, this poses a further difficulty. When placing the
liquid slab on top of the surface, one has to select the
number of molecules needed to represent the correct
density of the liquid phase, and, in this respect, some
attention must be paid due to the existence of an ex-
clusion volume at a solid surface that is due to steric
effects. Neglecting the exclusion volume present at the
surface would lead to an overestimation of the volume
occupied by the liquid and, consequently, to studying
an interface with a less dense liquid.

Typically, two alternative methods have been used
to cope with this problem and to prepare a realistic
interface. In the first approach, the starting configu-
ration for the first principles simulations is obtained
by performing preliminary classical MD simulations
employing a classical force field for water–water and
water–surface interaction, if available. In the water/
solid system the supercell dimensions in the (x; y) plane
are fixed and determined by the size of a solid surface
periodicity. To obtain an estimate of the surface exclu-
sion volume, which is connected to the supercell lattice



Ab Initio Simulations of Semiconductor Surfaces and Interfaces 5.6 Exploring the Role of Solvent via DFT Simulations 145
Part

B
|5.6

parameter in the direction perpendicular to the inter-
face (z), the cell dimension is varied, until the stress
along this direction yields a pressure equal to the at-
mospheric one. Alternatively, one can fix the supercell
size in the z-direction and change (increase or decrease)
the number of water molecules in the supercell until the
stress on the simulation cell corresponds to atmospheric
pressure.

The second approach consists in a short (few ps) ab
initio molecular dynamics of the solid/liquid interface
at low coverage regime (for example, one monolayer
of molecules). The result of this simulation allows es-
timating the average distance between the interfacial
water molecules and the surface, and thus the thickness
of the exclusion volume. In the two solid/water inter-
face examples described below both approaches were
used and, in particular, a preliminary classical molec-
ular dynamics run has been used for the gold/water
surface. Once the initial configuration is obtained, the
first principles calculation typically starts with an ini-
tial thermalization of the system at T D 400K for a few
picoseconds, employing a thermostat to keep the tem-
perature constant. The equilibration is then followed by
10�20 ps of production run (microcanonical ensemble,
NVE) and, finally, the trajectories are analyzed. The ab
initio molecular dynamics that we present here are per-
formed at the temperature (400K) at which DFT using
PBE and Car–Parrinello dynamics yields results in good
agreement with experiments for structural and diffusion
properties of liquid water at ambient conditions [5.145,
146]. This thus allows us to compare bulk and interface
water properties, to enhance the effect of interfaces.

a) b)

Fig. 5.15 (a) Side view of the starting
configuration for the liquid water/gold
system in the simulated unit cell.
Large golden spheres represent Au
atoms, while red and white sticks
represent oxygen and hydrogen
atoms, respectively. (b) Ball-and-
stick rendering of a representative
configuration for the interface between
the hydroxylated Si-SiC surface and
liquid water. Inset Top view of the
hydroxylated Si-SiC surface. Red,
white, gray, and light blue spheres
represent oxygen, hydrogen, carbon,
and silicon atoms, respectively. Figure
adapted with permission from [5.27,
144]. Copyright 2005 and 2011
American Chemical Society

5.6.2 The Cases of Si-SiC/Water
and Gold/Water Interfaces

The interface between water and two hydrophilic in-
terfaces, namely hydroxylated Si-SiC(001) and clean
gold(111) surfaces, as discussed in [5.27, 144] are rep-
resented in Fig. 5.15. For both systems, the structural
properties of interfacial water was first investigated by
analyzing how the average water density and the num-
ber of hydrogen bonds change as a function of the
distance from the interface. As shown in Fig. 5.16, at
both Si-SiC and gold surfaces, water density presents
a high peak when in contact with the solid surface. This
enhanced density at the interface was observed in other
simulations of solid/water interfaces [5.147, 148], and
it is determined by packing forces, and by the tendency
of water to maximize hydrogen bonds. The observed
interfacial peak is expected to be at a closer distance to
the outermost atomic layer in the case of hydrophilic
surfaces if compared to hydrophobic surfaces. In par-
ticular, in the case of the hydroxylated Si-SiC surface,
the water density presents a single intense peak at 2:2Å
from the surface hydroxyl groups (Fig. 5.16b), while
in the case of gold, the first high-density maximum is
a structured peak that has a maximum at 3:2Å from
the surface atoms and presents a prominent shoulder
(the red arrow and the inset in Fig. 5.16a) at a shorter
distance of about 2:6Å. A detailed analysis of the
restructuring of the water network occurring at this in-
terfacial water layer reveals that the mechanism leading
to the hydrophilic behavior is different for these two
surfaces.
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In the case of Si-SiC, water molecules at the sur-
face form a smaller number of hydrogen bonds than in
the bulk; at a distance of about 3Å from the surface
atoms, the bulk value of 3.6 H bond/water is recov-
ered; see Fig. 5.16d, where the H bonds connecting
water molecules to the surface hydroxyl groups were
not included. As shown by the blue and red curves
in Fig. 5.16d, the water molecules at the surface do
not show any preference in accepting or donating H
bonds. A deeper structural analysis also shows that
the water molecules close to the surface do not adopt
a tetrahedral-like coordination but rather are arranged
so as to optimize their H-bonding network in a manner
compatible with the orientation and periodicity of the
surface hydroxyl groups. In particular, a study of the
spatial distribution of the interfacial water molecules
proves that water molecules do not wet the surface
uniformly, preferring the direction parallel to the hy-
droxylated surface dimer rows. In other words, in such
a hydroxylated surface, it is the geometry of the surface
�OH groups [5.65] that plays a determinant role in the
restructuring of the interfacial water layer. These induce
a directionality in the filling space properties of wa-
ter and ultimately determine the presence of chains of
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Fig. 5.16a–d Average oxygen density (a,b) and average number of water–water H bonds (c,d) as a function of the
distance from the interface between liquid water and the Au(111) surface (a,c) and the hydroxylated Si-SiC(001) sur-
face (b,d). The curves in (c) and (d) were obtained by counting the number of H-bond donors (red curve) or acceptors
(blue curve) for each water molecule; the sum of the two curves is also reported (black line). The following geometric cri-
terion to define a H bond was chosen: O�O distance < 3:5Å and O�HO angle > 140ı . Figure adapted with permission
from [5.27, 144]. Copyright 2005 and 2011 American Chemical Society

hydrogen bonded molecules bridging over hydrophilic
surface groups. To assess more specifically the nature
of the water/surface interaction in this case, the total
electron density of the interface, �int, was compared
to that of the isolated hydroxylated surface, �SiC and
water, �water, for a given snapshot of the molecular dy-
namics run. The changes in electronic charge induced
by the water surface interaction is expressed as: �diff D
�int � Œ�SiCC �water�. The quantity �diff is positive when
there is an addition of charge to the system with respect
to the isolated fragments, and negative in the opposite
case. In Fig. 5.17a �diff is represented for a particular
snapshot of the simulation run. The depletion and ac-
cumulation of charge, with respect to the isolated water
and surface systems, are represented by blue and yel-
low iso-surfaces, respectively. The main changes in the
charge density are localized directly at the interface, and
in particular they are located along the directions of the
hydrogen bonds established between the surface �OH
groups and water molecules. The projection of �diff on
two clip planes containing two different surface �OH
groups is represented in Fig. 5.17b, which shows one
�OH group donating (left panel) and the other accept-
ing (right panel) a hydrogen bond. In both cases, it is
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a) b) c)

Fig. 5.17 (a) Isosurfaces of the electron density difference, �diff, at the interface between the hydroxylated surface and
liquid water. Yellow (blue) isosurfaces represent charge density increase (decrease) with respect to isolated surfaces. Red,
white, gray, and light blue spheres represent oxygen, hydrogen, carbon, and silicon atoms, respectively. (b) Projection of
the isosurface of the electron density difference onto a clip plane passing through an �OH surface group acting as a H-
bond donor (left panel) and acceptor (right panel). (c) Representative snapshot (side view) along the molecular dynamics
simulation run for the Au(111) surface exposed to 1ML of water molecules. One water molecule interacts through its
lone pair with a surface gold atom (Au�OD 2:5Å) and at the same time it is involved in a hydrogen bond interaction
with a water molecule in the gas phase (O�OD 2:6Å). The other water molecules have been removed for a clearer
rendering. Figure adapted with permission from [5.27, 144]. Copyright 2005 and 2001 American Chemical Society

found that upon H-bond formation the �OH group po-
larity is enhanced, and the H atom resides in a positive
charge basin (blue spot). At the same time, the elec-
tron density in the region of the lone pair of the oxygen
accepting the hydrogen bond increases. These results
confirm that most of the surface/water interaction is lo-
cal and strongly related to the capability of the hydroxyl
groups at the surface to establish H bonds.

In the case of gold, the surface atoms are not able to
directly form strong hydrogen bonds with surrounding
water molecules, yet the interaction with the first liquid
layer with the exposed gold atoms strongly affects the
ability of these water molecules to establish hydrogen
bonds. This is evidenced by an analysis of Fig. 5.16c,
where the average number of hydrogen bonds per wa-
ter molecule is reported as a function of the distance
from the surface. Although, similarly to Si-SiC(001)
far from the surface (beyond 4Å) the average number
of H bonds is the one observed for water in the liquid
phase (with an equivalent number of H-bond acceptors
and donors), the situation is different for the molecules
of the surface hydration layer. These molecules have
only one half of their hydration shell and, for this
reason, form a smaller number of H bonds, yet, it is
surprising to notice that at distances < 2:8Å from the
surface water molecules persistently behave as H-bond
donors; their average number of donated H bonds is
even slightly larger than that found far from the surface
(i.e., for liquid water). This feature has not been ob-
served for the hydroxylated SiC. By inspection of the
spatial distribution of the water molecules in contact

with the gold surface, i.e., the molecules of the den-
sity shoulder located at the 2:6Å distance, it is revealed
that the oxygen atoms preferentially reside at on-top
Au(111) sites while the hydrogen atoms are uniformly
distributed around them. This orientation is due to the
formation of a dative-like bond between the lone pair
at the oxygen atom of water and the gold atoms at the
surface (Fig. 5.17c). This type of interaction is responsi-
ble for an oxygen-to-gold charge transfer, which favors
a dynamical attractive coupling between the metal and
the first wetting layer. Moreover, this interaction is re-
sponsible for the enhanced H-bond formation of the
interfacial water. In fact, a detailed analysis of the hy-
drogen bond strength of interfacial water indicates that
the intermolecular H bond is stronger in the presence of
the gold surface by about 0:2 eV. In other words, inter-
facial water molecules, due to their interaction with the
gold surface, appear more acidic and keener on donat-
ing H and forming H bonds that are stronger than those
in the liquid phase, rendering the surface “hydrophilic-
like.”

The hydrophilic behavior of both gold and Si-SiC
surfaces has also been addressed by calculating the aver-
age water dipole moment in the liquid sample in contact
with the two surfaces. The dipole of a water molecule
is strongly influenced by the number of hydrogen bonds
that the molecule forms. In particular, the dipole in-
creases passing from the gas phase 1:87D (no H bonds)
to the liquid 2:88D (about 3:6H bonds) and to the solid
phase 3:00D (4H bonds). Interfacial water molecules
would present different dipole values depending on the
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hydrophobicity/hydrophilicity of the surface. In partic-
ular, at hydrophobic surfaces molecules have a number
of H bonds typically smaller than in liquid and, for this
reason, have smaller dipoles, while in the case of a hy-
drophilic surface, the molecules have dipoles similar to
those found in liquid water [5.148]. Both in the case of
the hydroxylated Si-SiC and in the case of the Au sur-
face, it was found that the average dipolemoments of the
interfacial water molecules are unchanged with respect
to the liquid value, and it is thus consistent with a surface
of hydrophilic character.

In conclusion, the results presented above show for
two sample surfaces how it is possible to achieve de-
tailed atomistic models for solid/liquid interfaces to-
gether with insight into the electronic and bonding prop-
erties, by using predictive and accurate ab initio simu-

lations. A detailed analysis of water restructuring at the
surface shows that only the molecules in the first water
layer are perturbed by the surface and that the interac-
tion is local. The local nature of the water/solid interac-
tion is confirmed by electronic structure analyses, indi-
cating that all major changes in the charge density of the
isolated liquid and the material slabs are localized at the
interface. While in the case of Si-SiC, the hydrophilic
character of the surface and the water rearrangements
are guided by the presence of �OH groups at the sur-
face, in the case of gold, it is rather the surface together
with its hydration layer that has a hydrophilic character.
This latter conclusion can be drawn based on the obser-
vation that the water molecules interacting with the gold
atoms form H bonds that are stronger than the average
hydrogen bond strength in liquid water.

5.7 Conclusions

In this short review, without presumption of complete-
ness, we have presented a number of test cases where
ab initio DFT simulations are found to be fundamental
in the understanding and predictivity of specific issues
relevant to parallel experiments in surface science. We
chose to describe the protocols most suited to comple-
ment some experimental problems that range from the
microscopic characterization of interfaces, mandatory
for, e.g., the design of contacts, to functionalization and

sensing. This has been done at the expense of a detailed
formal description of the advances in theory, which are
beyond the present scope. Yet, the field is continuously
evolving, with the inclusions of many different approx-
imations that allow us to study more complex systems,
and eventually at the expense of simplicity, efficacy, and
speed. For these issues we refer the reader to specific re-
views, such as [5.149].
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6. Surfaces of Bulk Oxides

Jacques Jupille

Following a brief overview that illustrates the
strong research activity dealing with the surface
structures of binary oxide, two issues are ad-
dressed herein: the relaxation at oxide surfaces
and the surface structure of ternary oxides. As
a quite general phenomenon, the compensation
of the stress generated by the creation of a surface
results in relaxation of interlayer spacings and, in
the case of ionic solids, in difference in displace-
ment between anions and cations, the so-called
rumpling. Rocksalt oxides are of particular inter-
est in this context because they form a series of
compounds of identical structure of which only
the cations change. Due to the gradual variation
they present over the series, they offer a unique
playground for the critical analysis of relaxation
and rumpling at ionic surfaces.

The many applications of the oxides of
perovskite structure require the control of ter-
minations at the atomic scale. Despite puz-
zling discrepancies in preparation conditions,
many SrTiO3(100) surface reconstructions—c(4�2),
c(6�2), (

p
5�p5)-R26:6ı, (

p
13�p13)-R33:7ı—

are reproducibly obtained, leading to a set of struc-
tural models. However, the demonstration that
strontium and stoichiometry defects play a di-
rect role in reconstructions questions the present
models and challenges the goal of preparation of
single-terminated SrTiO3(100) surfaces of uniform
structure.
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6.1 Overview

Oxides are ubiquitous in natural and industrial envi-
ronments, whether in the form of bulk compounds or
corrosion layers covering metals and alloys. In the
many circumstances in which oxides or oxidized ob-
jects come into chemical or mechanical contact with
foreign media, the knowledge of surface structures is
essential to understanding surface chemistry [6.1, 2].
Surface structures are key ingredients of the behavior
of oxides in catalysis [6.3, 4], photochemistry [6.5–7],
gas sensing [6.8, 9], microelectronics [6.10], and ad-
hesion [6.11]. They are also central in geochemistry,
in the context of minerals in the environment [6.12–
16]. In surface science of oxides, the study of thin
films fruitfully completes the analysis of single crys-
tals [6.17–22]. The primary incentive for synthesis of
thin films was to escape the limitations imposed by

the insulating character of most oxide substrates and
to enable imaging of surfaces at the atomic scale by
scanning tunneling microscopy (STM). However, the
field quickly turned out to be a prodigious source of
original structures that do not exist in bulk [6.17–21].
Synthesis of thin films offered a versatile approach
for the study of oxide nanostructures in reduced di-
mensions [6.18, 19] and microscopic characterization
of interfaces [6.18, 22]. The important role played by
defects is another aspect specific to oxide surfaces. As
detailed in a book dedicated to defects on oxide sur-
faces [6.23] and in a number of review articles, defects
are strongly involved in the chemistry and physics of
metal oxide surfaces. Defects can be classified accord-
ing to topological features that include terraces, steps,
kinks and corners [6.24–26], and point defects, which

© Springer Nature Switzerland AG 2020
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Fig. 6.1a–d The low-index surfaces of SnO2: (a) (110); (b) (100); (c) (101); (d) (001), with ions shown in unrelaxed po-
sitions. Sn and O atoms are represented by gray and brown spheres, respectively. Coordinations of surface and subsurface
ions are indicated (Reprinted from [6.27], with permission from Elsevier)

involve vacancies, adatoms, and interstitial and substi-
tutional atoms. Many efforts have been devoted to the
formation of these at the surface of metal oxides, ei-
ther reducible [6.28, 29] or irreducible [6.28], and of
rare earth oxides [6.29]. The main related issues are the
identification of defects [6.30–34] and the localization
of defective states [6.35–37], the impact of the defects
created on the crystallographic [6.38, 39] and electronic
structure [6.9], and their role in surface chemistry and
photochemistry [6.5, 6] and electronic transport [6.40].
The omnipresence of thin films, nanoparticles, and ex-
tended or point defects explains the growing role of
near-field microscopy in the study of the surface crys-

tallography of oxides, since the flexibility of the method
allows for the combination of structural and spectro-
scopic analysis at different scales. In support of the
experiment or in parallel with it, numerical simula-
tions have increasing importance. To better describe
localized states, density functional theory approaches
are complemented by hybrid functionals, which involve
Fock and DFT (density functional theory) exchange en-
ergy, and the so-called DFT+ U method in which the
Coulomb interaction is partially screened.

Oxide surfaces are made very complex by changes
in stoichiometry, reconstructions, stabilization pro-
cesses required by polar terminations [6.41–43], and
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Fig. 6.2a–d Side view of the four possible (0001) terminations of the corundum structure (see text) (a) O3; (b) full-
metal; (c) half-metal; (d) MeDO (Reprinted with permission from [6.44]. Copyright 2013 American Chemical Society)

the sometimes uncontrolled reactivity with hydrogen
or water. As a result, since the 2000s, where struc-
tures of oxide surfaces have been reviewed extensively,
most of the dedicated articles focus on a limited selec-
tion of compounds, often only one. In this introductory
part of the chapter, we discuss recent advances re-
garding the main oxide families—titanium oxide, SnO2

and transparent conductive oxides, corundum-phase ox-
ides, oxides of rocksalt structure, vanadium oxides, iron
oxides, ceria, and zinc oxide—and the reasons that
prompted us to focus the present review on oxides of
rocksalt and perovskite structure.

TiO2 surfaces have attracted much attention due
to their direct involvement in many applications,
such as solar energy conversion, self-cleaning coat-
ings, biocompatible materials, photochemistry, and
(photo)catalysis, as highlighted in the seminal review
by Diebold [6.45]. Recent experimental and theoretical
reviews have been dedicated to low-index rutile [6.46]
and anatase [6.47] surfaces. A comprehensive issue
of Chemical Reviews dedicated to titanium dioxide
nanomaterials [6.48, 49] includes in particular papers
on structure–property relationships [6.47] and on the
synthesis of titania nanocrystals (anatase, rutile, and
brookite) with tailored facets [6.50]. Finally, through
surface science, approaches for TiO2 photocatalysis
provide molecular-level insights into photon-initiated
events occurring at TiO2 surfaces [6.5, 6]. The low ac-
tivity relative to thin films of titanium oxide is likely
explained by the availability of high-quality single crys-
tals of that compound and the ease with which they are
made conductive by reduction [6.46].

Among the several polymorphs of SnO2, the
most important naturally occurring form is cassiterite,
a phase with a tetragonal rutile structure [6.8, 27, 51].
The hierarchy of the surface energies of the crystallo-

graphic orientations shown in Fig. 6.1 (.110/ < .100/ <
.101/ < .001/ [6.27]) drives the growth and shape of
the nanoparticles and controls the physicochemical ac-
tivity. SnO2 is widely used as oxidation catalyst, gas
sensor, and transparent conductor. Those properties
rely on the natural nonstoichiometry of the oxide that
results from the low formation energies of tin intersti-
tials and oxygen vacancies and on the multivalence of
tin that easily switches from Sn(IV) as in SnO2 and
Sn(II) as in SnO. In particular, electrons donated by de-
fects to the conduction band without increasing optical
interband absorption explain the coexistence of con-
ductivity and transparency, a unique property among
the column-IV oxides [6.52]. However, the market for
transparent conductive oxides is dominated by the tin-
doped indium oxide (labeled ITO), as the material
offers a better combination of conductivity and trans-
parency than doped ZnO or SnO2 [6.9]. This property
was a strong motivation for the study of the structure
of In2O3 surfaces. Under ambient conditions, In2O3

adopts a body-centered cubic bixbyite structure which
is close to the parent fluorite structure, while alterna-
tive rhombohedral (corundum-like) and orthorhombic
phases have been identified [6.9].

Besides the popular ’-Al2O3, the corundum-phase
oxides currently studied are V2O3, Cr2O3, and hematite
’-Fe2O3 [6.44]. With respect to the most studied basal
(0001) orientation, the rhombohedral structure can be
represented by flat oxygen layers in hexagonal arrange-
ment that sandwich double planes of aluminum atoms
occupying two of three octahedral oxygen sites. By
cleaving the bulk lattice, the obtained termination can
be oxygen O3�Me�Me, full-metal Me�Me�O3, or
half-metal Me�O3�Me (Fig. 6.2). The latter is the ex-
pected nonpolar termination for that orientation which
belongs to Tasker’s type II classification. However, in
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Fig. 6.3a–c The close-packed O2� anion sublattice (red spheres) that is common to (a) wüstite, Fe1�xO (fcc oxygen
lattice), (b)magnetite, Fe3O4 (fcc oxygen lattice), (c) hematite, ’-Fe2O3 (hcp oxygen lattice), and maghemite (not shown)
is clearly observed. The Fe cations in octahedral (light blue) and tetrahedral (dark blue) sites are indicated (Reprinted
from [6.53], with permission from Elsevier)

all four cases, the issue is debated. Although the ex-
istence of the Al-terminated ’-Al2O3(0001) surface is
postulated on the basis of measurements supported by
atomistic simulations, some experiments suggest a par-
tial termination of the surface by hydroxyl groups, even
after annealing in ultrahigh vacuum. The presence of
these groups could explain the discrepancy between
the relaxation calculated by DFT for the Al-terminated
surface and experimental measurements. Both exper-
imental and theoretical approaches for V2O3(0001),
Cr2O3(0001), and ’-Fe2O3(0001) suggest terminations
in which the half-metal surface atoms are capped
with oxygen atoms to give rise to MeDO termina-
tion (Fig. 6.2). Those terminations, which are not de-
rived from bulk structure, are labeled vanadyl, chromyl,
and ferryl, respectively. The O3 and vanadyl termina-
tions are alternatively suggested for V2O3(0001) thin
films [6.21]. Fe-, O3-, and FeDO terminations are iden-
tified on both ’-Fe2O3(0001) films and single crystals.
However, the surface phase diagram remains contro-
versial, in part because, since the conditions required
to prepare stoichiometric surfaces are far different
from those of common surface science studies, well-
identified monophase surface terminations are lack-
ing [6.21, 53]. Different Cr-terminations Cr2O3(0001)
are evidenced at low oxygen chemical potential, while
chromyl groups are formed upon exposure to oxygen.

The vanadium–oxygen system is characterized by
different oxidation states from V2C to V5C and var-
ious oxygen coordination geometries that are at the
origin of the unique catalytic performance. Vanadium
is the most important metal used in supported metal
oxide catalysis [6.54]. Vanadium oxides involve binary
compounds from VO (V2C) to V2O5 (V5C), and mixed-
valence compounds such as Magnéli phases VnO2n�1
and Wadsley phases V2nO5n�1 [6.21, 55]. Beyond stud-
ies dedicated to single crystals such as V2O5(001),
VO2(011), V2O3(0001), and V2O3(10N12) [6.55], inves-
tigations of films supported on either oxides or metals

became dominant because they offer a much wider
choice of orientations and composition and are easily
analyzed by electronic probes [6.17–19, 21, 55].

Iron oxides can be considered as a class since
they have in common a close-packed layer of oxygen
atoms (Fig. 6.3) [6.21, 53]. Wüstite FeO crystallizes
in the rocksalt structure. Fe2C ions are in octahedral
positions. Wüstite is often nonstoichiometric because
of cation deficiency. Magnetite Fe3O4 has an inverse
spinel structure with tetrahedrally coordinated Fe3C and
a 50 W 50 mixture of Fe2C and Fe3C in octahedral po-
sition. (Spinels have the general formula AB2O4. In
so-called normal spinels, such as MgAl2O4, the A2C
and B3C cations occupy tetrahedral and octahedral posi-
tions, respectively. However, if A2C cations have a large
crystal field stabilization energy [6.53], as in the case of
Fe3O4, they occupy half of the octahedral sites, while
the displaced B3C cations are in tetrahedral sites; such
materials are known as inverse spinel.) Magnetite is
the most studied iron oxide because at 125K it under-
goes the so-called Verwey transition from a monoclinic
to an inverse spinel structure that leads to profound
changes in conductivity and magnetic properties. In
hematite ’-Fe2O3, the most stable phase, Fe3C ions oc-
cupy octahedral sites. Direct oxidation of Fe3O4 leads
to maghemite ”-Fe2O3, in which Fe2C is converted into
Fe3C, while the spinel structure, with Fe vacancies in
octahedral positions, is preserved. Although the spinel
structure is metastable with respect to the corundum
structure, the transformation requires the difficult tran-
sition of the O2� lattice from fcc to hcp. Conversely,
transitions from wüstite to magnetite to maghemite are
easy because they only require cation rearrangement
while keeping the fcc oxygen lattice.

Ceria CeO2 has the fluorite (CaF2) crystal structure,
with a face-centered cubic sublattice of Ce cations and
a simple cubic arrangement of O anions. Although ceria
single crystal surfaces are used, surface science stud-
ies of ceria are generally performed on thin films that
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Fig. 6.4 Comparison of so-called reducible (here, CeO2

and TiO2) and irreducible oxides (Al2O3 and MgO):
A P(O2) versus T phase diagram, as determined by den-
sity functional theory approaches, shows transition curves
from pristine to defective surfaces in thermodynamic equi-
librium. Colored areas give estimates of errors. Dashed
horizontal lines indicate residual pressures encountered in
various vacuum regimes. The reducible character of ce-
ria is highlighted (Reprinted with permission from [6.20].
Copyright 2013 American Chemical Society)

are prepared either by direct deposition of the oxide or
via precursors or, most often, by oxidation of cerium
films [6.56]. The catalytic applications of ceria, a mate-
rial of which a particular property is the ability to pass
rapidly through redox cycles (Fig. 6.4) [6.20], are the
focus of much attention [6.3, 20, 29, 56, 57].

Zinc oxide is commonly used as catalyst, especially
in the industrially important production of methanol,
and as pigment. ZnO powders of wurtzite structure
reveal nonpolar facets, (10N10) and (11N20), and po-
lar zinc- and oxygen-terminated facets, (0001)-Zn and
(000N1)-O [6.58, 59]. As regards the (10N10) surface,
overall consistency is observed between experimental
approaches and between these approaches and the the-
oretical modeling. Conversely, little is known about the
polar (000N1)-O surface that is stressed as being the most
catalytically active ZnO termination. Neither the com-
pensation of the electrostatic instability of that surface
nor its hydrogen termination is understood [6.58].

This brief overview illustrates the strong research
activity relating to the surface structures of binary ox-
ides. I propose herein to address two important issues
from angles that seem to avoid redundancies: (i) the
quite general question of surface relaxation, and (ii) the
surface of strontium titanate, whose structure/property
relations are strongly debated [6.10, 60–67].

In the first part, special attention is paid to rum-
pling, an issue common to all ionic surfaces [6.68,
69]. The rocksalt oxide surfaces, recently reviewed by
Woodruff [6.44], are chosen in this context because,
given the gradual variation they present over the series,
they offer a unique playground for the critical analy-
sis of relaxation and rumpling mechanisms. Whatever
the material, the creation of a surface generates a stress
that is compensated by atomic rearrangements whose
energetically dominant contribution is the relaxation of
the surface and subsurface interlayer spacings [6.70–
75]. Within a given atomic layer, cations and anions
show different displacements in the direction normal
to the surface because of their specific polarizability
and bonding. The difference between these displace-
ments is the so-called rumpling. With an energy of two
orders of magnitude lower than relaxation [6.70], rum-
pling has, however, attracted continual interest because
its mechanism relies on the nature of the atomic inter-
actions in the surface region. In this context, oxides of
rocksalt structure are of particular interest because they
form a series of compounds of identical structure, of
which only the cations change. After the examination
of MgO(100), one of the oxide surfaces having accumu-
lated the greatest number of studies, the data related to
the series of the (100) nonpolar orientation of the alka-
line earth oxides (CaO, SrO, BaO) and the oxides of the
transition metals of Group III (MnO, FeO, CoO, NiO)
are considered, respectively.

The second part of the review turns toward a re-
flection on ternary oxides. Many applications require
surfaces with precisely defined structures [6.10, 60–67],
although their composition reflects the bulk complex-
ity. In the global movement that has focused on ox-
ide surfaces and interfaces over the past few decades,
the early discovery of catalytic [6.76], sensing [6.77],
ferroelectric [6.78], and dielectric [6.79] properties
of oxides of perovskite structure has prompted in-
tense investigations, with particular interest in the
crystallographic orientation (100) of strontium titanate
SrTiO3, which is the subject of this review. The sur-
face structures of SrTiO3(110) and SrTiO3(111) (polar)
and those of the other oxides of perovskite structure
have been much less investigated [6.10, 80–82]. The
story began with the early use of SrTiO3 for grow-
ing epitaxial high-temperature superconducting oxide
films [6.83]. The need for atomically defined sub-
strate prompted Kawasaki et al. to prepare single-
terminated SrTiO3(100) surfaces [6.84] that subse-
quently inspired many other studies. Epitaxial growth
on SrTiO3(001) depends intimately on the surface struc-
ture. The .

p
13�p13/-R33:7ı reconstruction favors

homoepitaxy [6.85], while heteroepitaxy is easier on
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the .
p
13�p13/-R33:7ı [6.86] and (2�1) [6.87] struc-

tures. The nucleation of perovskite is forbidden on
SrTiO3(001)-c(6� 2) [6.87] but allows pseudomorphic
CdTe(211) growth [6.88]. High-quality epitaxy [6.89]
and lower critical temperature [6.90] are obtained for
YBa2Cu3O7�x on smooth single-terminated termina-
tions. Unusual transport properties are observed on
SrTiO3(106) stepped surfaces [6.91]. Such a close
matching of many oxides and semiconductors on
SrTiO3(100) surfaces was the source of an impres-
sive series of new findings. Examples are provided
by the crystalline gate dielectric in silicon-based de-
vices [6.92], channels for field-effect transistors [6.93,
94], two-dimensional electron gases (2DEGs) [6.61]—
later observed at cleaved STO surfaces [6.66]—

ferroelectric superlattices [6.62], and superconducting
and magnetic interfaces [6.65], which have paved the
way for atomically fabricated innovative heterostruc-
tures. Referred to as the “gold standard” [6.95] for its
ability to act as a photocatalyst in promoting water
splitting without bias [6.76], strontium titanate became
a workhorse [6.10, 67] for the emerging oxide nano-
electronics, similar to what silicon is for the field of
semiconductors [6.10, 64, 66, 67]. In relation to these
developments, the control of the structure and composi-
tion of the SrTiO3(100) surface is of crucial importance.
The second part of the review examines the TiO2 and
SrO terminations of SrTiO3(100) and describes the
reconstructions of that surface, before discussing the
limits of the current state of the art.

6.2 Oxides of Rocksalt Structure

MgO(100) is a reference for the surface science of ox-
ides. The simple rocksalt cubic structure of the oxide
is tractable for calculations, while the easy cleavage
along the low-energy (100) face allows for the prepara-
tion of well-defined surfaces in a reproducible manner.
Magnesium oxide is also obtained in the form of cubic
nanoparticles closed by (100) facets by various methods
ranging from decomposition of hydroxides or carbon-
ates in vacuum [6.96, 97], burning metallic magnesium
in oxygen [6.98], or gas-phase reaction of magnesium
with oxygen [6.99]. Those nanocrystalline powders ex-
hibit a variety of low-coordinated ions that were used as
a model for catalytic reactions [6.96] and water [6.97,
100] or hydrogen [6.99] dissociation. CaO and BaO
powders contribute many applications such as bioactive
glass ceramics [6.101, 102] and dye-sensitized core–
shell nanocrystals [6.103]. BaO allows the storage of
NOx emissions in three-way catalysts [6.104]. MgO
is the basic component of catalysts for the activa-
tion of methane [6.105]. Single-crystalline Fe=MgO=Fe
magnetic tunnel junctions show giant tunneling magne-
toresistance [6.106]. Although CaO has attracted fewer
experimental surface studies than MgO, and SrO and
BaO none, the numerous applications, especially those
related to catalysis, have stimulated the development
of theoretical approaches [6.107–110]. The (100) sur-
faces of the transition-metal oxide series MnO, CoO,
FeO, and NiO also became quite popular because they
are cleavage planes of oxides that are antiferromag-
nets below Néel temperatures of 116, 198, 291, and
525K, respectively [6.111], used as catalysts [6.112–
114] and commonly encountered as corrosion prod-
ucts [6.115].

6.2.1 Surface Geometry

Relaxation and rumpling are currently defined in two
different ways. A first approach is based on the relative
position of the atoms of the i-th layer compared with
those of the .iC 1/-th layer. Another description uses
the absolute positions of the atomic layers with respect
to the first undistorted deep layer, which is more ap-
propriate when the relaxation involves more than one
surface layer [6.72, 73]. If the first undistorted atomic
layer is the third one, the distances dO and dMe of the
oxygen and metallic ions, respectively, are defined with
respect to this layer (Fig. 6.5). Relaxation ırel and rum-
pling ırump are expressed as a percentage of the bulk
interlayer spacing dbulk [6.72]

ırel D dOC dMe � 4dbulk
2dbulk

; (6.1)

ırump D dO� dMe

dbulk
: (6.2)

A positive (negative) value of the relaxation means
that the first interlayer spacing is expanded (contracted).
A positive (negative) value of the rumpling indicates
that the anion (cation) shifts outward with respect to the
cation (anion).

6.2.2 MgO(100)

MgO is the first in the series of alkaline earth oxides
classified by increasing molecular weight. The crystal-
lographic structures of MgO, CaO, SrO, and BaO all
belong to the FmN3m space group. The lattice param-
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Fig. 6.5 Schematic representation of a nonpolar oxide sur-
face with an inward relaxation and a positive rumpling in
which anions shift outward with respect to cations. Dashed
lines represent the position of layers separated by the bulk
interlayer distance dbulk (After [6.72])

eters are 4:21, 4:81, 5:16, and 5:52Å for MgO, CaO,
SrO, and BaO, respectively [6.116]. Similarly to the de-
crease in the bulk modulus, the surface energy decrease
along theMgO–BaO series indicates a weakening of the
interatomic interactions [6.71–75]. The trend in ionic
character is a decrease from MgO to BaO [6.73, 74,
117–119].

Many experimental and theoretical studies have
been dedicated to the determination of relaxation and
rumpling at the MgO(100) surface. Data are summa-
rized in Fig. 6.6 [6.71–75, 120–153]. The experimen-
tal methods used by the cited authors include low-
energy electron diffraction (LEED), impact-collision
ion scattering spectroscopy (ICISS), electron energy
loss fine structure (EELFS), medium-energy ion scatter-
ing (MEIS), grazing incidence x-ray scattering (GIXS),
fast-atom diffraction (FAD), transmission electron mi-
croscopy (TEM), and helium diffraction. The calcula-
tions quoted were performed by shell methods, den-
sity functional theory (DFT) by calculating exchange–
correlation density and potential within both the lo-
cal density approximation (LDA) and the generalized
gradient approximation (GGA), Hartree–Fock (HF) ap-
proaches, and hybrid functional (B3LYP). Overall, the
MgO(100) surface is close to bulk-terminated, with
surface relaxation and rumpling which essentially go
from �1 to C3% and 0 to 6%, respectively. Rum-
pling appears systematically positive, while the sign of
the relaxation seems indeterminate, since positive and
negative values are found by both theory and experi-
ment (Fig. 6.6). Before analyzing the data set in more
detail, it is worth examining the surface preparation
methods.

Surface Preparation
The strong hydrophilicity of MgO [6.97, 98, 100]
prompted the preparation of clean surfaces dedicated
to ultrahigh vacuum (UHV) analysis via vacuum cleav-
age, as in most of the structural studies of MgO(100)

by electron diffraction [6.120–123, 125]. Indeed, very
large relaxations observed on air-cleaved or polished
surfaces [6.126, 127] could be suspected to come from
adsorbates [6.127, 154], although nothing systematic
can be proven [6.121]. The drawback of cleavage is the
generation of rather rough surfaces involving steps, slip
lines, adstuctures, and holes, as shown by atomic force
microscopy (AFM) [6.155] and noncontact atomic
force microscopy (NC-AFM) [6.156] (Fig. 6.7a,b).
Next to fairly flat areas where terraces are separated by
monatomic steps (Fig. 6.7b, left), the cleaved surfaces
present very chaotic zones with series of multiatomic
steps (Fig. 6.7b, right) whose distribution, which is be-
yond control, can lead to unreproduciblemeasurements.
Moreover, defects generate complex relaxations. For
example, relaxations tend to smoothen steps by shift-
ing footstep atoms outward and terrace atoms away
from step edges, as nicely shown by TEM [6.128]
(Fig. 6.7c), in agreement with simulations [6.129,
130, 157, 158]. Therefore, cleaved surfaces are poor
candidates for diffraction studies requiring large co-
herence length [6.131]. To solve this issue, several
groups have combined annealing at high temperature
and ion bombardment [6.131, 132]. Ion bombardment
alone leads to disordered surfaces [6.124], but anneal-
ing to 1640�1870K in UHV enables surface diffusion
that restores the crystallinity [6.124, 126, 131, 132]. Ap-
propriate combinations of bombardment by ions or
atoms, annealing, and exposure to oxygen lead to flat
defect-free MgO surfaces with wide (100) terraces, as
demonstrated by x-ray diffraction (XRD) [6.132] and
FAD [6.131].

Relaxation and Rumpling
Measurements performed on those defect-free sur-
faces [6.131, 132] lead to values of .�0:56˙ 0:35/%
[6.132] for relaxation and .1:07˙ 0:5/% [6.132] or
.1:6˙ 1:5/% [6.131] for rumpling, which can be con-
sidered the most reliable experimental data. The mostly
negative experimental estimates of relaxation (Fig. 6.6)
support the inward relaxation evidenced by XRD
measurement. Conversely, the outward relaxation of
.3˙ 4/% determined by TEM [6.128] deviates signifi-
cantly from all other measurements. This singular value
is probably due to the very defective nature of the sur-
faces on which the measurements have been made, as
shown by the fact that in TEM images, the displace-
ments of the surface atoms are all influenced by the
vicinity of the steps (Fig. 6.7c, middle). Unlike ex-
periments, calculations favor an expansion of the first
interlayer spacing. In particular, the DFT calculations
performed on the thicker slabs [6.72–75, 133], which
are expected to be the most reliable, lead systematically
to positive values of the relaxation (Fig. 6.6).
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Methods and
References

Relaxation δrel (1–2) (%) Rumpling δrump (1) (%)

–0.3 ± 1.6 0.0 ± 3

3.8 6.6

0.0 5.0

–2.7 to 2.3 –5.9 to 6.3

0.0 6

0.0 2 ± 2

2.0 0.68

–0.7 2.5

1.25 ± 1.25 0.0

–0.6 11.02.4

–0.7 1.0

–15  0.0

0.3 ± 0.9

–17 1.0 3.0

2.3 5 ± 2.5

1 ± 2

–1 ± 1 1.0

0.5 ± 1

0.7 1.7

–1.2 0.6 0.5

1.5

–0.56 ± 0.35 1.07 ± 0.5

–0.2 ± 0.7 3.3 ± 1.5

–0.6 3.6

0.48 1.62

0.22 1.87

–0.43 2.4

–2.9

–0.4 1.3

–0.2 1.8

–0.2 2.2

0.003 2.27

–1.4 0.95

2.4

0.1 2.0
0.0 2. 2

1.6 ± 1.5

2.7

3 ± 4 1 ± 3

0.12 2.36

0.2 2.31

0.34 2.20

0.11 2.22

0.19 2.08

–1 0 1 2 3 –2 0 2 4 6

LEED [6.120,134] – VC

Shell model [6.135]

Shell model [6.136]

Shell model [6.137]

RHEED [6.121] – VC and AC

LEED [6.138] – AC

Shell model [6.139]

Shell model [6.129]

LEED [6.122] – VC

Shell model [6.140]

Shell model [6.141]

HF [6.142]

ICISS [6.126] polished

EELFS [6.127] – AC

[6.130]

[6.143]   

LEED [6.123] – VC

HF [6.144]

MEIS [6.124] – VC

LDA [6.145]

Shell model [6.146]

LDA [6.147]

GIXS [6.132] –Ar + 1500 °C

LEED [6.125] – VC

LDA [6.148]

GGA and LDA [6.133]

LDA [6.149]

GGA [6.149]

B3LYP [6.150]

LSDA [6.151]

LDA [6.71]

GGA [6.71]

GGA [6.72]

LDA [6.152]

He diffraction [6.153] – VC

LDA [6.73]

GGA [6.74]

FAD [6.131] – ion and 1500 °C

GGA [6.131]

TEM [6.128] – electron beam

GGA [6.128]

GGA (PBE) [6.75]

GGA (PBEsolid) [6.75]

GGA (PBE-hybrid) [6.75]

GGA (PBEsolid-hybrid) [6.75]
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Fig. 6.6 Experimental (blue) and theoretical (red) values of the relaxation ırel (1�2) of the topmost spacing and surface
rumpling ırump (1) for MgO(100). Methods and sample preparation are indicated (VC, AC: vacuum- and air-cleaved).
The classification by year is based on Fig. 18 of Schüller et al. [6.131], which presents data of the same type. A similar
classification is used in Figs. 6.8, 6.11 and 6.16 J

Adstructures

Hole

Steps

50 nm

0.6

0
0.40

Distance (μm)

Height (nm)
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8765432 1

432 5

0
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Height (nm)

a) c)

b)

(001)

(110)ˉ
(111)  ̄

Fig. 6.7a–c MgO(100) surfaces: (a) NC-AFM image of a cleaved MgO surface (Adapted with permission from [6.156].
Copyright 2003 by the American Physical Society); (b) AFM images of an air-cleaved MgO(100) surface: Areas with
multiatomic steps (left) and series of monatomic steps (right) (Adapted with permission from [6.155]. Copyright 1996
Elsevier); (c) High-resolution transmission electron microscopy (HRTEM) image of MgO high-Miller-index surface
faceted into small (100) surfaces; top left with respect to dashed line: Experimental image around the step; top right:
Simulated image using DFT calculation result as input; middle: Visualization of atomic displacements corresponding to
the image from the top. All arrows are magnified five times; bottom: HRTEM image of a (001) surface in the [110] zone
axis (Reprinted with permission from [6.128]. Copyright 2013 by the American Physical Society)

Rumpling data show much clearer trends. The
systematically positive values of the rumpling (Fig. 6.6)
demonstrate that the oxygen ions protrude above the
magnesium ions at the MgO(100) surface. Theoretical

estimates from shell models that are based on empirical
parameters and LEED measurements are somewhat
scattered (Fig. 6.6). It is logical to compare the values
measured on surfaces with large and well-defined
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terraces by XRD (1:07˙ 0:5% [6.132]) and FAD
(1:6˙1:5% [6.131]) to DFT calculations performed on
the thicker slabs (	 6 layers), i.e., 2:31% [6.133],
2:2% [6.72], 2:22% [6.73], 2:08% [6.74], and
2:2% [6.75], the latter value corresponding to four
averaged values from [6.75]. (In the case of the rum-
pling determined by FAD [6.131], the value of the
atomic displacement of oxygen with respect to mag-
nesium (0:033˙ 0:03Å) is sometimes confused with
the percentage of the bulk interlayer spacing—ırump(1)
in Fig. 6.6—that defines the rumpling [6.44, 75].) The
DFT values of the rumpling are remarkably similar. The
scatter due to the difference between the exchange–
correlation functionals that are used in the various
calculations appears quite marginal [6.75, 131].

The average values obtained by the calculations per-
formed on the thickest slabs [6.72–75, 133] (taking only
average values from the four values calculated in [6.75])
are C 0:16% for relaxation and 2:1% for rumpling.
Therefore, theoretical estimates for relaxation and rum-
pling are a little less than 1% above the XRD and FAD
experimental values (Fig. 6.6). These discrepancies
are comparable to those observed on metal surfaces,
although metals are believed to involve a simpler ap-
proach than oxide surfaces. For example, theoretical
and experimental relaxation values differ significantly
for low-index Al, Pd, Pt, Au, and Ti surfaces [6.159].

6.2.3 Alkaline Earth Metal Oxides

The calculated values of surface relaxation and rum-
pling in the CaO(100), SrO(100), and BaO(100) series
are summarized in Fig. 6.8 [6.71–75, 149, 151]. Trends
are comparable, but numbers differ widely. The surface
relaxation of the (100) orientation, which is close to zero
in the case of MgO, is predicted by calculations to be
increasingly negative along the series of alkaline earth
metal oxides fromCaO toBaO [6.71–75, 149]. (It should
be noted, however, that the rather low relaxation values
found by Skorodumova et al. [6.72] (Fig. 6.8) with re-
spect to the other groups comes in part from the use of
(6.1). According to these authors, the subsurface layer
relaxes outward. Therefore, a relaxation defined as the
variation in the distance between the first and second
layers leads to higher values than a calculation that con-
siders the absolute positions [6.72].) In parallel, the rum-
pling which is positive on MgO(100) is the opposite
for the rest of the series. It is increasingly negative for
CaO(100), SrO(100), and BaO(100), which means that
cations are expected to protrude from the surface. Mea-
surements were performed on CaO(100) [6.160, 161].
The relaxation of �1% found by LEED agrees with the
simulation, but the value of 2% found for the rumpling is
at oddswith the theoretical predictions. The authors have

suggested that a negative rumpling could lead to a better
fit of the data, but did not explore this possibility [6.160].
A standing wave analysis concluded that the relaxation
was too small to be observed [6.161].

Most studies report negative electron affinity for
MgO(100) [6.73, 162–164] and also for CaO(100) and
SrO(100), but not for BaO [6.73]. Conversely, Logs-
dail et al. find positive electron affinity along the MgO–
BaO series [6.75], in agreement with thermionic mea-
surements performed on MgO [6.165]. However, a con-
firmation would be required [6.166], since those mea-
surements were conducted under conditions that do not
totally exclude the presence of adsorbates, especially
given the very hydrophilic nature of MgO (Sect 6.2.1).

Surface Relaxation
In fully covalent systems, surface relaxation results
from the competition between band energy and short-
range repulsion terms that in simple models vary asp
Z and Z, respectively, if Z is the coordination num-

ber [6.69, 70]. Surfaces are therefore expected to relax
inward. In fully ionic systems, atomistic approaches re-
lying on electrostatic and short-range interactions result
in interatomic distances that vary as Z=’ (where ’ is
the Madelung constant), which again leads to inward
relaxation [6.69, 70]. Iono-covalent systems are shown
to behave in a way which depends on the variations in
the three terms (covalent, electrostatic, and repulsion)
as a function of environment [6.69, 70]. Beyond the de-
bate on the relative importance of the ionic [6.73] or
covalent [6.69, 70] character of the alkaline earth metal
oxide surfaces, it appears that the delocalization of the
electrons plays an important role in the surface relax-
ation of these oxides [6.70–73, 149].

Cleavage results in a downward shift of the semi-
core p-state of surface cations [6.72, 73]. This has little
effect on MgO, since the Mg p-state lies very low in
energy. At CaO, SrO, and BaO(100) surfaces, the up-
ward shift of the cation p-state would result in wider
p-O bands in the absence of relaxation. The effect
of relaxation is to narrow those bands. The electron
localization around oxygen atoms then increases the
Coulomb interaction between cations and anions, which
causes a contraction of the surface and subsurface inter-
layer spacings. Skorodumova et al. divide the relaxation
energy into a band energy term that represents the occu-
pied one-electron states and a term corresponding to the
sum of electron–electron Coulomb interaction (Hartree
term), electron–core interaction, electronic exchange
and correlation, and core–core Coulomb energy [6.72].
The MgO(100) relaxation mostly stems from the first
contribution, while SrO(100) and BaO(100) relaxations
are dominated by electrostatic interactions. CaO(100) is
a border case [6.72].
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δrel (1–2) (%) δrump (1) (%)

CaO
(100)

LDA [6.149] –2.25 –1.31

GGA [6.149] –1.69 –0.55

LSDA [6.151] –3.2 –1.5

LDA [6.71] –2.3 –0.6

GGA [6.71] –2.7 –0.2

GGA [6.72] –1.12 –0.68

LDA [6.73] –2.0 –1.1

GGA [6.74] –1.8 –0.3

GGA [6.75] –1.89/–2.39 –0.64/–0.84

Hybrid [6.75] –1.45 –0.98/–1.03

SrO
(100)

LSDA [6.151] –3.4 –3.0

LDA [6.71] –3.2 –1.5

GGA [6.71] –3.0 –1.3

GGA[6.72] –1.67 –2.26

LDA [6.73] –2.6 –2.5

GGA [6.74] –2.0 –2.0

GGA [6.75] –2.43/–3.32 –2.15/–2.40

Hybrid [6.75] –2.63/–2.49 –2.18/–2.34

BaO
(100)

LSDA [6.151] –4.4 –5.9

LDA [6.71] –4.6 –1.8

GGA [6.71] –4.0 –1.6

GGA [6.72] –2.45 –4.89

LDA [6.73] –6.3 –5.8

GGA [6.74] –4.0 –3.8

GGA [6.75] –5.66/–5.76 –4.94/–5.70

Hybrid [6.75] –4.98/–5.26 –4.74/–4.91

–5 –4 –3 –2 –1 –5 –4 –3 –2 –1

Fig. 6.8 Calculated values of the relaxation ırel (1�2) of the topmost interplanar spacing and of the surface rumpling
ırump (1) for CaO(100), SrO(100), and BaO(100)

Role of Electron Delocalization
Rumpling is due to an asymmetric response of cations
and anions to bulk cleavage that can originate from
differences in either polarizability or bond characteris-
tics [6.70, 71]. In the earlier model of Verwey [6.167],
the rumpling stems from the difference in anion and
cation polarizabilities. Having the highest polarizabil-
ity, the oxygen ion protrudes outward, as observed
on MgO(100) (Sect. 6.2.2). However, if the differ-
ence in polarizability were the only driving force for
rumpling, all oxides in the alkaline earth metal ox-
ide series should exhibit a positive rumpling [6.71,
149], since the Pauling polarizabilities of Mg2C, Ca2C,
Sr2C, Ba2C, and O2� are 0.094, 0.47, 0.86, 1.55, and
3.88, respectively [6.71]. In addition to the Verwey

model, which still holds even if it is not dominant,
driving forces that stem from atomic bonds were sug-
gested [6.71–74, 149]. On the basis of contracted and
expanded unit cells in which ionicity is preserved,
the opposite rumpling of MgO(100) and CaO(100)
was suggested by Alfonso et al. to come from va-
lence repulsion effects, or in other words, steric ef-
fects [6.149]. Broqvist et al. [6.71] distinguished two
types of differences in bond characteristics: metal–
oxygen covalence, and bonds between oxygen next-
nearest neighbors that rely on electron delocalization.
The authors observed that the O(2p)–O(2p) overlap
decreases from MgO to BaO. At the MgO(100) sur-
face, they suggest that the positive rumpling results
from next-nearest-neighbor interaction via the strong
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0.9333–1.000
0.8667–0.9333
0.8000–0.8667
0.7333–0.8000
0.6667–0.7333
0.6000–0.6667
0.5333–0.6000
0.4667–0.5333
0.4000–0.4667
0.3333–0.4000
0.2667–0.3333
0.2000–0.2667
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0.0667–0.1333
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b)
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Fig. 6.9a–e Electron localization function for the (100) surfaces of (a) MgO, (b) CaO, (c) SrO, and (d) BaO. The values
0.5 and 1 (e) correspond to complete delocalization and localization, respectively. The delocalized oxygen electrons that
protrude in vacuum appear to noticeably shrink fromMgO(100) to BaO(100). The increasing electron localization around
oxygen accompanies the band narrowing (Reprinted with permission from [6.72]. Copyright 2005 by the American
Physical Society)

O(2p)–O(2p) overlap. Conversely, the electron delo-
calization progressively reduces along the CaO, SrO,
and BaO series, while the contribution of the nearest-
neighbor interactions (Me�O bond) increases [6.71].
To increase cohesion, the surface ions tend to relax
toward the subsurface layer. However, because of dif-
ferences in polarizability, the covalence of the bonds
between surface anions and subsurface cations is higher
than that of the bonds between surface cations and sub-
surface anions. This effect favors a negative rumpling.
Therefore, the increasingly negative values of rumpling
that are predicted in the CaO, SrO, and BaO series for
both (100) and (110) orientations have been attributed
to a balance between the effect of electron delocal-
ization (anion–anion repulsion) and the metal–oxygen
bond [6.71].

At cleaved oxide surfaces, Skorodumova et al. [6.72]
and Baumeier et al. [6.73] observed a downward shift
of the semicore p-states of surface cations which they
link to the surface and subsurface relaxation and rum-
pling. (As noted in [6.72], the interaction between the
metal p-M and oxygen states has already been shown
to stabilize ABO3 perovskite structures [6.168].) The
electronic structure of the oxides is characterized by
a narrowing of the valence band, consisting mostly of
the p-O states, along the alkaline earth metal oxide se-
ries: 4:44 eV (MgO), 2:57 eV (CaO), 2:08 eV (SrO),
and 1:83 eV (BaO) [6.71, 72]). The spill-out of the oxy-
gen electrons is predicted to narrow that surface p-O
band and to cause semicore s oxygen states to shift out-
ward [6.72] (Fig. 6.9). The low-lying p-Mg state hardly

affects the oxygen p band at the MgO(100) surface. In
contrast, the width of the semicore p-O states associated
with CaO, SrO, and BaO surfaces correlates strongly
with the energy position of p-M [6.71, 72]. It becomes
wider than in bulk as the p-M states shift toward lower
energy. The increasing localization of oxygen electrons
increases Coulomb interactions. The anions are pushed
downward by the surrounding cations, which leads to
negative rumpling on the (100) surfaces of CaO, SrO,
and BaO. The role of the semicore states is highlighted
by calculation of slabs involving artificially expanded or
contracted surface in-plane lattices [6.72]. Relaxations
change in amplitude but keep their sign, except in the
border case of CaO. Upon lattice expansion, the neigh-
boring cations of the surface anions move away, which
causes the p-M band to shift downward and the oxygen
electron to delocalize. Therefore, the expansion of the
in-plane lattice parameter promotes positive rumpling.
Compression has the opposite effect [6.72].

Rumpling is suggested to be of local origin [6.71],
since the change in rumpling between MgO and the
CaO, SrO, and BaO series has been previously reported
for small (MeO)12 clusters [6.169, 170]. In the case of
MgO(100), the local origin of the rumpling might ex-
plain the relevance of TEM measurements made on
highly defective samples [6.128] (Fig. 6.7c). They lead
to a value of rumpling of .1˙ 3/%, in fair agreement
with values determined by diffraction on high-quality
surfaces [6.131, 132], while the relaxation analyzed in
the context of the same TEM measurements strongly
deviates from the bulk of the other data (Fig. 6.6).
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6.2.4 Transition-Metal Oxides

The transition-metal oxides (TMOs) MnO, FeO, CoO,
and NiO crystallize in the rocksalt structure in the
paramagnetic phase with lattice parameters of 4.44,
4.30, 4.27, and 4:17Å, respectively. They become anti-
ferromagnetically ordered below Néel temperatures of
116K (MnO), 198K (FeO), 291K (CoO), and 525K
(NiO) [6.171] with rhombohedral (MnO and NiO) or
monoclinic (FeO and CoO) distortions. Not observed
by STM [6.172, 173] (Fig. 6.10a), the (2� 1) ferro-
magnetic surface over-structure is evidenced by LEED
on Ni(100) in normal conditions [6.174]. By DFT
approaches, Schrön et al. predict the observation of
pronounced spin contrasts by spin-polarized STM (us-
ing ferromagnetic tips) in the (2� 1) structure along
the MnO(100), FeO(100), CoO(100), and NiO(100) se-
ries [6.175] (Fig. 6.10b).

As in the case with alkaline earth metal oxide sur-
faces, the relaxations of the (100) faces of the paramag-
netic phases of the TMOs are bulk-like terminated with
interlayer spacing relaxation and intra-layer rumpling
that minimize the surface energy. The related results
are summarized in Fig. 6.11. From the reported data,
the superficial relaxation of NiO(100) is the only case

14121086420

a) b)

[010]

[100]
16

Corrugation height (pm)
302520151050 35

Corrugation height (pm)

Fig. 6.10a,b The NiO(100) surface (a) (1� 1) structure seen by STM: Images of empty states, where bright spots cor-
respond to Ni sites (top) and filled states (bottom) where oxygen dominates (Reprinted with permission from [6.172].
Copyright 1997 by the American Physical Society); (b) simulation of the (1� 1) STM image (left) and of the (2� 1)
SP-STM (right) of the filled states with an integration up to �1:5 eV below the VBM; black (red) spheres indicate TM"
(TM#) ions, and blue (green) spheres indicate O" (O#); the simulated (1�1) STM image that shows O and Ni as bright
spots is compared with the experimental image (bottom (a) [6.172] in inset). On the simulated (2� 1) SP-STM image,
the Ni2C ions with magnetic moments aligned antiparallel to the tip magnetization become brighter due to tunneling
from the minority-spin t2g states, which increases the contrast between Ni2C (Reprinted with permission from [6.175].
Copyright 2015 by the American Physical Society)

which appears indisputable. The eight values obtained
by measurement or calculation, which range from �1:4
to �2%, are in fair agreement in indicating an outward
displacement of surface oxygen atoms with respect to
surface nickel atoms. Data on the other, most stud-
ied TMO surface, MnO(100), are inconclusive. DFT
and MD predict a contraction of the first interlayer
spacing. Conversely, measurements favor an expansion,
although with large error bars (Fig. 6.11).

As a trend, the values found for rumpling are pos-
itive for the four surfaces, except for two DFT calcu-
lations [6.151] and two MEIS measurements [6.180,
181] on MnO(100) and NiO(100) surfaces (Fig. 6.11).
Data on thin films are presented in Fig. 6.11 [6.179,
183, 185, 187]. Are they meaningful with respect to
bulk samples? Supported films may offer better crys-
talline surface quality than cleaved crystals, and are
often preferred for structural studies [6.183, 185], as
highlighted in the introduction for oxide surfaces in
general. In the case of FeO, the disproportionation of
the bulk oxide into Fe and Fe3O4 below 840K [6.53]
encourages the preparation of thin films, although care
must be taken to avoid mixtures of Fe1�xO, Fe, and
Fe3O4 [6.53, 185]. Surface interlayer relaxations of sup-
ported films partly compensate the in-plane interface
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MnO(100) FeO(100) CoO(100) NiO(100)

δrel (1–2) (%)

LEED [6.176] VC –1.5 ± 1.5

LEED [6.177] VC ±3

LEED [6.178] VC –2.0   

LEED [6.179] 2 ML –1.7 ± 1.7

DFT.LSDA [6.151] –1.5 –1.4

MEIS [6.180] AC –1.44 ± 0.7

MEIS [6.181] N2-C +0.1 ± 0.7

MD [6.181] –2.9

MEIS [6.182] N2-C –1.9 ± 0.6

LEED [6.183] 48 ML +1.5 ± 2.5

GGA + U [6.184] –0.3

LEED [6.185] 22 ML –2.4 ± 4.6

GGA + U [6.186] –1.3

LEED [6.187] 4 ML +5.7 ± 1.9

GGA + U [6.188] +1.9

–0.8 –0.2 –0.3 –1.2

LEED [6.176] VC 0.0

LEED [6.177] VC 0.0 +2.4 ± 2.4

LEED [6.178] VC 0.0

LEED [6.179] 2 ML –4.8 ± 0.6

MEIS [6.180] AC

DFT.LSDA. [6.151] –0.5 –2.5

MEIS [6.181] N2-C –3.6 ± 0.7

MD [6.181] +1.7

LEED [6.183] 48 ML +5.5 ± 2.5          

GGA+ U [6.184] +1.3

LEED [6.185] 22 ML +3.9 ± 3.2

GGA + U [6.186] +1.7

LEED [6.187] 4 ML +2.8 ± 1.9

GGA + U [6.188] +0.8

+1.1 +1.8 +1.4 +0.9

δrump (1) (%)

LDA + U [6.175]

LDA + U [6.175]

Fig. 6.11 Experimental and theoretical values of the relaxation of the topmost interplanar spacing ırel (1�2) and surface
rumpling ırump (1) for MnO(100), FeO(100), CoO(100), and NiO(100). Methods and preparation are indicated (VC, AC,
N2-C for vacuum-, air-, and N2-cleaved)

strain [6.187], which likely results in an expansion of
the 4ML CoO(100) film [6.187] with respect to bulk,
while the 48ML MnO(100) film [6.183] and the 22ML
FeO(100) film [6.185] are contracted. Therefore, the
comparison of the relaxation of thin films with that of
bulk samples is not straightforward. The case of rum-
pling is different. The rumpling at the surface of metal-
supported films depends on the interface oxide–metal
bond [6.189, 190]. An estimate of the film thickness
for which the surface geometry escapes the influence
of the substrate is given by DFT calculations relative
to three-layer MgO(100) and BaO(100) films deposited
on Al, Mo, Ag, Au (MgO) and on Pt, Pd, Ag, Au

(BaO) [6.189]. Positive surface rumpling of 2:3�2:8%
(MgO) and 3:3�5:8% (BaO) is reported [6.189], in
agreement with predictions related to the (100) sur-
face of bulk oxides (Fig. 6.8). This validates the
values of rumpling determined on the MnO(100)
(48ML) [6.183], FeO(100) (22ML) [6.185], CoO(100)
(4ML) [6.187], and NiO(100) (2ML) [6.179] films
(Fig. 6.11). All those values support the above sugges-
tion that, as a trend, rumpling is positive along the series
MnO(100)–NiO(100). Surprisingly, both surface relax-
ation .�1:7˙ 1:7/% and rumpling .�2:4˙ 2:4/% of
the 2ML-thick NiO.100/=Ag.100/ film [6.179] agree
with the other results obtained on NiO(100) surfaces
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(Fig. 6.11). Finally, the rumpling at the (100) surface of
oxides of rocksalt structure was suggested to be propor-
tional to the lattice spacing, with an increase through
the series NiO, MgO, CoO, FeO, MnO [6.185]. How-
ever, the absence of a clear trend through the whole
MnO–NiO data set reported in Fig. 6.11 questions the
suggested rule. Moreover, it does not apply to the nega-
tive CaO–BaO rumpling (Fig. 6.8).

In Fig. 6.11, the extreme experimental values are
separated by significant differences (� 9% and � 7%
for the rumpling of MnO(100) and NiO(100), respec-
tively) that are far beyond the estimated errors. They

can have different origins: (i) DFT calculations were
carried out on the ferromagnetic phase, whereas, ex-
cept in the case of NiO(100), measurements were
performed on the paramagnetic phase. Indeed, a se-
ries of MEIS measurements shows a strong increase
in the interlayer spacing and an inversion of the rum-
pling in the 300�600K temperature range, i.e., through
the antiferromagnetic–ferromagnetic transition [6.182];
(ii) in a manner comparable to that observed on MgO
surfaces (Sect. 6.2.2, Fig. 6.7a,b [6.155, 156]), the
NiO(100) surfaces obtained by cleavage exhibit very
disturbed areas [6.191, 192].

6.3 The SrTiO3(100) Surface

The mineral of CaTiO3 composition was named per-
ovskite by the geologist Gustav Rose in the 1830s,
after the Russian mineralogist Lev Aleksevich von
Perovski [6.193]. The ideal perovskite has an ABO3

stoichiometry and a cubic crystal structure (space group
PmN3m) in which the A ion is often an alkaline earth or
rare earth element and the B ion is a transition-metal
element. The cell consists of a height corner-sharing
network of BO6 octahedra with, at its center, the A ion
that is coordinated to 12 oxygen atoms (Fig. 6.12).
However, in the real ABO3 perovskites, the difference
in radii between cations causes lattice distortions that
tilt BO6 octahedra in a way which is predicted by the
Goldschmidt tolerance factor. The resulting changes
in lattice symmetry lead to orthogonal, rhombohedral,
tetragonal, monoclinic, and triclinic phases that are at
the origin of the immense diversity of the physical and
chemical properties of perovskite-type oxides [6.80,
193–196].

Fig. 6.12 Unit cell of the ideal cubic perovskite struc-
ture ABO3: BO6 tetrahedra (blue) with oxygen ions
(red); central A ion (yellow) (Reprinted with permission
from [6.195]. Copyright 2012 American Chemical Soci-
ety)

6.3.1 Single Terminations

Along h100i directions, as all the ABO3 oxides of per-
ovskite structure, SrTiO3 consists of alternating stacks
of AO and BO2 atomic layers that can be terminated
by either of these. Because those mixed terminations
are unsuited to most applications, an early concern was
the preparation of atomically smooth single-terminated
crystals of either composition.

Coexistence of TiO2 and SrO Terminations
As first evidenced by electron diffraction [6.197] and
consistently confirmed since, SrO and TiO2 domains
coexist systematically on as-received SrTiO3(100) sur-
faces. The SrTiO3(100) surface was first modeled with
this double termination [6.198, 199]. Reliable estimates
of the relative Sr=Ti surface coverage are given by ion
scattering techniques, including low-energy ion scatter-
ing (LEIS) [6.84, 200, 201], medium-energy ion scatter-
ing (MEIS) [6.202, 203], and coaxial-impact-collision
ion scattering spectroscopy (CAICISS) [6.204–206].
Although electron spectroscopies are quite flexible
probes, they hardly characterize the composition of
the extreme surface in an unambiguous way. By us-
ing ion scattering, the SrO coverage was found to range
from � 5 to 25% at the (100) surface of commercial
SrTiO3 crystals [6.84, 204], to � 66% on a fractured
surface [6.207].

The coexistence of terraces of different chemi-
cal composition is also evidenced by the observation
of non-integer unit-cell-high steps by STM or atomic
force microscopy (AFM) [6.10, 89, 207–211]. These
techniques motivated the search for methods to char-
acterize the nature of the terminations. Direct imaging
of the two types of termination is provided by fric-
tion force microscopy [6.205, 212–215] and phase-lag
analysis [6.216], which can be used to distinguish
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the different domains on a local scale. The chemical
composition profoundly influences the morphology of
the steps. It has been suggested that TiO2-terminated
terrace edges meander along the [100] and [010] di-
rections, while the SrO-terminated terrace edges are
curved [6.212], this under the assumption—which has
since been questioned [6.213]—that the friction forces
are lower on TiO2 than on SrO [6.205, 212]. However,
the geometry of the step edges of the SrO and TiO2

terraces is sometimes the opposite of that suggested
by [6.212], with the former following a broken line and
the latter being rounded [6.216]. The dependence of the
friction force on tip termination [6.215] and on the envi-
ronment may explain these discrepancies. The friction
force in particular is greatly increased on SrO termina-
tions (not on TiO2 terminations) by exposure to water
vapor [6.217].

TiO2 Termination
Kawasaki et al. took advantage of the opposite acid–
base character of the two terminations to develop
a method that eliminates one of the two [6.84]. Buffered
NH4F-HF (BHF) solutions with a pH at a critical
value of 4.5 allowed full dissolution of the basic SrO
surface domains. Ion scattering spectroscopy measure-
ments demonstrated the uniformity of the BHF-etched
TiO2 termination [6.84]. The preparation leads to flat
surfaces that involve wide single-terminated terraces
with one-bulk-unit-cell-high steps that are suitable for
film growth [6.84, 89, 209, 211, 213], as shown by the
AFM image presented in Fig. 6.13. Nevertheless, the
etching process does not completely eliminate the SrO
domains, which still cover around 10% of the surface,
as shown by MEIS analysis [6.202, 203].

The risk of hole formation during acid treat-
ment [6.218] has inspired an evolution of the prepara-
tion method—the addition of a water immersion step to
the process—based on the propensity of SrO to form
hydroxides that are more prone to dissolution in acid
and make the preparation less sensitive to the pH of the
solution [6.89, 213] (Fig. 6.13). The treatment proved
to be quite reproducible [6.219]. CAICISS analysis

250 nm 5002500

1

0

2
Height (nm)b)a)

3.9 Å

750 1000
Width (nm)

Fig. 6.13a,b TiO2-terminated
SrTiO3(100) surface (a) AFM image
with flat terraces; (b) height profile
along the line drawn in (a), with
0:39 nm-high steps which correspond
to a single bulk unit cell (Reprinted
from [6.213], with the permission of
AIP Publishing)

showed that annealing in vacuum above 570K results
in segregation of Sr, which forms SrO microclusters
that cover between 15 and 20% of the surface [6.206].
The observation was confirmed by high-resolution syn-
chrotron photoemission spectroscopy [6.220]. After
removal of Sr by re-etching treatments, the TiO2 ter-
mination is stable up to 970K [6.206]. The segre-
gated Sr can also be eliminated in vacuum [6.221].
In line with this, the BHF-prepared SrTiO3(100) sur-
face was made smoother by sonication in deionized
water [6.222]. Subsequently, the etching by water was
rationalized to avoid the use of acids, which raises
a safety issue [6.210]. In addition, the contact with
the BHF solution results in unintentional F-doping of
the SrTiO3(100) surface [6.223]. Motivated by those
concerns, two groups have developed acid-free etchant
methods [6.210, 223]. Processes combining only rins-
ing in deionized water and annealing at 1220�1270K
in air were shown to be effective in preparing TiO2-
terminated flat SrTiO3(100) surfaces [6.210, 223].

SrO Terminations
So far, it has been shown that the SrTiO3(100) surfaces
are almost always partially covered with SrO. However,
obtaining single SrO-terminated surfaces is not easy.
A first strategy relies on the deposition of an SrO mono-
layer on TiO2-terminated SrTiO3(100) [6.84, 224] or on
other substrates [6.225]. Oxygen plasma was also used
to prepare SrO-terminated surfaces to enable the de-
position of high-quality YBaCuO films [6.226]. How-
ever, the treatment could not be reproduced [6.219],
possibly because of the role of adventitious fluorine
in the etching of strontium titanate [6.226]. Anneal-
ing SrTiO3(100) surfaces in oxygen has long been ob-
served to activate the diffusion of strontium toward
the surface, although the SrO surface coverage ob-
tained remains fractional [6.202, 205, 206, 227–233].
High-temperature treatments can even lead the oxide to
dismantle to form Ruddlesden–Popper phases [6.228].
Nevertheless, Bachelet et al. succeeded in controlling
the enrichment in SrO of the surface at high tempera-
ture [6.216]. By annealing an initially TiO2-terminated
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Fig. 6.14a–c Formation of an SrO-terminated surface
from a TiO2-terminated SrTiO3(100) surface, as evidenced
by comparing AFM topographic (left) to phase-lag AFM
(right) after annealing at 1570K in air for: (a) 2 h: Atomi-
cally flat surface with sharp steps of one unit cell in height
and smooth step edges. The absence of contrast in the
phase-lag image characterizes a single TiO2 termination;
(b) 12 h: Narrow terraces edging with oval regions sepa-
rated by half-unit-cell-high steps indicate the appearance
of a second type of chemical termination (SrO); (c) 72 h:
The uniformity of the phase-lag image supports the for-
mation of a single SrO-terminated surface (Reprinted
from [6.216], with the permission of AIP Publishing)

SrTiO3(100) crystal in air at 1570K for 72 h, they
obtained a fully SrO-terminated surface while avoid-
ing the formation of Ruddlesden–Popper phases. Sur-
face terminations were also characterized by combin-
ing [6.216] amplitude-modulation AFM with phase-
lag analysis [6.234] (Fig. 6.14) and x-ray photoelec-
tron spectroscopy (XPS). Ogawa et al. obtained an
SrO-terminated surface that shows a (

p
2�p2)-R45ı

structure, which was assigned to a periodically SrO-
deficient surface on the basis of first-principles calcula-
tions [6.235]. This structure is suggested to correspond
to the c(2�2) reconstruction that was described by other

groups [6.225, 236] on the SrO-terminated SrTiO3(100)
surface [6.235]. The ability to prepare terminations
comprising simultaneous SrO and TiO2 terminations in
the form of nanostructured domains [6.216] was subse-
quently monitored using chemically nanopatterned sub-
strates [6.237].

Fractured and Vicinal Surfaces
As mixed-terminated surfaces, fractured and vicinal
surfaces deserve particular attention since they are
required for specific applications. In particular, it
is at cleaved SrTiO3(100) surfaces that 2DEGs are
observed [6.66]. Vicinal SrTiO3(106) surfaces show
an “astonishing degree of long-range order” [6.238].
Straight steps arranged in a perfectly regular way
are shown to involve alternating SrO and TiO2 rows
(Fig. 6.15a). By fracturing SrTiO3 crystals [6.207, 239],
in the absence of a natural cleavage plane, rather smooth
steps were obtained at the nanometer scale at room
temperature, by scribing the sample by means of a high-
precision dicing saw prior to fracturing it [6.207].
Conductance maps recorded by scanning tunneling
spectroscopy reveal two types of striped domains with
characteristic widths ranging from 10 to 30 nm. Com-
parison of the conductance maps with the topography
analyzed by STM shows that the long-range order of the
stripes is independent of the directions of the step edges
(Fig. 6.15b). TiO2 domains are narrower (� 12 nm)
than SrO (� 24 nm) domains. The rough appearance of
SrO stripes was judged to be consistent with the lower
stability of SrO surfaces (Fig. 6.15b) [6.207]. Similar
to layered oxides [6.240], less defective surfaces with
larger terraces were obtained by fracturing at lower
temperature [6.241]. Significantly, 2DEGs are only ob-
served on surfaces fractured at low temperature [6.66].

Surface Structures
The strong dependence of the SrTiO3(100) surface struc-
ture on the preparation conditions was noted [6.197,
227, 242–244]prior to thedevelopment in themid-1990s
of surface preparations that reproducibly lead to well-
defined terminations [6.84]. The control of the chem-
ical termination of SrTiO3(100) was the starting point
for the systematic exploration of its surface structure,
with a main focus on TiO2-terminated surfaces. After
a few years, in the early 2000s, a number of SrTiO3(100)
surface structures were identified: (1� 1), (2� 1), (2�
2), c(4� 2), (4� 4), c(4� 4), c(6� 2), (6� 2), (p5�p
5)-R26:6ı, and (

p
13�p13)-R33:7ı (the latter two

are hereafter referred to as (
p
5�p5) and (p13�p13)

for simplicity). The reconstruction of SrTiO3(100) were
first attributed to ordered ��Ti�O vacancy complexes
(� stands for an oxygen vacancy) [6.245–247] before
two models were proposed, one based on a double-
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Fig. 6.15a,b Vicinal and fractured SrTiO3 surfaces: (a) Bottom: SrTiO3(106) recorded by scanning tunneling microscopy
(STM)—Top: Model of the surface as determined by grazing incidence x-ray diffraction: Sr, Ti, and O atoms are repre-
sented by red, yellow, and blue spheres, respectively (Reprinted with permission from [6.238]. Copyright 2005 Elsevier);
(b) Conductance map of a fractured SrTiO3 surface overlaid with the topographic AFM image. Dark (12 nm) and bright
(24 nm) areas, assigned to SrO and TiO2 terminations, respectively, reveal a long-range order of the local density of
states that escapes the surface geometry (Reprinted with permission from [6.207]. Copyright 2009 American Chemical
Society)

layer TiO2-terminated surface [6.248] and the other on
the enrichment of the TiO2 surface layer by segregat-
ing strontium atoms [6.249]. In the following description
of the SrTiO3(100) reconstructions, the (1� 1) termina-
tion and the associated structures, (2� 1) and (2� 2),
are presented first, because they give rise to a partic-
ular problem [6.200, 250]. Figure 6.16 summarizes the
preparation conditions for the various reconstructions
and the experimental observations by LEED, reflec-
tion high-energy electron diffraction (RHEED), STM,
HRTEM, XRD, MEIS, and NC-AFM [6.85–87, 197,
200, 202, 203, 208, 221, 244, 245, 248–277].

6.3.2 SrTiO3(100)-(1�1) Surfaces

Sharp (1� 1) diffraction patterns have long been ob-
served on SrTiO3(100), independent of the control of the
surface termination [6.84]. They were obtained early by
ion bombardment followed by annealing either in UHV
(1100�1200K [6.251, 252] or 870�1070K [6.208, 245,
253]) or in oxygen (1020�1170K [6.208, 253, 254] or
1100–1200K [6.255]), or successively in oxygen, hy-
drogen, and UHV at 1300�1400K [6.78]. A sharp
(1� 1) LEED pattern allowed the first structural study
of SrTiO3(100) that was shown to combine SrO and
TiO2 domains [6.78]. The two domains then proved
to coexist quite systematically on pristine surfaces.
The same structure was observed on fractured sur-
faces, although the LEED pattern was slightly dif-
fuse [6.251]. RHEED patterns were obtained after an-
nealing in vacuum at 1020�1070K [6.244]. Most im-

portantly, similar (1� 1) patterns were observed on
smooth SrTiO3(100) substrates pretreated in buffered
NH4-HF solution [6.84], after annealing in vacuum or
under oxygen partial pressure [6.86, 200, 202, 250, 256,
266], either by LEED [6.86, 256, 266], RHEED [6.86,
202, 203, 279], or XRD [6.200, 250].

However, the occurrence of extremely sharp (1� 1)
diffraction patterns contrasts astonishingly with the ab-
sence of structurally ordered surfaces at the atomic
scale in STM analysis [6.86, 211, 245, 256, 266, 278].
A way to tackle the contradiction is to invoke a car-
bon contamination that blurs the surface imaging by
STM of an otherwise well-defined structure. The (1�1)
LEED pattern is suggested to originate from the or-
dered SrTiO3 layers beneath the carbon adlayer [6.256].
Another suggestion is the occurrence of randomly dis-
tributed charges that perturb the imaging process. The
NC-AFM reveals that well-defined surface structures
can involve localized defect charges [6.266], thus lead-
ing to both fairly sharp diffraction patterns and blurred
imaging by near-field microscopies operated at the
atomic level.

An alternative explanation came from the x-ray
diffraction study of Herger et al. [6.200, 250], who
combined the XRD analysis of the SrTiO3(100) surface
performed at room temperature with measurements at
1023K under 10�5 mbar O2, in typical conditions for
growth of perovskite films. At 300K, the (2�2), (2�1),
and (1� 1) domains are stable, at least over the mea-
surement time. Conversely, at 1023K, the (2� 2) and
(2� 1) rapidly vanish, and the (1� 1) structure dom-
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Struct. Sample Temperature (K) Time

(min/h)

Method

(1×1)

Fractured 1200 K UHV LEED 
Ar+ 1100 K UHV 60 LEED
Ar+ 1400 K O2H2 + 1300 K UHV LEED
Polished 870–1070 K  UHV 2–120 LEED,

STM
Polished 1020–1170 K 10–5/0.15 mbar O2 10 LEED, STM
Ar+ Bt 900 K (UHV + 1×10–6 O2) LEED, SXRD
BHF 870–1270 K 5×10–6/1×10–5 mbar O2 30–60 LEED, RHEED,

MEIS
BHF 870 K UHV 30 LEED 
BHF 1220 K UHV (2×1 + 2×2 + 1×1) 60 XRD

(2×1)

Ar+ 1100 K 10–5mbar O2 and UHV (2×1 + 2×2 + 1×1) 60 LEED
Polished 1020–1170 K UHV   20–120 LEED, RHEED,

STM
(1×1) 1220 K 5×10–7 mbar H2 120 LEED, STM
BHF 870–1070 K UHV 30 LEED, STM
BHF 1220 K UHV (2×1 + 2×2 + 1×1) 60 XRD
BHF 1170 K 1×10–2 mbar O2 30 RHEED
Ion milling 1220–1270 K O2 flow 0.5–5 h HRTEM

(2×2)

p2mg >

p4mm {

Ar+ 1100 K 1×10–5 mbar O2 and UHV (2×1 + 2×2 + 1×1) 60 LEED
Polished 1270–1470 K UHV 2–20 LEED, STM
Polished 970 K 1×10–7 mbar O2 Hours LEED
BHF 1270 K UHV [2×2 + c(4×4)] 20 STM
BHF 1220 K UHV (2×1 + 2×2 + 1×1) 60 XRD
Ar+ Bt 1070 K UHV 5 h STM
BHF 870–1270 K UHV 20–120 STM, LEED

c(4×2)

Polished 1220 K UHV + H2  5×10–7 and 10–5 mbar 120 LEED, STM
BHF + Ar+ 1470 K UHV 15 LEED, STM
BHF + Ar+ 1130 K UHV 5 LEED, STM
Ion milling 1100–1200 K flowing O2 0.5–5 h TEM
BHF + Ar+ 1470 K UHV 15 STM

Ar+ 1120 K  10–6 O2 Cycle LEED, STM
BHF 1270 K flowing O2 30 LEED

(4×4) BHF c(4×4) to 1450 K = 4×4 + √5×√5 Flash STM

c(4×4)
UHV
dots

BHF 1170–1670 K [+(2×1)] > 30 LEED, STM
BHF 1370 K 20 STM
BHF 2×2  to 1300 K = c(4×4) 120 STM
Polished 1270 K 60 STM

c(6×2)

O2

flow 

Polished 1070–1370 K flow O2

Traces c(6×2)  in √13×√13
15 h

Polished 1220–1370K, 3 – 5 h, Fl. O2 1220 K 5×10–7 H2 or UHV 3–5 h LEED, STM

Ion milled 1320–1370 K O2 flow 2–5 h TEM, XRD, STM

Ion milled 1320 K or 1320–1470 K O2 flow 10 h TEM

√5 
×√5

UHV

Polished 1470 K 2 RHEED, STM
Polished, 15 h 1170 K 2 min 1470 K  2 RHEED, STM

1455 K 2 STM
1100 K 120 LEED

BHF 1470 K 2 STM, NC-AFM
BHF 1470 K Flash STM
Polished 1670 K 80 LEED, STM

1470–1670 K Hours STM

√13 
×√13

Polished 1070–1370 K flow O2 (traces c(6×2)) 15 h RHEED
BHF 1320 K O2 flow – air stable 5 h TEM
BHF 1270 K flowing O2 10 h LEED

BHF 1520 K (after √5 × √5) Flash STM
BHF 1120 K 10–5mbar O2 40 RHEED, STM

800 900 1000 1100 1200 1300 1400 1500 1600 1700

References

[6.251]
[6.252]
[6.197]

[6.208, 245, 253, 254]

[6.253]
[6.255]
[6.86, 202, 203]

[6.256]
[6.200, 250]
[6.252]

[6.208, 244, 253, 254]

[6.208]
[6.257]
[6.200, 250]
[6.87]

[6.248]
[6.252]
[6.253]
[6.258]
[6.259]
[6.200, 250]
[6.259]
[6.260, 261]
[6.208]
[6.256]
[6.257]
[6.262, 263]
[6.264]

[6.265]
[6.266]
[6.259]

[6.256]
[6.259]
[6.260]
[6.267]
[6.244]

[6.208, 254]

[6.268]
[6.269, 270]
[6.245, 271]
[6.272]
[6.273]
[6.274]
[6.249]
[6.259]
[6.267]
[6.275]
[6.244]
[6.276]
[6.266]
[6.259]
[6.85, 221, 277]

Fig. 6.16 Reconstructions of the SrTiO3(100) surface. Treatments are given. Annealing temperature ranges are shown as hori-
zontal red bars. Annealing times are indicated (numbers without indication are minutes)
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inates. It is necessary [6.200, 250] to understand the
(2�2) and (2�1) reconstructions before examining the
(1� 1) structure, hence the order of the following para-
graphs.

(2�1) Reconstruction
The SrTiO3(100)-(2� 1) structure is commonly ob-
served by annealing in UHV [6.208, 244, 253, 256, 266]
or moderate oxygen pressure (10�5 mbar [6.200, 250])
at temperatures ranging from 1020 to 1220K.

Erdman et al. [6.248] examined the SrTiO3(100)-
(2� 1) by high-resolution transmission electron mi-
croscopy (HRTEM) on an electron-transparent SrTiO3

(100) sample prepared by ion milling and then annealed
at 1220�1270K in oxygen. The treatment proved effi-
cient to both cure the damage caused by ion bombard-
ment and promote the (2�1) surface reconstruction. The
resulting model is a double-layer TiO2-terminated sur-
face (Fig. 6.17). The z position of atomswas determined
by plane-wave pseudo-potential DFT calculations. The
top layer has a TiO2 stoichiometry. It involves zigzag
rows of 5-coordinated TiO5 units (giving rise to p2mg
symmetry) that share edges between them as well as
with the layer underneath, which is made of slightly
tilted bulk-like TiO6 octahedra. In the surface layer, oxy-
gen atoms that belong to shared edges (O1, O2) are bulk-
like. In contrast, those not shared by neighboring octahe-
dra bear a significantly reduced charge. More covalent

a) b)
O3

O1

O1 O4
O3
Ti2

Ti1
O2

O4

b
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c
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O2
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Fig. 6.17a,b Schematic representation of the (2�1) surface structure of SrTiO3(100). (a) Top view, which makes visible
the zigzag rows of edge-sharing 5-coordinated TiO5 units. (b) Side view, which shows the tilted bulk-like TiO6 octahedra
of the first subsurface layer (Reprinted with permission from [6.248]. Copyright 2002 Nature)

Ti�O bonding compensates for the lower coordination
number, particularly in the case of the surface oxygen
atomO4which is double-bonded to the surface titanium
atom Ti1. The edge-shared TiO5 units yield a charge-
neutral reconstructed surface with the stoichiometry
TiO2. The authors suggest that edge-shared assembly of
TiOx units, analogous to creation of a block structure
in Nb2O5�x and ReO3-type bulk-like structures, controls
the surface structure of SrTiO3(100) [6.248].

The (2�1) structure of the SrTiO3(100) surface was
also studied by surface x-ray diffraction (SXRD) mea-
surements by Herger et al. [6.200, 250]. The analysis
was performed on a BHF-treated SrTiO3(100) sub-
strate annealed eventually to 1220K in UHV [6.84,
213]. Three different domain types were identified. At
room temperature, the best fit of the SXRD data led
to a combination of (2� 2) (43%) and (2� 1) (37%)
reconstructions and a contribution of (1� 1) termina-
tion (20%). The fit procedure included R-factor but
also the physical reasonableness of the models. Sur-
face energies determined by DFT calculations were
also considered [6.200, 250]. As regards the (2� 1)
structure, test models included terminations previously
proposed by other groups, i.e., oxygen-deficient sur-
faces [6.256] and Sr- or SrO-rich substrates [6.206,
259]. The obtained model, terminated by a double TiO2

layer [6.200, 250], is in perfect agreement with that pro-
posed by Erdman et al. [6.248].
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Fig. 6.18 Top surface layer (SL) of the (2� 1) and p2mg
(2� 2) structure of the TiO2-terminated SrTiO3(100) sur-
face as determined by SXRD. The zigzag motifs in the two
reconstructions are shown by a red line; Ti, Sr, and O atoms
are represented by red, green, and blue spheres, respec-
tively (Reprinted with permission from [6.250]. Copyright
2007 by the American Physical Society) I

(2�2) Reconstruction
p2mg Symmetry. Two different symmetries were ob-
served for the SrTiO3(100)-(2� 2) surface structure
(Fig. 6.16). Herger et al. assigned the (2� 2) recon-
struction that they observed to a double-layer TiO2-
terminated structure of p2mg symmetry [6.200, 250]
(Fig. 6.18) which had been found to be energetically
favorable by Warschkow et al. (the (2� 2)A structure
in [6.279]). The (2�2) structure can be viewed as a jux-
taposition of the (2� 1) structure with its mirror image
(Fig. 6.18) [6.250].

p4mm Symmetry. Another (2� 2) reconstruction of
the SrTiO3(100) surface, but this time of fourfold
p4mm symmetry, was observed by annealing in UHV
at 1220�1270K [6.259, 260, 280]. It was obtained on
a BHF-etched SrTiO3(100) by repeated annealing at
870K [6.261]. Several models were tested, including
an Sr-terminated surface [6.259], by comparing ex-
perimental STM images to DFT simulations [6.261].
The TiO2�x terminated surfaces were modeled using
a repeated slab configuration. The proposed (2� 2)

[001]

a) b)

[010]

[100] [010]

O(1)

[100]

Fig. 6.19 (a) Side and (b) top views of the double-layer TiO2-terminated SrTiO3(100)-(2� 2) surface with a fourfold
rotational p4mm symmetry as determined by STM and DFT. Ti and Sr atoms are represented by small and large red
spheres, respectively. O atoms are colored light blue and dark blue. The dark blue O atoms are floating atoms without
bonding to the subsurface. An orange square features the surface unit cell. Note the onefold-coordinated surface oxygen
atoms O(1) at the corner of the unit cell (Reprinted from [6.261], with permission from Elsevier)

Top SL, (1×1) Top SL, (2 ×1)

2nd SL

3rd SL Top SL, (2 × 2)

model corresponds to the (2� 2) C structure of p4mm
space symmetry previously suggested by Warschkow
et al. [6.279]. It does not correspond to a reduced
configuration. The structural model includes two types
of surface oxygen atoms represented in Fig. 6.19 by
light blue and dark blue spheres, respectively. The
former correspond to bulk-like oxygen atoms. The
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a) b)

c)

d)Cold

(1×1), p2mm, 20% (1×1), p2mm(2 × 2), pm, 43%

(2 ×1), pm, 37%

Hot
Fig. 6.20a–c
Structural models
for the cold (a–c)
and the hot (d)
SrTiO3(100)
surface. Symmetries
and coverages are
indicated. Side
views are given
for the .1� 1/
structure (a,d),
top views for the
.2� 1/ and .2� 2/
terminations (b,c).
Colors are as in
Fig. 6.18 (Reprinted
with permission
from [6.250].
Copyright 2007
by the American
Physical Society)

latter correspond to atoms bound to two surface Ti
atoms but to none of the subsurface Ti atoms. Sim-
ilar floating oxygen atoms were found in structural
models related to the (2� 1) [6.248] (Sect. 6.3.2 and
Fig. 6.17) and the c(4� 2) (Sect. 6.3.1) [6.263] recon-
structions. In addition, there are onefold-coordinated
surface oxygen atoms at the corners of the surface
unit cell (O(1) in Fig. 6.19) that are only bonded to
the subsurface Ti atoms lying underneath. They form
TiDO double bonds whose bond length is about 0:3Å
less than that of the typical Ti�O single bond in
SrTiO3 bulk [6.263]. The SrTiO3(100)-(2�1) structural
model involves a similar TiDO bond, but in this case,
both titanium and oxygen are surface atoms [6.248]
(Sect. 6.3.2 and Fig. 6.17). Onefold-coordinated oxy-
gen atoms are also found at the surface of the (2�
1)-reconstructed rutile TiO2(011) surface [6.281] and
are rather commonly encountered at surfaces of ox-
ides of corundum structure. Chromyl (CrDO), ferryl
(FeDO), and vanadyl (VDO) species have been re-
vealed at the surface of ’-Cr2O3(0001) [6.282] and
’-Fe2O3(0001) [6.283] single crystals and V2O3(0001)
thin films [6.284], respectively. Lin et al. observed that
shifting every second reconstructed cell row in the
(2� 2) structure (Fig. 6.19) by one bulk lattice con-
stant results in the c(4� 2) configuration (Sect. 6.3.3).
The geometrical similarity led them to suggest that
the (2� 2) surface is transformed from the c(4� 2)
surface by using different sample preparation condi-
tions [6.261].

(1�1) Termination
Herger et al. noted that the double-layer (1� 1) ter-
mination seems to be unlikely for its much too high
surface energy, while poor fits discard the ideal bulk
(1�1) termination [6.200, 250], in line with the sugges-
tion that this termination does not exist [6.285]. In the
same way as for the (2� 1) and (2� 2) reconstructions,
fits of (1� 1) data significantly favored the configu-
rations involving a double-layer TiO2 termination and
a zigzag motif of the top Ti atoms [6.200, 250]. Sur-
face energy considerations suggested that the (1� 1)
structure results from a mixture of (2� 1) and (2� 2)
reconstructions with a disordered combination of the
zigzag motifs. Such origin is consistent with the unique
occurrence of the (1� 1) structure at high temperature.
The surface vibrational energy might exceed the differ-
ence in surface energy between the (2� 1) and (2� 2)
domains, resulting in their complete mixing [6.200,
250] in an order–disorder transition [6.286] similar to
what was observed for the W(100) clean surface phase
transition [6.287]. The best fit of the hot (1� 1) leads
to a structure similar to the (1� 1) found at room tem-
perature [6.200, 250], but with more puckering of the
top TiO2 surface layer via protruding surface Ti atoms
(Fig. 6.20).

Comparison Between Models
The (1� 1) [6.200, 250, 279, 285, 288], (2� 1) [6.200,
250, 279, 285, 288], (2� 2) [6.200, 250, 279], and c(4�
2) [6.279] reconstructions of the SrTiO3(100) surface
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have been studied using ab initio approaches. Many
tests have been carried out for each structure, by remov-
ing atomic rows, changing the surface terminations, or
creating vacancies [6.200, 250, 285], or using different
symmetry groups [6.279]. Overall, the results of the cal-
culations support the experimental results, in particular
the double-layer (DL) TiO2-terminated (1� 1) [6.200,
250], (2�1) [6.200, 248, 250], and p2mg (2�2) [6.200,
250] models. DFT calculations predict the (1� 1) DL
to be unstable [6.250, 288]. They confirm the very low
surface energies of the (2�1)-DL and (2�2)-DL recon-
structions, the latter having the lowest energy [6.250,
279]. However, the (2� 1)-DL is not clearly favored
with respect to the bulk-terminated (1�1) [6.250, 285].

Calculations relative to the geometry of the SrTiO3

(001)-(2� 1) structure are in good agreement [6.200,
248, 250, 279, 285, 288]. In all models, the predicted re-
construction extends over three atomic layers, and the
featured trends appear very similar. A puckering [6.200,
250] of the surface Ti atoms is evidenced [6.248, 285].
However, the out-of-plane relaxation of a surface oxy-
gen atom (O4 in Fig. 6.17 [6.248]), which is modeled
in [6.248, 285], does not appear in the model proposed
in [6.200, 250] (Figs. 6.18 and 6.20).

Finally, in the absence of assignment to a de-
fined structure, the measurements performed on the
surface relaxation of SrTiO3 by LEED, RHEED, and
MEIS [6.78, 197, 203, 229] can hardly be reconciled
with an atomistic description of the surface. As a trend,
however, they indicate systematically a small positive
rumpling [6.78, 197, 203, 229], which might correspond
to the protrusion of some surface oxygen atoms in
the (2� 1) [6.248, 279, 285] and (2� 2) [6.200, 250]
structures which are the dominant contributions of the
SrTiO3(001)-(1� 1) termination [6.200, 250].

6.3.3 SrTiO3(100) Reconstructions

c(4�2)
Observed by annealing at 1220K under hydrogen at
a partial pressure of 5�10�5 mbar [6.208], the c(4� 2)
structure can be obtained after sputtering with ArC ions
and annealing either to 1470K in UHV [6.256, 264]
or to 1120K under oxygen at 1�10�6 mbar [6.265].
However, Dagdeviren et al. prepared it by anneal-
ing the (1� 1) at 1270K under flowing oxygen for
30min, which evidences a totally different origin of
the reconstruction [6.266]. The reconstructed c(4� 2)
surface involves domains rotated by 90ı with respect
to each other, as analyzed by LEED [6.208, 256, 266].
STM images show straight step edges aligned with
the [001] and [010] directions [6.208, 256, 257, 265].
The reproducible observation that steps are one bulk
unit cell high implies a unique termination which is

assumed to be TiO2 [6.208, 256, 266]. Auger electron
spectroscopy (AES) analysis rules out the possibility
that impurities could be the driving force for the recon-
struction [6.208].

Erdman et al. [6.263] analyzed the c(4� 2) re-
construction by the same HRTEM technique as the
(2� 1) structure [6.248]. Samples are prepared by
ion milling and then annealing under flowing oxygen
(Fig. 6.16). Measurements made by HRTEM on the
electron-transparent samples were complemented by
plane-wave pseudo-potential DFT calculations to de-
termine z positions. The surface structure consists of
a periodic pattern of clustered quartets of edge-sharing
TiO5 polyhedra. The subsurface is a bulk-like TiO2

layer (Fig. 6.21) [6.263, 264]. The c(4� 2) and (2� 1)
models are close to each other. However, the c(4� 2)
termination is more stable than the (2� 1) reconstruc-
tion, as determined by DFT. Consistently, the c(4� 2)
is obtained by annealing in flowing oxygen at a lower

Sr

Ti2
Ti1

Ti1

Ti2

O4

O4

O3

O3

O1

O1

O2

b

a

b)

a)

c

a

Fig. 6.21 (a) Top and (b) side view of the SrTiO3(100)-
c(4� 2) reconstruction. Note the oxygen atoms (O4) in
flexible positions (not bonded to subsurface Ti atoms). The
Ti, Sr, surface O, and subsurface O atoms are represented
by red, black, yellow, and green spheres, respectively.
Bulk TiO6 octahedra are shown in blue. Floating oxygen
O4 are similar to those found in the SrTiO3(100)-(2� 1)
(Fig. 6.17) [6.248] and in SrTiO3(100)-(2� 2) of p4mm
symmetry (Fig. 6.19) [6.261] (Reprinted with permission
from [6.263]. Copyright 2003 American Chemical Soci-
ety)
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temperature than the (2� 1) structure (1100�1200 and
1220�1270K, for the c(4� 2) [6.262] and the (2�
1) [6.248], respectively). In the proposed c(4�2) struc-
ture [6.263], half of the surface oxygen atoms occupy
a flexible position (oxygen atoms with no Ti atom posi-
tioned directly underneath, O4 in Fig. 6.21), while there
are only one-quarter of such atoms in the (2� 1) struc-
ture proposed by the same group [6.248].

c(6�2)
After annealing an SrTiO3(100) crystal at 1270K in
flowing oxygen, faint spots assigned to the c(6� 2)
structure were observed to coexist with the (

p
13�p

13) RHEED pattern [6.244]. Jiang and Zegenhagen
observed the c(6� 2) reconstruction by heating the
crystal to 1220�1370K for 4�5 h in pure oxygen at
atmospheric pressure and then at 1220K for 2 h in the
UHV system [6.208, 254]. LEED and STM characterize
a (6� 2) surface structure whose twofold symmetry is
at odds with the fourfold symmetry of the SrTiO3(100)
surface. The accommodation of the reconstruction by
the substrate explains that the surface is tiled randomly
by equivalent (6� 2) domains rotated by 90ı with re-
spect to each other and aligned in h100i directions.
However, a slight miscut favors a single-domain su-
perstructure [6.254]. The unit-cell-high steps indicate
a unique termination, assumed to be Ti-rich on the basis
of AES analysis. As in the case of the c(4� 2), the pos-
sibility that the reconstruction is induced by impurities
is discarded. Interestingly, the c(6� 2) reconstruction,
which is always obtained upon annealing in flowing
oxygen, proves to be extremely stable. It is even hardly
affected by exposure to oxygen or ambient air [6.208,
254].

A first model for the atomic structure for the c(6�
2) was proposed by combining transmission electron
diffraction, surface x-ray diffraction, and density func-
tional theory [6.268]. Samples were prepared in con-
ditions similar to those used previously [6.208, 244,
254]. The TEM and x-ray analyses were performed on
electron-transparent samples and SrTiO3(001) crystals,
respectively, annealed for 2�5 h at 1320�1370K under
a flow of high-purity oxygen at atmospheric pressure.
The surface was suggested to involve four related struc-
tures, either stoichiometric or slightly reduced, and non-
periodic surface TiO2 units [6.268]. However, a recent
study by the same group questioned this view [6.269,
270]. High-resolution secondary-electron microscopy
(HRSEM) coupled with annular dark-field (ADF) TEM
allowed for simultaneous measurement of both the
atomically resolved bulk (ADF) and surface crystal
structure (HRSEM) [6.269, 270]. The analysis revealed
that the previous model [6.268] involves a shift of the
surface SrTiO3 layers with respect to the bulk. The DFT

a)

b)

Fig. 6.22 (a) Top and (b) side view of the SrTiO3(001)-
c(6�2) reconstruction as suggested byCiston et al. [6.269].
Ti atoms, Sr atoms, surface TiO5 truncated octahedra, and
bulk-like subsurface TiO6 octahedra are in red, green, blue,
and brown, respectively. The unit cell is shown in yellow
(Adapted with permission from [6.269])

approach used to reconcile the complete data set led to
a c(6� 2) structure (also belonging to the c2mm space
group) consisting of a triple TiO2 overlayer terminated
by TiO5 octahedrally coordinated titanium similar to
those found on (2� 1) [6.248] and c(4� 2) [6.262, 263]
surfaces. In addition, in each c(6�2) unit, two Sr atoms
with sevenfold coordination to oxygen are substitution-
ally exchanged for Ti in the uppermost surface layer
(Fig. 6.22) [6.269, 270].

(
p

13�p13)-R33.7ı
The air-stable [6.276] SrTiO3(100)-(

p
13�p13) re-

construction has been observed by RHEED [6.244],
TEM [6.276], and LEED [6.266] after annealing at
1070�1370K in flowing oxygen for 5�15 h [6.244,
266, 276] (Fig. 6.16). The (

p
13�p13) RHEED pat-

tern was also observed following a treatment at similar
temperatures under much lower oxygen partial pres-
sure (Fig. 6.16), either at 1120�1270K under (i) 3�
10�5 mbar O2 for 40min [6.85, 221, 277], or (ii) at
900K under 1�10�6 mbar O2 for 16 h [6.266]. In the
latter case, however, the (

p
13�p13) phase was mixed

to traces of the initial c(4� 2) structure [6.266]. What
distinguishes the formation conditions of c(6� 2) from
those of (

p
13�p13) is unclear. Both are obtained

under flowing oxygen at similar temperature, to the
point that they can coexist [6.244] (Fig. 6.16). How-
ever, they differ strongly. In particular, the c(6� 2)
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b) c)

a)

d)

Sample

Eb = 45 eV

R33.7°-(√13× √13)
— —

(2 ×1), (1× 2) R26.6°-(√5× √5)
– –

Eb = 45 eV Eb = 45 eV

e) f) g)

Fig. 6.23a–g SrTiO3(100) structural surface reconstruction versus the reduction state of the crystal. (a) Photograph
of the crystal annealed at 1070K for 24 h while being subjected to a dc voltage; (b–d) LEED patterns from (

p
13�p

13), (2� 1)-(1� 2), and (
p
5�p5) reconstructions that are unambiguously associated with (b) the transparent zone

(positive electrode), (c) the intermediate zone, and (d) the dark zone (negative electrode), respectively; (e–g) schematic
representation of the LEED patterns (Reprinted from [6.289], with the permission of AIP Publishing)

structure includes surface Sr atoms [6.269], while the
(
p
13�p13) reconstruction is TiO2-terminated [6.276,

277], with a marginal Sr segregation at steps [6.221]
(see later in chapter).

A Reconstruction of Highly Oxidized SrTiO3(100)
Surfaces. The diversity of the preparation conditions
for the (

p
13�p13) structure makes it impossible to

determine whether it is associated with a precise oxida-
tion state of the substrate. The experiments of Shimizu
et al. [6.289] help remove the ambiguity. These au-
thors resistively annealed an SrTiO3(100) crystal to
� 970�1070K in UHV by a dc current via a thick Pt
film deposited on the back of the sample. Upon an-
nealing, defective sites migrate close to the negative
electrode, as shown by the spatial color gradation of the

SrTiO3 crystal from transparent to black (Fig. 6.23a).
LEED patterns associated with the (

p
13�p13), (2�

1), and (
p
5�p5) reconstructions appear in the trans-

parent area, the intermediate blue part, and the strongly
reduced black zone, respectively (Fig. 6.23b–g). In ac-
cordance with the colors, the Ti 2p levels shift from
Ti4C to Ti3C states. STM images of the three re-
constructions were recorded in preparation conditions
similar to those of the LEED. The oxidized and reduced
zones are generated by the diffusion of the species un-
der the effects of the electric field, but are not generated
by either the gaseous environment or the elevation in
temperature. Therefore, the spontaneous (

p
13�p13)

reconstruction of the transparent part of the crystal in-
dicates that (

p
13�p13) is the stable structure of the

fully oxidized SrTiO3(100) surface [6.289]. This is in



Part
B
|6.3

180 Part B Surface Crystallography
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a)

d)
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Fig. 6.24a–d STM analysis of the (
p
13�p13) reconstruction of the SrTiO3(100) surface. (a) Topographic image;

(b) 3:7� 3:7 nm2 topographic image; the dashed squares correspond to the (
p
13�p13) unit cell; (c) (

p
13�p13)

surface structure: Sr, Ti, and O atoms correspond to green, blue, and red spheres, respectively; blue and red polyhedra
indicate TiO6 octahedra in bulk and truncated octahedra TiO5 at the surface, respectively. (d) Other representation of
the (
p
13�p13) structure on the bulk-like TiO2-terminated surface (Sr, Ti, and O atoms correspond to green, blue, and

red (filled or empty) spheres, respectively); dark and faint-dark zones seen in STM images (a) and (b) are indicated, as
well as the three inequivalent surface Ti atoms (TiA, TiB, TiC) (Adapted with permission from [6.277]. Copyright 2014
American Chemical Society)

line with the formation of the structure upon annealing
at 1070�1370K in flowing oxygen for 5�15 h [6.244,
266, 276], under conditions of time and pressure that
likely bring the system close to equilibrium. This does
not contradict the formation of the (

p
13�p13) struc-

ture at 1120K under lower O2 pressures [6.85, 221,
277], since it has been shown that the reconstructed
surface obtained in such conditions is almost per-
fectly stoichiometric, with no detectable contribution of
Ti3C [6.221]. The puzzling (

p
13�p13) structure ob-

tained by annealing an SrTiO3(100)-(
p
5�p5) surface

at 1520K for a few seconds [6.259] likely stems from
kinetic effects.

The TiO2 Termination. The topographic STM im-
age of the (

p
13�p13) exhibits dark and faint-dark

tiles separated by a bright lattice [6.221, 259, 277, 289]
(Fig. 6.24a,b). Two very close geometries have been
proposed. One is based on HRTEM [6.276]. The other,
which is derived from STM imaging [6.277], is pre-
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sented here because it also accounts for the distribution
of the surface d states. To model the reconstruction
from the STM data, dark and faint-dark tiles were as-
signed to vacant sites in the TiOx adlayer. This adlayer
was then arranged to fulfill the periodicity and the four-
fold symmetry of the (

p
13�p13) reconstruction. The

stoichiometric surface TiO2 layer consists of Z-shaped
units involving five edge-sharing TiO5 truncated octa-
hedra that form a two-dimensional network with small
and large vacant sites. The model derived from the STM
analysis is shown in Fig. 6.24c. Its relevance was tested
by DFT calculation [6.277]. The geometry is very close
to that determined by HRTEM [6.276]. The model also
accounts for marked changes in the differential con-
ductance dI=dV obtained from differentiation of the
tunneling current (I) at each point, as a function of the
sample bias voltage (V) [6.277]. It is assumed that the
degeneracy of the t2g levels (dxy, dyz, dzx) is lifted upon
reconstruction. However, the energy levels and local-
izations of the orbitals differ for each of the three types
of Ti atoms that belong to the surface TiO2 lattice: TiA
and TiB have corner sharing in addition to edge shar-
ing, while TiC has only edge sharing (Fig. 6.24d). The
marked energy dependence of the spectroscopic im-
age is attributed to changes in the d orbitals probed
with STS, which are suggested to be dxy at lower bias
(� 1:2 eV) and d� (dyz + dzx) at higher bias (	 1:3 eV).
The proposed structural model satisfactorily accounts
for the observed dI=dV profile [6.277].

Therefore, the atomistic description of the double-
layer TiO2-terminated model of the SrTiO3(100)-
(
p
13�p13) reconstruction [6.276, 277] is consistent

with the macroscopic analysis. The structure appears on
a highly oxidized surface close to stoichiometry [6.221,
289], on which one-unit-cell-high steps are indicative
of a single-terminated surface [6.85]. The Sr coverage
at the (

p
13�p13) surface was estimated at only 1%

and was attributed to segregation at steps [6.221]. The
apparent contradiction of this situation with the con-
stant observation that Sr segregates upon annealing in
vacuum of BHF-treated SrTiO3(100) substrate [6.202,
205, 206, 230–233] is not explained.

(
p

5�p5)-R26.6ı
All preparations of the SrTiO3(100)-(

p
5�p5) recon-

struction consist in annealing the SrTiO3 crystal to
1455�1670K in UHV [6.242, 245, 249, 259, 267, 271–
273, 275, 290] (Fig. 6.16). The (

p
5�p5) reconstruc-

tion was first obtained by annealing an SrTiO3(100)
crystal to 1470K for 2min in UHV, possibly after de-
gassing at 1070�1170K, and initially attributed to re-
ducing conditions [6.242, 245, 249, 259, 271–273]. The
c(4� 4)-dot and (

p
5�p5) reconstructions both result

from annealing in UHV. However, the former shows

up at slightly lower temperature. It actually coexists
with the (

p
5�p5) structure [6.259] which covers

the whole surface after further annealing [6.259, 267].
In greater reducing conditions, by heating an SrTiO3

crystal to 1470�1680K for many hours, a crystal con-
ductivity jump was observed to parallel the (

p
5�p5)

reconstruction, which means that the reconstruction is
due to a significant reduction of the crystal [6.267,
275]. On the annealed SrTiO3 crystal under polariza-
tion (Fig. 6.23), the structure (

p
5�p5) is formed at

the strongly reduced end, on the side opposite the one
where the structure (

p
13�p13) is seen [6.289]. There-

fore, the preparations which rest on prolonged heating
times that tend probably to equilibrium [6.267, 275,
289] all indicate that the (

p
5�p5) structure is the re-

construction of reduced SrTiO3(100) surfaces.
The STM image corresponding to the SrTiO3(100)-

(
p
5�p5) reconstruction was initially described as

a (2� 2) structure [6.242] before being properly as-
signed [6.245, 271, 272]. The bright spots on the STM
images were first assigned to oxygen vacancies, and
the reconstruction was assumed to be a ��Ti3C�O
complex [6.245, 271, 272], as supported by simula-
tions [6.246, 291]. The model was later questioned by
the prediction that the bright spots should be split into
two spots [6.247].

Kubo and Nozoye investigated the SrTiO3(100)-
(
p
5�p5) structure by means of STM (Fig. 6.25a)

and NC-AFM (Fig. 6.25b) imaging, supported by ab
initio calculations [6.249, 259, 290]. In particular, im-
ages at the atomic scale of the (

p
5�p5) lattice cell

recorded by NC-AFM were assumed to reflect a sur-
face corrugation (Fig. 6.25b). The bright spots at the
corner of the lattice were assigned to Sr atoms, and
the dark spots aligned along the [001] and [010] di-
rections (inset of Fig. 6.25b) were suggested to be
related to the oxygen atoms of the TiO2 plane. In this
way, the (

p
5�p5) structure was viewed as an or-

dered array of Sr adatoms sitting at oxygen fourfold
hollow sites on a TiO2-terminated surface [6.249, 259,
290] (Fig. 6.25d). The interpretation of the STM and
NC-AFM images was supported by first-principles to-
tal energy calculations. Subsequent studies confirmed
these results. A cross-shaped protrusion observed by
STM at the center of the (

p
5�p5) unit cell was at-

tributed to Ti�O�Ti bridges [6.275] by comparison
with [6.199]. The (

p
5�p5) was shown by Auger

spectroscopy [6.267] and photoemission [6.292] to cor-
respond to a Ti enrichment, a strong O depletion,
and a clear reduction of Sr [6.292] over the UHV
cleaved sample taken as representative of the bulk com-
position [6.267]. The lack of sensitivity of STM to
sample bias (from C 3:5 to � 3:5 eV) was judged to
be indicative of the metallicity of the reconstructed
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Analysis of the
SrTiO3(100)-
(
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5�p5)

reconstruction.
(a) STM image
50� 50 nm2 and
(c) NC-AFM im-
age 12� 12 nm2;
(b) vertical profiles
along the lines a–b
and c–d drawn in
insets in (a) and (c);
(d) suggested model
for the (

p
5�p5)

structure; the line
e–f corresponds
to both the lines
a–b and c–d in (a)
and (c), respec-
tively (Reprinted
with permission
from [6.249]. Copy-
right 2001 by the
American Physical
Society)

surface [6.267]. A phase separation occurring on the
strongly reduced surface was suggested by Newell et al.
to give rise, on the one hand, to the Sr adatoms of the
(
p
5�p5) structure and, on the other hand, to islands

whose composition was assumed to be TiO [6.293]
(corresponding to Ti2C) on the basis of the Ti LMV
Auger line shape [6.267]. (The observation that the
shape of the Ti LMV line reflects the stoichiometry
in compounds containing reduced titanium [6.251, 294,
295] was substantiated by the identification of the com-
ponents of the Ti LMV transition [6.296, 297].) Despite
the relatively poor overall Sr content of the surface
region of the (

p
5�p5) reconstruction, Newell et al.

support the Sr-terminated model [6.267]. Interestingly,
doping affects the (

p
5�p5) reconstruction in a way

that seems compatible with that model. The structure
is observed on Nb-doped but not La-doped STO(100).
Nb5C ions that are located substitutionally on Ti sites
do not segregate, while La3C ions located on Sr sites
do segregate and presumably prevent the segregation
of Sr and the formation of the (

p
5�p5) reconstruc-

tion [6.298].
Kubo et al. further extended the Sr-terminated

model [6.249] to the c(2� 2), c(4� 4), (2� 2), (4� 4),
(
p
5�p5), and (

p
13�p13) reconstructions that

they achieved by a succession of short annealing cycles
(a few seconds) separated by small temperature incre-
ments, from 1270 to 1520K [6.249, 259]. They assumed
that the reconstructions so obtained consist of phase
transitions rather than composition changes [6.259,
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290]. However, first-principles total energy calculations
of Sr-terminated SrTiO3(100) reconstructions [6.299]
led to the conclusion that the only stable structures for
the temperature and pressure ranges indicated by Kubo
and Nozoye and Kubo et al. [6.249, 259, 290] are the
(2� 2) and (p5�p5) reconstructions.

A different model came from an STM study sup-
ported by DFT calculations of the BaTiO3(001)-(

p
5�p

5)-R26:6ı surface reconstruction [6.300]. By com-
paring the surface phase diagram of BaTiO3(001) de-
termined by DFT calculations to STM and STS inves-
tigations, Martirez et al. favored TiO2-Ti3=5 or TiO2-
Ti4=5 terminations in which Ti adatoms occupy hollow
sites of the TiO2 surface. These atoms, whose den-
sity of states strongly contributes to the conduction
band, are expected to be observed mostly in empty-
state images. Conversely, Ti atoms belonging to the
TiO2 layer, of which the density of states involves
bandgap states, are predicted to appear in filled-state
images. The model includes three different Ti atoms.
Martirez et al. suggested that it could apply to the (

p
5�p

5) reconstruction of the SrTiO3(001) surface [6.300].
Leaving aside that suggestion, which is not supported
by any SrTiO3 modeling, the Sr-terminated model of
the SrTiO3(001)-(

p
5�p5) from Kubo and Nozoye is

concordant [6.267, 275, 292], but its extension to other
surfaces is not recognized.

(4�4) and c(4�4) Reconstructions
Other structures—(4� 4) and c(4� 4)—have been ob-
served on SrTiO3(100) surfaces. Also, nanostructured
SrTiO3(100) surfaces and defective structures can be
obtained by annealing in UHV, as recently reviewed
by Marshall et al. [6.38]. Annealing a (2� 1) struc-
ture at 1170�1670K in UHV after BHF etching gave
rise to a c(4� 4) reconstruction that consists of bro-
ken lines running in the [100] direction [6.256]. The
periodicity of the breaks (four bulk unit cells) and the
offset of the line result in a c(4� 4) structure suggested
to evolve from the (2� 1) areas through ordering of
defects. The two reconstructions coexist even after an-
nealing at 1670K [6.256].

A different c(4� 4) reconstruction was obtained by
annealing an SrTiO3(100)-(2� 2) surface at 1300K in
UHV [6.260] or, alternatively, by annealing a BHF-
etched SrTiO3(001) surface in UHV at 1270K [6.267].
The structure now consists of ordered bright spots ori-
ented in h110i directions (for that reason, it is labeled
c(4� 4) dots in Fig. 6.16). Eventually, after 80min at
1350 ıC, the formation of the (

p
5�p5) reconstruc-

tion follows a significant increase in conductivity of
the crystal [6.267]. Kubo and Nozoye [6.259] observed
small (2� 2) and c(4� 4) domains after annealing at
1270K for 20min. By successive annealing for sev-

eral seconds at 1370, 1420, 1450, and 1470K, they
observed a series of reconstructed surfaces, i.e., c(4�4),
(4� 4), a mixture of (4� 4) and (p5�p5), and (

p
5�p

5), that were all assigned to ordered arrays of sur-
face Sr atoms [6.259]. The c(4� 4) structures obtained
in [6.259, 267] are apparently similar. Both result from
heating an SrTiO3(100)-(2� 2) surface in UHV. Both
lead by further annealing to the (

p
5�p5) reconstruc-

tion, but with extremely different annealing times, a few
seconds in one case [6.259] and 80min in the other in-
vestigation [6.267].

6.3.4 Open Issues

A vast corpus of experiments shows that the chemistry
of the bulk, near-surface, and surface of an SrTiO3(100)
crystal depends on its temperature and environment.
Upon annealing in vacuum, the SrTiO3(100) surface
loses oxygen while the Sr content increases relative to
titanium [6.202, 208, 227, 266]. But it is unclear [6.266,
267] whether such enrichment is proof of the surface
segregation of strontium [6.249, 259, 290]. The oxy-
gen deficiencies induced by annealing in UHV leave
two electrons behind that reduce the transition-metal
cations [6.267]. However, it is not easy to distinguish
the effects of annealing from those resulting from the
presence of vacancies [6.289]. Although the complex
formed by oxygen vacancies and reduced titanium was
suggested in early works [6.242, 245, 246, 271, 291] to
drive the (

p
5�p5) reconstruction prior to being dis-

carded [6.247, 249], little attention has since been paid
to the influence of the degree of reduction of the solid on
the surface reconstruction [6.289]. Defective sites and
charge transfers complicate the configurations formed
by the three elements involved in the oxide, to the point
that the analysis is hardly tractable.

Stoichiometry-Driven Reconstructions
From this point of view, insights can be gained by ex-
periments that favor one particular parameter, all other
parameters being unaffected. The above-described ex-
periment by Shimizu et al. (Sect. 6.3.3 and Fig. 6.23)
follows such an approach [6.289]. Three structures ap-
pear in the UHV-annealed and polarized SrTiO3 crystal:
(
p
13�p13), (2�1), and (p5�p5). They clearly rely

on the oxidation state of the substrate lying underneath,
either fully oxidized, partially reduced, or fully reduced.
Similar ideas come from Newell et al.’s observation on
annealed SrTiO3 crystal that the onset of the formation
of the (

p
5�p5) LEED pattern correlates with a jump

in conductivity, i.e., a sudden increase in bulk con-
centration of reduced species [6.267]. However, while
the colors of the polarized SrTiO3 crystal could be re-
versibly reversed by switching the polarity of the bias



Part
B
|6.3

184 Part B Surface Crystallography

Time

Annealing in O2 furnace at T = 1270 K

c(4 × 2)

c(4 × 2)

(2 ×1)

(4 × 4) and (2 × 2)

T (K)

Annealing in ultra-high vacuum (sequential heating for 30 min at each temperature)

a)

b)

30 min

T = 200 K

5 h 10 h

T = 900 K T = 950 K T = 1000 K T = 1150 K

(√13× √13)-R33.7°
— —

(√13× √13)-R33.7°
— —

Fig. 6.26a,b Structural transition on SrTiO3(100) as a function of temperature and environment. (a) Annealing of
SrTiO3(100)-(1�1) at 1270K in flowing oxygen; the c(4�2) structure that first appears is progressively replaced by the
(
p
13�p13) reconstruction; (b) annealing the (

p
13�p13) termination in UHV, the reverse transformation results in

the recovery of the c(4� 2) structure and then in combinations of (4� 4), (2� 2), and (2� 1) structure (Reprinted with
permission from [6.266]. Copyright 2016 by the American Physical Society)

voltage, it was not possible to modify the reconstruc-
tions by this means [6.289]. Such behavior is indicative
of a reconstruction process that does not stem from the
bulk defect concentration alone. It likely involves more
complex correlations between Sr, Ti, O, and vacancies
that depend on the redox status of the SrTiO3 substrate.
In particular, for thermodynamic reasons, the concen-
tration of defective sites at reducible oxide surfaces can
strongly differ from that in bulk, as observed in the case
of the rutile TiO2 (110) [6.301, 302].

Dagdeviren et al. reported a series of SrTiO3(100)
reconstructions obtained by varying the temperature
and/or the annealing time under given environments, in-
cluding oxygen at normal pressure (Fig. 6.26) [6.266].
They pay particular attention to transitions and re-
verse transitions between reconstructions. Annealed in

a furnace at 1270K under flowing oxygen, the original
(1� 1) surface structure transforms first into a c(4� 2)
reconstruction and then, after 10 h, into a (

p
13�p13)

structure. A similar transformation is observed when
the sample is removed from the O2 furnace after 30min
and then annealed at 900K in a UHV chamber in
10�6 mbar O2, although traces of the c(4� 2) phase are
still visible after 16 h. Conversely, the (

p
13�p13)

structure could be switched into the c(4� 2) recon-
struction by annealing the crystal at 950K in UHV.
Further annealing at 1000 and 1150K gives rise to
(4�4), (2�2), and (2�1) reconstructions. As discussed
earlier, the (

p
13�p13) reconstruction appears as the

favored surface structure under oxidizing conditions.
The c(4�2), (4�4), (2�2), and (2�1) are likely com-
paratively increasingly oxygen-deficient [6.266].
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On the SrTiO3(100)-c(4� 2) substrate, the system-
atic observation of terraces separated by unit-cell step
height [6.266] proves the uniform coverage of the
surface by a single termination. Upon annealing the
c(4� 2) surface in UHV at increasing temperatures,
AES analysis shows that Sr and Ti segregate at the
SrTiO3(100) surface while the Sr=Ti ratio increases,
in agreement with the commonly accepted behavior.
A chemical surface and subsurface disorder is evi-
denced by temperature- and bias-induced changes in
surface roughness. In parallel, steps and holes of frac-
tional unit-cell step heights (770�1170K) evidenced by
NC-AFM reveal the progressive emergence of surface
terminations of various natures (Sect. 6.3.1 Coexis-
tence of TiO2 and SrO). Therefore, the transition from
the SrTiO3(100)-c(4� 2) to (4� 4), (2� 2), and (2� 1)
by annealing in UHV is accompanied by changes in
chemical composition and appearance of various termi-
nations, although the c(4� 2) [6.263], (2� 2) [6.200,
250, 261], and (2�1) [6.200, 248, 250, 261] reconstruc-
tions are modeled by similar double-layer TiO2 struc-
tures.

Surface Chemistry
The changes in the surface structure of SrTiO3(100)
that are caused by deposition of strontium and tita-
nium [6.265] follow the same direction as the above

findings. In a similar way as on the SrTiO3(110) [6.303]
and SrTiO3(111) [6.304] surfaces, Gerhold et al. trans-
formed the surface reconstructions of the SrTiO3(100)
surface by Sr and Ti deposition [6.265]. A two-domain
c(4� 2) reconstruction was transformed into a (2� 2)
structure by deposition of strontium and annealing to
1120K in 10�6 mbar O2. The inverse transformation
can be performed by titanium deposition and anneal-
ing in oxygen. The operation can be repeated more
than ten times without visible degradation. For the two
structures, unit-cell step heights characterize a single-
terminated surface, and the Ti core-level profiles are
indicative of fully oxidized surfaces. However, the steps
aligned with h100i directions observed on the c(4� 2)
reconstructed surface and the curved steps seen on the
(2� 2) surface [6.265] are reminiscent of the TiO2 and
SrO terrace edges [6.212], respectively. This and the
higher Sr=Ti ratio found by LEIS on the (2� 2) sur-
face question the prediction of a similar double-layer
TiO2 termination for the two reconstructions. Gerhold
et al. suggest that the building blocks of the two surfaces
should be different and that the surface stoichiometry
is at the origin of the formation of the different re-
constructions of the SrTiO3(100) surface [6.265]. This
conclusion is in line with the suggestion by Dagdeviren
et al. that the c(4� 2) and (2� 2) terminations exhibit
different terminations [6.266].

6.4 Outlook

The always positive values of the rumpling at
MgO(100), as determined by both experiment and
theory, demonstrate that the oxygen ions protrude above
themagnesium ions at that surface. As a trend, rumpling
is also positive along the series of (100) surfaces of
transition-metal oxides MnO, FeO, CoO, and NiO.
Conversely, the rumpling is predicted to switch from
positive on MgO(100) to increasingly negative along
the CaO(100), SrO(100), and BaO(100) series, with
cations protruding outward. Because the earlier model
of Verwey, which relies on differences in ion polariz-
ability, cannot account for that trend, these predictions
suggest a relaxation mechanism that includes the metal
and oxygen semicore state interactions and the overlap
O.2p/�O.2p/ between next-nearest neighbors. As
regards relaxation, x-ray diffraction performed on high-
quality MgO(100) single crystal shows that the first
interlayer spacing is slightly contracted, while atomistic
simulations predict a weak expansion, leading to the
qualitative conclusion that the MgO(100) surface relax-
ation is close to zero. An increasing negative relaxation
is predicted along the CaO(100)–BaO(100) series, in

agreement with the only existing measurement, which
was carried out on CaO(100). There is complete con-
sensus on the contraction of the first interlayer spacing
of NiO(100), but nothing is clear about the MnO, FeO,
CoO series. Overall, the support of experimental data by
numerical simulations reinforces the reliability of the
conclusions. However, in the case of the much-studied
relaxation and rumpling of MgO(100), the theory puts
forward estimates that are about 1% higher than experi-
mental values. These small but systematic discrepancies
indicate that the issue escapes complete understanding.

The c(4� 2), c(6� 2), (
p
5�p5), and (

p
13�p

13) surface reconstructions of SrTiO3(100) are re-
producibly prepared. However, the temperature and
pressure conditions observed from one group to another
for the formation of given reconstructions often escape
rationality and sometimes seem contradictory. A cru-
cial concern is the preparation of single-terminated
surfaces with unambiguous surface composition. As
shown by the formation of specific reconstructions as
a function of the degree of reduction of the material,
species associated with the reduction of the oxide, oxy-
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gen vacancies, or reduced cations are definitely active
in driving reconstructions. In addition, the involvement
of surface strontium in reconstructions is underesti-

mated. Nevertheless, the existing structural models of
SrTiO3(100) reconstructions hardly take those species
into account.
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7. Crystallography of Metal Surfaces
and Adsorbed Layers

Georg Held

Crystallography involves the determination of atom
positions with accuracy better than a few per-
cent of interatomic bond lengths. The first part
of this chapter describes the main experimental
techniques that are used for surface crystallog-
raphy on metal surfaces: low-energy electron
diffraction, photoelectron diffraction, surface x-ray
diffraction, and the x-ray standing wave tech-
nique. The second part discusses common features
and trends found in the structures of metal sur-
faces with and without adsorbates, and presents
representative examples of experimentally de-
termined surface structures. These examples
illustrate how the interplay between vertical
(adsorbate–substrate) and lateral (adsorbate–
adsorbate) interactions of different strengths
determines the arrangement of atoms at the sur-
face.
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7.1 Experimental Surface Crystallographic Techniques

Since the 1960s, single-crystal surfaces have been used
routinely for surface science studies, which has also
enabled the development of techniques for characteriz-
ing these crystals. The availability of reliable laboratory
instruments and synchrotron radiation and a massive in-
crease in computer power over the past five decades
have made a number of surface crystallographic tech-
niques readily available today. The choice of technique
depends on the type of surface under investigation
and the type of information that is required. The most
accurate structural information is obtained from diffrac-
tion techniques, such as low-energy electron diffraction
(LEED), surface x-ray diffraction (SXRD), x-ray pho-
toelectron diffraction (XPD), photoelectron diffraction
(PhD), or the x-ray standing wave technique (XSW).
These techniques yield the positions of surface atoms
with an accuracy of typically 0:01�0:1Å, depending
on their contribution to the overall diffraction signal.
They do, however, rely on a homogeneous surface,
with either long-range order (LEED, SXRD) or at least

identical adsorption sites (XPD, PhD, XSW). We will
concentrate on these techniques in the following sec-
tion. Scanning probe microscopy techniques such as
scanning tunneling microscopy (STM) or atomic force
microscopy (AFM) (discussed in Chap. 8) do not have
the same restriction in terms of surface homogeneity,
but their lateral resolution in terms of atomic posi-
tions is typically poor at the atomic level (� 0:5Å).
Spectroscopic techniques, such as x-ray photoelectron
spectroscopy (XPS), near-edge x-ray absorption fine
structure spectroscopy (NEXAFS), or vibrational spec-
troscopy (high-resolution electron energy loss spec-
troscopy HREELS, reflection-absorption infrared spec-
troscopy RAIRS) (discussed in Chap. 25), require iden-
tical adsorption sites but no long-range order. They will
only yield a subset of structural parameters, such as
coordination of atoms or bond angles, which can be
very useful in cases where the full crystallographic data
set cannot be acquired. For further details on surface
characterization methods, we refer to recent general
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textbooks [7.1, 2] and review articles on specific tech-
niques, as cited below.

7.1.1 Basic Concepts
of Surface Diffraction Techniques

As a surface breaks the translational symmetry of
a crystal in the direction perpendicular to the surface
plane, there is only two-dimensional periodicity within
this plane. The surface sensitivity or penetration depth
of the probe used in an experiment (e.g., electrons,
x-rays) determines to what extent the periodicity per-
pendicular to the surface affects the diffraction pattern.

Surface Lattice
The two-dimensional periodicity is described by two
lattice vectors, a1; a2, and reciprocal lattice vectors
b1; b2, which are parallel to the surface plane, as dis-
cussed in Chap. 4. The vectorR between two equivalent
lattice points of a periodic surface is an integer multiple
of these lattice vectors

RD n1a1C n2a2 : (7.1)

The two-dimensional Laue condition leads to the fol-
lowing relationship between a1; a2 and the reciprocal
lattice vectors b1; b2

a1b1 D a2b2 D 2  ;

a1b2 D a2b1 D 0 ;
(7.2)

and explicit expressions

b1 D 2 

a1xa2y� a1ya2x

�
a2y
�a2x

�
; (7.3)

b2 D 2 

a1xa2y� a1ya2x

��a1y
a1x

�
; (7.4)

where a1x; a1y; a2x; a2y are the coordinates of the real-
space lattice vectors. The reciprocal lattice vectors have

units of Å
�1

and are also parallel to the surface, as men-
tioned earlier. In analogy to the real lattice vectors, they
define the diffraction pattern in reciprocal space. Each
diffraction spot corresponds to the sum of integer mul-
tiples of b1 and b2,

g.n1; n2/D n1b1C n2b2 : (7.5)

The pair of integer numbers .n1; n2/ are used as indices
to label the respective spots. Examples of real-space and
reciprocal-space lattices are shown in Fig. 7.1.

a2

a1

a2

a1

a2

a1

a'2

a'1

b1

b2

b1

b2

b1

b2

b'1

b'2

Fig. 7.1 Examples of diffraction patterns for common sur-
faces: fccf100g, fccf110g, fccf111g, fccf100g-p.2� 1/

Superstructures
In many cases, the periodicity of the surface lattice is
larger than expected for the bulk-truncated surface of
a given crystal due to adsorption or reconstruction. This
leads to additional (superstructure) spots in the diffrac-
tion pattern, for which fractional indices are used. There
are two nomenclatures commonly used to describe such
superstructures, the matrix notation [7.3] and the Wood
notation [7.4], which are also described in Chap. 4.
Here we concentrate on the matrix notation, as this is
the most general way of describing a superstructure.

The lattice vectors a01 and a
0
2 of such superstructures

can be expressed as multiples of the .1� 1/ lattice vec-
tors a1 and a2

a01 Dm11a1Cm12a2 ;

a02 Dm21a1Cm22a2 ; (7.6)
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where the numbers mij are the coefficients of the super-
structure matrix M

MD
�
m11 m12

m21 m22

�
D .m11 m12Im21 m22/ : (7.7)

The area of the superstructure unit cell, A0, is given
by

A0 D detMA ; (7.8)

where A is the area of the .1� 1/ unit cell and detMD
m11m22 �m12m21.

Also, the positions and indices of the additional
diffraction spots can be calculated directly from the su-
perstructure matrix. The reciprocal lattice vectors b01; b

0
2

which correspond to the superstructure vectors a01 and
a02 are given by

b01 DC
m22

detM
b1 � m21

detM
b2 ;

b02 D�
m12

detM
b1 � m11

detM
b2 : (7.9)

The reciprocal lattice, and hence the diffraction pat-
tern of the superstructure, can be constructed by integer
multiples of b01 and b

0
2 in the same way as in (7.5),

g.n01; n
0
2/D n01b

0
1C n02b

0
2

D n01m22 � n02m12

detM
b1

C �n
0
1m21 � n02m11

detM
b2 : (7.10)

As detM is greater than 1, the prefactors of b1 and b2
in (7.10) are fractions, and therefore the superstructure
spots have fractional indices.

Often, the actual diffraction pattern contains more
superstructure spots than one would get from construct-
ing the reciprocal lattice according to (7.10). This is
the case when the symmetry of the superstructure lat-
tice is lower than the symmetry of the substrate and
the adsorption complex. In this case, the domains of
all symmetry-equivalent superstructure orientations are
present at the surface covering equal areas. These ori-
entations are found by applying the missing symmetry
operations to the superstructure lattice.

As the diameter of an electron or x-ray beam in a con-
ventional diffraction experiment is orders of magnitude
larger than the typical domain size (100�1000Å), the
observed diffraction pattern is normally a superposi-
tion of all rotational and/or mirror domains. Hence, the
diffraction pattern usually shows the same symmetry

as the substrate, even if the superlattice symmetry is
lower. Important exceptions are the superstructures of
enantiopure chiral molecules, which themselves do not
have any mirror symmetry. For these structures, mir-
ror domains are not observed, since applying a mirror
operation would turn the molecule into the opposite
enantiomer. For the same enantiomer, applying a mir-
ror operation to the lattice would alter the adsorption
site geometry of the molecule [7.5].

The left-hand column of Fig. 7.2 shows three
examples of LEED patterns observed for different
amounts of CO adsorbed on Nif111g [7.6], p.p3�p
3/R30ı=.1 2I �1 1/ at 0:33ML; c.2� 4/=.20I 1 2/ at

0:33ML, and p.
p
7�p7/R19ı=.3 1I �1 2/ at 0:57ML.

The white arrows indicate the reciprocal lattice vec-
tors for one domain. The column on the right shows
the superstructure unit cells of all domains observed in
the patterns. The Nif111g surface has a p3m1 symme-
try, i.e., threefold rotation symmetry and three mirror
planes. The p.

p
3�p3/R30ı superstructure has the

same symmetry; therefore, only one domain is ob-
served. The c.2� 4/ superstructure has a rectangular
unit cell with pm symmetry, which shares a mirror plane
with the substrate, but not the rotational symmetry;
therefore, three domains, rotated by 120ı and 240ı with
respect to each other, are observed in the LEED pattern.
The p.

p
7�p7/R19ı unit cell has a threefold p3 sym-

metry without the mirror plane; therefore, two domains
are observed, which are related by a mirror operation.

7.1.2 Low-Energy Electron Diffraction (LEED)

Low-energy electron diffraction (LEED) is the diffrac-
tion technique most commonly used to study surfaces.
A number of textbooks describe the technique in great
detail [7.1, 7–9]. As shown in Fig. 7.3, the surface is
exposed to a monoenergetic collimated beam of elec-
trons, and the diffraction pattern of the backscattered
electrons is detected on a transparent fluorescent screen.
Between the screen and sample there is an assembly of
suppressor grids, which filter out inelastically scattered
electrons and only allow electrons with the same energy
as the incoming beam to be detected. The de Broglie
wavelength of an electron of kinetic energy Ekin is

�e D
s

h2

2meEkin
D
s

150:41 eV

Ekin
Å ; (7.11)

where h is Planck’s constant and me the electron mass.
The corresponding wave vector is

ke D 2 

�e
D
r

Ekin

3:8099 eV
Å
�1
: (7.12)
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(        )

(       )

a2

a1

a2

a1

a2

a1

a)

b)

c)

Θ = 0.33 ML:   p(√3 × √3)R30° 2 1
–1 1(        )M = 

Θ = 0.50 ML:   c(2 × 4) 2 0
1 2M = 

Θ = 0.57 ML:   p(√7 × √7)R19° 3 1
–1 2M = 

Fig. 7.2a–c Ex-
perimental LEED
patterns for CO ad-
sorbed on Nif111g
(left) and corre-
sponding real-space
unit cells (right):
p.
p
3�p3/R30ı

((a), only one
domain), c.2� 4/
((b), 3 rotational
domains), and
p.
p
7�p7/R19ı

((c), 2 mirror do-
mains) [7.6]. Note
that real-space
diagrams are rotated
by about 30ı with
respect to the crystal
orientation of the
experiment

For low kinetic energies between 40 and 600 eV,
the electron wavelength ranges from 2 to 0:5Å, which
is the same range as the wavelengths used in x-ray

crystallography. Davisson and Germer were the first
to observe diffraction patterns for low-energy elec-
trons in 1927 [7.10], and realized already then that the
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Grid 1

Grid 3 (suppressor)
Grid 2 (suppressor)

Electron gun e– beam Sample

–V0

+5–6 kV –(V0 – ∆V)

Fig. 7.3 Schematic of a typical LEED experiment. The
incident electron beam, accelerated by the potential V0,
is emitted from a small electron gun behind a transpar-
ent hemispherical fluorescent screen and hits the sample
through a hole in the screen. The surface is in the center of
the hemisphere, so that all back-diffracted electrons travel
toward the LEED screen on radial trajectories. Before the
electrons hit the screen, they have to pass a retarding
field energy analyzer (RFA). It consists of four (sometimes
three) hemispherical grids concentric with the screen. The
first grid (nearest the sample) is connected to earth, as is
the sample, in order to provide a field-free region between
the sample and this grid. A negative potential �.V0 ��V/
is applied to the second and third grid, the so-called sup-
pressor grids. These repel all electrons that have undergone
inelastic scattering processes and have lost more than e�V
(typically � 5 eV) of their original kinetic energy. Thus,
only elastically scattered electrons and those with small en-
ergy losses can pass through to the fluorescent screen. The
fourth grid is usually on ground potential in order to reduce
field penetration of the screen voltage to the suppressor
grids. The screen is at a potential of around 5�6 kV; it
provides the electrons with enough energy to cause bright
fluorescence on the screen. The pattern can be observed
through a viewport from behind the screen

diffraction of low-energy electrons (LEED) could be
used to determine the structure of single-crystal sur-
faces. Because of their small inelastic mean free path
(IMFP) of typically < 10Å, electrons in this energy
range probe only the topmost atomic layers of a sur-
face and are, therefore, better suited for the analysis
of surface geometries than x-rays which have a much
larger mean free path (typically a few micrometers). As
a consequence, low-energy electrons do not sample the
periodicity perpendicular to the surface plane, and only

a two-dimensional Laue condition must be satisfied for
a diffraction spot to be observed

k.n1; n2/D kinC g.n1; n2/ ; (7.13)

where kin and k.n1; n2/ are the wave vectors of the
incoming and outgoing electron beams, g.n1; n2/ is a re-
ciprocal lattice vector, as defined by (7.5), and n1; n2 are
the spot indices. The parallel component of the outgo-
ing wave vector is

kk.n1; n2/D kk;inC g.n1; n2/ : (7.14)

Diffraction is only observed for elastically scat-
tered electrons. Therefore, the lengths of the incom-
ing and outgoing wave vectors are the same, jkj Dp
2meEkin=„2. The vertical component, k?, of the elec-

trons back-diffracted into spot .n1; n2/ is defined by
energy conservation

k?.n1; n2/D
r

2meEkin

„2 � jkk.n1; n2/j2 : (7.15)

Equation (7.15) also limits the number of observ-
able LEED spots, since the expression under the square
root must be greater than zero. With increasing electron
energy, the number of LEED spots increases, while the
polar emission angle with respect to the specular spot
.0; 0/ decreases for each spot. The specular spot does
not change its position if the angle of incidence is kept
constant. This is often visualized in terms of an Ewald
construction, as illustrated in Fig. 7.4. The incoming
and outgoing wave vectors start from the center of the
Ewald sphere. Unlike for x-rays, for electrons only the
incoming vector needs to point to a reciprocal lattice
point. The two-dimensional Laue condition is already
fulfilled when the outgoing vector points at the intersect
of the Ewald sphere and a reciprocal lattice rod. These
reciprocal lattice rods pass through a reciprocal lattice
point and are perpendicular to the surface plane. Fig-
ure 7.4 shows Ewald constructions for the same angle of
incidence but two different energies. The specular .0;0/
vectors emerge at the same angle in both cases, but the
angles of the other vectors are different: the higher the
energy, the smaller the angles between the vectors. As
a result, the diffraction pattern is more compressed at
higher energies (i.e., shorter wavelengths). There are
also more rods intersecting the larger Ewald sphere at
the higher energy; hence more diffraction spots are ob-
served.

Multiple scattering plays an important role in the
diffraction process of electrons at solid surfaces. This
does not affect the positions of diffraction spots; hence
the surface periodicity (size and orientation of the sur-
face lattice) can be determined using the equations
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Fig. 7.4a,b Ewald sphere for LEED. (a) High energy; (b) low energy

Incoming wave Outgoing wave

1 2 3 4

Intermediate waves

Fig. 7.5 Schematic illustration of single- and multiple-
scattering events. The numbers indicate the number of
atoms involved in each scattering path

above. The intensities of the diffraction spots, however,
are determined by the interference of electron partial
waves scattered from the different surface atoms within
the unit cell. Figure 7.5 schematically illustrates single-
and multiple-scattering events. In the latter, the electron
wave interacts with more than one atom before it leaves
the surface toward the detector. As a consequence, the
phase differences between partial waves depend on the
relative positions of all the atoms along the scattering
paths and the phase shifts imposed onto the electron
wave due to the interaction with the potential of the
atoms. The amplitude, and hence the intensity, of the
outgoing wave in the direction of a diffraction spot is
determined by the superposition of an infinite number
of partial waves from all possible (single and multi-

ple) scattering paths, which contain information about
the relative positions of atoms within the surface. The
amplitudes of each partial electron wave �k decay ex-
ponentially while propagating through the solid, with an
energy-dependent decay length, l.E/, typically of a few
angstroms

j�.rC s/j D e�
jsj

2l.E/ j�.r/j ; (7.16)

(jsj is the path length of travel). Therefore, the number
of multiple scattering paths that need to be considered
in practice is limited.

The positions of the atoms can be extracted from
the energy dependence of the spot intensities, the so-
called LEED I–V, or I.E/, curves. Examples are shown
in Fig. 7.6. By comparing experimental I–V curves
with calculated curves for different test geometries the
surface geometry can be identified and refined. The
agreement between experimental and theoretical data is
quantified using so-called reliability factors (R factors),
of which Pendry’s R factor is the most common [7.11].
This way, the process of optimizing the atom posi-
tions reduces to a minimization problem which can be
automated easily. The relative importance of multiple
scattering requires fully dynamical quantum mechan-
ical calculations in order to produce I–V curves for
the test geometries. A standard approach for calculat-
ing LEED I–V curves has been developed in the 1970s
through the 1990s by Pendry, Tong, Van Hove, and oth-
ers [7.7, 9, 12, 13].

To date, structure analysis by LEED I–V is the
most accurate and reliable means of determining the
atomic positions at surfaces. In particular, the fact that
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Fig. 7.6
(a) Adsorption
geometry for the
p.2� 2/ superstruc-
ture of co-adsorbed
CO and O on
Nif111g accord-
ing to [7.14] and
(b) selected LEED
I–V curves for this
structure (COCO)
and the p.2� 2/
superstructure of
oxygen only (O).
The black solid lines
are experimental;
the red dashed lines
are calculated I–V
curves

LEED is sensitive to the atomic positions not only in
the topmost layer but down to several layers below the
surface makes it an ideal tool for studying intrinsic or
adsorbate-induced surface reconstructions. General re-
strictions are that LEED usually requires ordered and
conducting surfaces; otherwise charging would distort
the LEED pattern. The time needed for calculating the
I–V curves and the number of trial geometries are fac-
tors limiting the complexity of accessible surface struc-
tures on the computational side; the density of LEED
spots on the fluorescent screen is an experimental fac-
tor limiting the size of unit cells that can be studied.

Since LEED theory was initially developed for
close-packed clean metal surfaces, these are the most

reliably determined surface structures with theory–
experiment agreement comparable to that between two
experimental sets of I–V curves and error bars for
the atomic coordinates as small as 0:01Å. A good
overview of state-of-the-art LEED structure determi-
nations of clean metal surfaces and further references
are found in a series of articles by Heinz et al. [7.13,
15, 16]. For more open adsorbate-covered and/or re-
constructed surfaces, certain approximations used in
the standard programs are less accurate, which leads
to higher RP factor values. For simple superstructures
of monatomic adsorbates or small molecules on metal,
the agreement is usually not as good, and is worse for
large molecules, which often adsorb in complex super-
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structures and semiconductor surfaces. Since the error
margins scale with the agreement between experimental
data and theoretical calculations, the accuracy of atomic
coordinates in these latter cases is smaller, with error
bars up to 0:1Å. A review of structure determinations
of molecular adsorbates was published by Over [7.17];
the structure determination of semiconductor surfaces
was reviewed by Kahn [7.18]. In general, the accuracy
is higher for coordinates perpendicular to the surface
than for lateral coordinates. For further details about the
history, experimental setup, and theoretical approaches
of LEED, refer to the books by Pendry [7.7], Van Hove
and Tong [7.12], Van Hove et al. [7.9], and Clarke [7.8].

7.1.3 X-ray Photoelectron Diffraction
(PhD, XPD)

Diffraction effects are also observed when an electron
is emitted from an atom due to the photoelectric effect.
In this case, the energy of a photon, h�, is transferred
onto a valence or core electron, which leaves the emitter
atom with a kinetic energy of

Eel D h��EB�˚ ; (7.17)

where EB is the binding energy of the emitted elec-
tron, and ˚ the work function of the sample. For
x-rays in the energy range from a few hundred to
a few thousand electron volts (soft x-rays) and bind-
ing energies in a similar range, the kinetic energies of
the photoelectrons are similar to those in LEED with
de Broglie wavelengths of the order of 1Å. There-
fore, the propagation of photoelectrons from an atom
which is embedded in a solid is governed by very
similar effects as the propagation of LEED electrons.
The part of the photoelectron wave function that is
scattered by atoms surrounding the emitter atom inter-
feres with the directly emitted electron wave, which
leads to significant intensity variations as a function
of the detection angle and kinetic (photon) energy.
These photoelectron diffraction effects strongly depend
on the position of the scattering atoms with respect to
the emitter, and can thus be used as a tool to deter-
mine the surface structure [7.19–21]. As with LEED,
the fact that electrons of relatively low energies are
detected makes photoelectron diffraction a surface-
sensitive technique. However, there are several im-
portant differences between LEED and photoelectron
diffraction:


 The wave function of the primary photoelectron is
described by a spherical wave, whereas in LEED the
incoming electron is described as a plane wave.


 The primary, unscattered part of the photoelec-
tron wave function is always detected alongside the
diffracted part, which leads to smaller variations in
the recorded intensities compared with LEED.
 The emitter atom is a specific element, and only
the environment of this atom is probed. The type of
emitter atom can be selected by choosing the kinet-
ic/binding energy of the photoelectron, according
to (7.17). In practice, of course, the signal measured
is the superposition of signals from all atoms emit-
ting electrons with the respective energy.
 Only the immediate vicinity of the emitter atom
contributes to the photoelectron scattering. There-
fore, the long-range arrangement of atoms (beyond
the inelastic mean free path) does not affect the sig-
nal, and no sharp diffraction spots are observed.

In order to measure a photoelectron diffraction sig-
nal, one needs a monochromatic photon source and an
energy-resolving electron detector. Photon sources are
either an x-ray anode with fixed photon energy (typi-
cally AlK˛ with h� D 1486:7 eV or Mg K˛ with h� D
1253:6 eV) or a synchrotron radiation source, which
provides tunable photon energy. The most common
detectors are hemispherical electron energy analyzers.
For a more detailed description of the experimental
setup see [7.19–22]. The current state of the tech-
nique and its applications were recently reviewed by
Woodruff [7.23]. The particular advantage of photo-
electron diffraction over other surface-sensitive diffrac-
tion methods, such as LEED and surface x-ray diffrac-
tion (SXRD), is that it is element-specific and does not
require long-range order; the only condition is that the
local environment be the same for all atoms that emit
electrons of the same binding energy.

Figure 7.7 shows the angular dependence of the
scattering factor for electrons of different kinetic en-
ergies on a Cu atom, which is representative of most
atoms. The scattering factor is proportional to the prob-
ability of the electron being scattered in the a direction
of polar angle 	 . From Fig. 7.7 it is clear that the high-
est probability is always for scattering in the forward
direction (	 D 0ı), but at low energies, about 300 eV
and below, scattering sideways (40ı < 	 < 120ı) and
backward (	 � 180ı) is also strong, whereas > 500 eV
the scattering factor is strongly peaked in the forward
direction. Therefore, the crystallographic information
extracted from photoelectron diffraction is strongly de-
pendent on the kinetic energy of the electrons detected.
At high kinetic energies, the signal is affected predom-
inantly by atoms which are between the emitter atom
and the detector (forward focusing); at low energies, the
signal has strong contributions from all atoms surround-
ing the emitter (backscattering).
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Fig. 7.7 Angular dependence of the modulus of the atomic
scattering factor for electrons by a copper atom at sev-
eral different electron energies (Reprinted with permission
from [7.23] with permission from Elsevier)

Forward Focusing (XPD)
For kinetic energies above� 500 eV, electrons are pre-
dominantly scattered in the forward direction [7.20,
24]. This leads to the so-called forward-focusing ef-
fect when another atom is between the emitter and
the detector. In this direction, the intensity is ampli-
fied; in addition, small-intensity minima are observed
at angles 10ı–20ı from this direction, as indicated in
Fig. 7.8. The magnitude of these x-ray photoelectron
diffraction (XPD) intensity variations decreases with
increasing distance between emitter and scatterer such
that effectively only atoms within the same molecule
or close neighbors in solids need to be considered.
The maxima in the angular distribution of the photo-
electron intensity, therefore, correspond directly to the
connecting lines between the emitter and neighboring
atoms. This makes the data analysis straightforward
such that even the adsorption geometry of molecules
as large as C60 can be determined [7.25]. XPD studies
have most commonly been carried out using conven-
tional x-ray sources, often equipped with purpose-built
automated in-vacuum goniometers to scan the entire
hemisphere above the surface [7.26, 27]. Until recently,
synchrotron beamlines did not offer great advantages,
since high-energy resolution is usually not required, and
the total photon flux at the high end of the soft x-ray
range which is required for these measurements is of-
ten comparable with un-monochromatedAlK˛ sources.
The higher stability of laboratory sources in terms of
flux is an additional advantage over synchrotron ra-
diation, since scanning the entire hemisphere requires
long data acquisition times. Recently, however, syn-

Forward
focussing
maximum

1st orderPhoton Electron

Emitter atom

Fig. 7.8 Basic principle of forward focusing. A maximum
of the photoelectron signal is observed when a focusing
atom is between the emitter atom and detector. In this
example, the N 1s signal from the N atom in glycine is
focused by the neighboring C atom

chrotron radiation has been used very successfully for
this type of experiment [7.28, 29]. Tunable photon en-
ergies and polarization enable contrast enhancement by
exploiting resonance effects [7.30]. XPD has been ap-
plied mostly to studying the structures of thin films and
adsorption geometries of molecules, including enan-
tiomeric differences in the adsorption geometries of
chiral molecules [7.28, 29].

Backscattering (PhD)
For kinetic energies < 300 eV, elastic scattering away
from the forward direction is very significant, whereby
backscattering is a particularly important scattering
path. The photoelectron signal emitted from adsorbate
atoms is therefore the superposition of the direct wave
and the electron wave backscattered from the substrate
atoms. The interference of these two waves carries in-
formation about the registry between adsorbate and
substrate, i.e., adsorption sites and adsorbate–substrate
bond lengths, which is not accessible through XPD. In
order to make a distinction between the forward and
backward scattering regimes in photoelectron diffrac-
tion, crystallographic studies using the low kinetic en-
ergy range have been termed PhD (for photoelectron
diffraction). Scanning the photon energy with the detec-
tor recording the photoemission signal at a fixed angle
has become the standard means of data acquisition
for this technique. This procedure is repeated for sev-
eral angles [7.23]. The photon energy range is chosen
such that the kinetic energy of the photoelectrons typ-
ically varies between 20 and 300 eV. Therefore, these
measurements can only be performed at synchrotron
beamlines with tunable monochromators. Both hard
(> 2 keV) and soft x-ray (< 2 keV) beamlines have
been used to access core levels of different adsorbates,
depending on the binding energies of the relevant core
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Fig. 7.9a,b Experimental PhD data for NH3 adsorption on
Nif111g [7.31]. (a) Individual N 1s photoelectron spec-
tra as a function of kinetic energy. (b) PhD modulation
spectrum (relative deviation of the integrated N 1s peak
intensities from the sliding average) as a function of the
kinetic energy. See text for details (Reprinted with permis-
sion from [7.23] with permission from Elsevier)

levels. For most molecular adsorbates, soft x-rays are
required to access the core levels of C (1s� 285 eV), N
(1s� 400 eV), and O atoms (1s � 530 eV).

As the electron wavelength changes when the ki-
netic energy is varied, the interference conditions be-
tween the direct and the backscattered electron wave
change, and intensity variations are observed as a func-
tion of photon/kinetic energy, which is illustrated in
Fig. 7.9 for the N 1s photoelectrons emitted from NH3

onNif111g [7.31]. The data analysis is not as straightfor-
ward as in XPD, and involves multiple-electron scatter-
ing theory, similar toLEED.The intensity variations (rel-
ative deviation from the unperturbed intensity, see lower
panel of Fig. 7.9) are calculated for model geometries
and compared with the experimental data. Optimiza-
tion of the model geometries to improve the agreement
eventually leads to the adsorption geometry. A large
number of adsorption geometries have been determined
to date using PhD, mostly for atomic adsorbates and
small molecules adsorbed on metal or metal oxide sur-
faces (see [7.23] for a complete review up to 2007).

The high energy resolution of third-generation syn-
chrotron beamlines makes it possible to separate the
intensity variations for different chemical shifts, i.e.,
different chemical environments of emitter atoms of

the same element. Their positions with respect to the
substrate can thus be determined separately, which is
particularly important for oxide surfaces, when the sig-
nal of molecular oxygen atoms needs to be separated
from the substrate [7.32, 33].

7.1.4 Surface X-ray Diffraction (SXRD)

The principle of surface x-ray diffraction (SXRD) is
very similar to that of low-energy electron diffraction
(LEED). The wavelength of x-rays is related to the pho-
ton energy Eph as

�X D hc

Eph
D 12 398 eV

Eph
Å ; (7.18)

the wave vector of a photon is

kX D 2 

�X
D Eph

1974:2 eV
Å
�1
: (7.19)

Therefore, hard x-rays of energies � 12 keV (i.e., 1 Å)
are best suited for probing atomic positions. Since the
groundbreaking work of Bragg and Bragg, von Laue,
and others [7.34–36], x-ray diffraction has been suc-
cessfully used to determine countless crystal structures,
from simple atomic solids to complex biomolecules, by
analyzing the intensities of Bragg reflections. The rel-
atively low scattering cross section and large penetra-
tion depth of x-rays, which is about three to four orders
of magnitude larger than that of low-energy electrons,
means that the signal recorded from x-ray diffraction is
usually dominated by bulk contributions. Intense x-ray
sources, such as synchrotrons, and grazing scattering
geometries make it possible, however, to extract crys-
tallographic information about the surface geometry as
well [7.37–40].

Because of the large penetration depth of x-rays,
they, unlike electrons, probe the periodicity of a sin-
gle crystal normal to the surface, which leads to sharp
Laue conditions not only in the surface plane but also
in the perpendicular direction. However, the fact that
the periodic stacking of layers abruptly ends at the sur-
face causes a relaxation of the Laue condition normal
to the surface. As a consequence, some intensity is
scattered into the momentum space between the Bragg
spots along lines perpendicular to the surface, as indi-
cated in Fig. 7.10. These lines are referred to as crystal
truncation rods, or CTRs. The intensity along the CTRs
can be measured by varying the angles of the incident
x-ray beam and/or the detector with respect to the sur-
face. This signal contains very useful information about
the surface geometry due to the interference between
bulk and surface scattering. By convention, in surface
x-ray crystallography, two of the real-space lattice vec-
tors, a1 and a2, are chosen as described in (7.1). The
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Fig. 7.10 Ewald construction for SXRD

third lattice vector, a3, is perpendicular to the surface.
Consequently, the corresponding reciprocal lattice vec-
tors are also parallel (b1; b2) and perpendicular (b3) to
the surface plane. For details regarding the choice of
lattice vectors see [7.38, 41].

In general, the intensity diffracted from a single
crystal into a Bragg peak is proportional to the square
of the structure factor jFj2

I.hb1; kb2; lb3/D I0
e4

m2c4R2
PjF.hb1; kb2; lb3/j2 ;

(7.20)

where I0 is a constant depending on material properties
(e.g., scattering cross section), e the charge and m the
mass of an electron, and R the distance between sample
and detector. The polarization factor P is unity if the
polarization of the incoming wave is normal to the scat-
tering plane (i.e., the plane containing the incoming and
diffracted beams), and PD cos2.2	/ if it is within this
plane, whereby 2	 is the angle between the incoming
and diffracted beams.

For a finite bulk-terminated crystal, the structure
factor can be calculated using single-scattering the-
ory [7.37]

jF.q1; q2; q3/j2

D
ˇ̌
ˇ̌
ˇ̌
N1�1X

n1D0

N2�1X

n2D0

N3�1X

n3D0
expŒi.n1q1a1C n2q2a2C n3q3a3/�

ˇ̌
ˇ̌
ˇ̌

2

D sin2. 12N1q1a1/

sin2. 12q1a1/

sin2. 12N2q2a2/

sin2. 12q2a2/

sin2. 12N3q3a3/

sin2. 12q3a3/
;

(7.21)

where N1, N2, N3 are the (large) numbers of unit cells
along the directions of the three real lattice vectors,

and q1; q2; q3 are vectors in reciprocal space pointing
in the directions of the reciprocal lattice vectors. If q1
and q2 are integer multiples of b1 and b2, respectively,
such that q1a1 D 2 hIq2a2 D 2 k, the respective terms
in (7.21) reduce to N2

1N
2
2 . Hence, the intensity along the

truncation rods (i.e., along the continuous variable q3
perpendicular to the surface) is proportional to

jF.hb1; kb2; q3/j2 D N2
1N

2
2

sin2. 12N3q3a3/

sin2. 12q3a3/
: (7.22)

For N3!1 and q3a3 ¤ 2 l we get

jF.hb1; kb2; q3/j2! N2
1N

2
2

1

sin2. 12q3a3/
: (7.23)

The shape of this function for a perfectly flat surface
is plotted as a solid black line in Fig. 7.11. The intensity
distribution along the crystal truncation rods is strongly
dependent on the arrangement of atoms near the sur-
face. Surface roughness at the atomic level, i.e., partial
occupation of the layer or several of the layers nearest
the surface, leads to deeper minima between the Bragg
peaks. This is described by the structure factor

jF.hb1; kb2; q3/j2

D N2
1N

2
2

.1�ˇ/2
Œ1Cˇ2 � 2ˇ cos.q3a3/�

1

4 sin2. 12q3a3/
;

for q3a3 ¤ 2 l ; (7.24)

where the parameter ˇ describes the partial occupation
of the surface layers (for details see [7.37]). The corre-
sponding intensity distribution along the truncation rod
is plotted as a dashed line in Fig. 7.11.

Expansion or compression of interlayer distances
near the surface leads to asymmetric intensity distri-
butions, as in the red curve plotted in Fig. 7.11. In
this case, the distance between the first and the second
layer is expanded by 10% with respect to the bulk in-
terlayer distance ja3j. If (7.21) is modified accordingly,
this leads to a structure factor

jF.hb1; kb2; q3/j2

D N2
1N

2
2

 ˚
2 sin

�
1
2q3a3

�� sin 
 12q3.2d� a3/
��2

4 sin2
�
1
2q3a3

�

Ccos2


1
2q3.2d� a3/

�

4 sin2
�
1
2q3a3

�
!

for q3a3 ¤ 2 l ; (7.25)

where d is the vector pointing from the second to the
first layer.
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crystal truncation
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The intensity variations between the maximum of
the Bragg peaks and the minimum of the CTR span
about five orders of magnitude. Therefore, an intense
x-ray source is needed, such as a third-generation syn-
chrotron source, to be able to measure the entire profile
of the rod. The data analysis determining the surface
structure is based on a trial-and-error approach similar
to LEED I–V structure determination. Intensity (struc-
ture factor) distributions along the CTRs are calculated
for different trial geometries and compared with the
experimental data. The atom positions within the trial
geometries are optimized until the best possible agree-
ment is achieved.

Reflectivity scans measure the intensity of the spec-
ularly reflected x-ray beam as a function of incidence
angle. This is a special case of CTR with hD kD 0.
As no lateral momentum transfer is involved, the sig-
nal contains no information about the lateral distortions
near the surface. The reflectivity signal can thus be used
for an independent determination of only the vertical
interlayer distances. Lateral parameters can be deter-
mined from CTRs with h; k¤ 0.

When an ordered superstructure is present at the
surface, additional weak rods are observed at fractional
h; k values, as discussed in Sect. 7.1.1. As superstruc-
tures are located at the surface, the intensities of these
spots show very little variation as a function of q3
and predominantly contain information about the lat-
eral positions and electron densities of atoms within the
surface unit cell. These can be extracted by means of

the two-dimensional Patterson function [7.39, 42]

P.x; y/

D 1

A

X

hk

jF.hb1; kb2/j2exp cos
"
.hb1C kb2/

 
x

y

!#
;

(7.26)

where A is the area of the surface unit cell,
�x
y

�
is

a vector parallel to the surface within the superstruc-
ture unit cell, and jF.hb1; kb2/j2exp are proportional to
the experimentally determined intensities at the h; k su-
perstructure spot positions. The latter are extracted from
the spot intensities measured at constant q3 and us-
ing (7.20).

The Patterson function can be interpreted as a real-
space map of interatomic distances, i.e., the vectors
from the origin of the Patterson map to each maxi-
mum correspond to vectors between atoms. Figure 7.12
shows an early example of a Patterson function con-
structed from the fractional-order Bragg peaks by
Robinson [7.43], together with a schematic structure
model for the missing-row reconstruction. The map
clearly shows a main maximum for the vector connect-
ing the lateral coordinates of the first- and second-layer
atom. It also clearly shows the absence of maxima cor-
responding to the atoms of the missing row.

Because of the low scattering cross section of x-rays
compared with electrons, and because the cross section
scales roughly with the square of the atomic num-
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Fig. 7.12 (a) Patterson function of the p.2�1/missing-row
reconstruction of Auf110g. (Note that the map of the full
unit cell was constructed from the bottom left quadrant by
applying mirror operations with respect to the indicated
mirror planes.) (b) Geometry model compatible with the
Patterson function [7.43] ((a) reprinted with permission
from [7.43] Copyright 1983 by the American Physical So-
ciety)

ber Z, the positions of light atoms such as hydrogen,
carbon, nitrogen, or oxygen are difficult to determine
with surface x-ray diffraction. To date, the method
has largely been applied to determine the structures of
complex metal, oxide, and semiconductor surface re-
constructions. Recently, the fact that hard x-rays can
penetrate matter, and therefore x-ray diffraction exper-
iments do not necessarily require vacuum conditions,
has been used extensively to study model catalyst sur-
faces in reactive gas-phase environments [7.40, 44] and
even electrochemical interfaces under reaction condi-
tions [7.45].

7.1.5 X-ray Standing Waves (XSW)

The x-ray standing wave (XSW) technique is another
crystallographic method that makes use of the photo-
electric effect. In contrast to photoelectron diffraction,
however, the crystallographic information is derived
from the interference of the incoming and outgoing x-
ray waves [7.46–49]. As a consequence, hard x-rays
(typically h� > 3 keV) are used in order to match the
wavelengths with interatomic distances. The principle
is illustrated in Fig. 7.13. Photoelectron spectra from
a single-crystal sample are measured over a range of
photon energies near the Bragg condition for x-ray
diffraction from a set of crystallographic planes. When
the Laue condition is fulfilled, the superposition of the
incoming x-ray beam and the outgoing beam of the

Bragg refection results in a standing wave field parallel
to the Bragg planes with well-defined periodic max-
ima and minima. Depending on where an atom sits
with respect to the standing wave, the cross section
for photoemission will be different. If the atom is near
a maximum of the wave field, the photoemission prob-
ability will be high; near a minimum it will be low. The
relative intensity I of the standing wave field is given by

I D
ˇ̌
ˇ̌1C

�
Eh

E0

�
exp

��2 iz
dh

�ˇ̌
ˇ̌
2

; (7.27)

where z is the vertical distance above the Bragg plane
corresponding to the reflection used, and dh the distance
between these planes. Eh=E0 is the ratio of amplitudes
of the reflected and incident x-ray beams, given by

Eh

E0
D�

s
Fh

Fh

�
�˙

p
�2 � 1

	
; (7.28)

where Fh and Fh are the structure factors corresponding
to the incident and reflected beams, and � is a quantity
that depends on the deviation from the actual Laue con-
dition in terms of angle or photon energy (for an exact
definition and a complete description see [7.47]). With
the latter expression (7.28), (7.27) can be rewritten as

I D 1CRC 2
p
R cos

�
˚ � 2 z

dh

�
; (7.29)

whereby R and the phase angle ˚ depend only on
the crystal structure and the x-ray properties, and can
be easily calculated. By either rocking the sample or
varying the photon energy around the Laue condition
(within the natural width of the Bragg peak), ˚ and
hence the positions of the maxima can be moved with
respect to the crystal lattice in the direction perpendic-
ular to the Bragg planes. Thus, positions of the emitter
atoms can be determined from fits to the intensity vari-
ations of the photoemission signal versus rocking angle
or photon energy, respectively. In cases where the emit-
ter atoms are in identical well-defined z positions above
the Bragg planes, the experimental data will yield their
vertical position. If this is not the case, the parameters
determined by the fits are the so-called coherent frac-
tion fco and position dco. They are defined through

fco exp

�
2 idco
dh

�
D

dhZ

0

f .z/ exp

�
2 iz

dh

�
dz ; (7.30)

and can be seen as weighted average values of positions
z and occupancies f .z/ of all emitter atoms, which also
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Fig. 7.13 The principle of the x-ray standing wave (XSW) technique. At the low-energy side of the Bragg maximum, the
maxima of the standing wave field are between the atomic planes of the bulk crystal (left), and at the high-energy side,
the maxima are on the atomic planes (middle). This leads to a minimum followed by a maximum of the integrated XPS
signal from the atoms within the atomic planes. The spectrum on the right shows the integrated Cu 3p and valence band
signal from a Cu single crystal (Right part of the figure reprinted from [7.48] with permission from Elsevier)

Table 7.1 Key properties of techniques with examples (UHV = ultra-high vacuum)

Technique LEED XPD/PhD SXRD XSW
Incoming beam Electrons X-rays X-rays X-rays
Typical energy (eV) 50�500 < 1500 � 10 000 3000�10 000
Detected signal Electrons Electrons X-rays Electrons (fluorescence)
Order necessary Long-range Identical sites Long-range Identical sites
Element-specific No Yes No Yes
Information obtained Complete surface struc-

ture
Relative position of
emitter atom w/r to
neighbors

Complete surface struc-
ture

Position of emitter atom
w/r to bulk lattice

Typical application Adsorbate super-
structures; surface
reconstruction;
medium-sized unit
cell

Small adsorbates
(atoms, small
molecules) with iden-
tical adsorption sites;
ordered or lattice gas
disorder

Complex surface
reconstructions;
medium-sized unit
cell

Adsorbates (atoms,
molecules) with identi-
cal adsorption sites or
height above surface

Vacuum requirements UHV UHV UHV to bar UHV to mbar
Laboratory/synchrotron Laboratory XPD: laboratory;

PhD: synchrotron
Synchrotron Synchrotron

Technique LEED XPD/PhD SXRD XSW
Incoming beam Electrons X-rays X-rays X-rays
Typical energy (eV) 50�500 < 1500 � 10 000 3000�10 000
Detected signal Electrons Electrons X-rays Electrons (fluorescence)
Order necessary Long-range Identical sites Long-range Identical sites
Element-specific No Yes No Yes
Information obtained Complete surface struc-

ture
Relative position of
emitter atom w/r to
neighbors

Complete surface struc-
ture

Position of emitter atom
w/r to bulk lattice

Typical application Adsorbate super-
structures; surface
reconstruction;
medium-sized unit
cell

Small adsorbates
(atoms, small
molecules) with iden-
tical adsorption sites;
ordered or lattice gas
disorder

Complex surface
reconstructions;
medium-sized unit
cell

Adsorbates (atoms,
molecules) with identi-
cal adsorption sites or
height above surface

Vacuum requirements UHV UHV UHV to bar UHV to mbar
Laboratory/synchrotron Laboratory XPD: laboratory;

PhD: synchrotron
Synchrotron Synchrotron

take into account static and dynamic (thermal) disorder
within the sample.

Photoelectrons provide the signal that is normally
detected, but other secondary signals, such as Auger
electrons or fluorescence, can also be used to determine
changes in the photoemission cross section, as long as
the measured signal is element-specific.

The standing wave technique has been used very
successfully for studying the adsorption geometries of
large organic molecules and self-assembled monolay-

ers [7.50, 51]. A very recent new application of XSW is
the study of electrochemical interfaces in combination
with ambient-pressure XPS analyzers [7.52].

7.1.6 Comparison of Surface
Crystallographic Techniques

Table 7.1 summarizes the key properties of the surface
crystallographic techniques discussed in the previous
sections, together with examples of applications.
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7.1.7 Non-Crystallographic Techniques

Scanning probe microscopy and a number of sur-
face spectroscopies are non-crystallographic techniques
which provide valuable information about the coor-
dination and orientation of atoms and molecules on
surfaces. This information is often used as a starting
point to inform the choice of model geometries for
crystallographic trial-and-error optimization. Some of
the most relevant non-crystallographic techniques are
briefly discussed below; details can be found in other
chapters of this handbook.

Scanning Probe Microscopy
Scanning probe microscopy techniques such as scan-
ning tunneling microscopy (STM) and atomic force mi-
croscopy (AFM) have become standard tools of surface
science [7.1]. STM typically reaches lateral resolutions
of the order of 1Å, while the vertical resolution is typi-
cally better than 0:1Å. As STM interacts predominantly
with valence electrons, the positions of the atom nuclei
are not directly accessible. It is therefore a very useful
tool for qualitative surface structure determination and

for assessing the degree of long-range order; however,
it is difficult to extract accurate crystallographic data,
especially for the layers below the uppermost surface
layers. Despite this, modeling STM images for struc-
tures predicted by density functional theory (DFT) can,
to some extent, help in discriminating between different
low-energy structures.

Spectroscopic Techniques
The chemical environment of atoms will always affect
their electronic and vibrational properties. Therefore,
spectroscopies which probe these properties will, in
many cases, yield indirect information about the co-
ordination and orientation of atoms and molecules.
Chemical shifts in x-ray photoelectron spectroscopy
(XPS) and vibrational spectroscopy, as well as selec-
tion rules and angular dependencies in infrared (IR),
ultraviolet/visible (UV/Vis), and x-ray absorption spec-
troscopies, are common examples of how spectroscopy
can be used to extract crystallographic information.
Spectroscopies have the particular advantage that they
do not depend on long-range order, in contrast to most
diffraction techniques.

7.2 Examples of Surface Geometries

In the following we will discuss some common trends
in surface structures of metals with and without adsor-
bates, and present examples to illustrate these. A full
discussion of all surface structures that have been char-
acterized using surface crystallographic methods would
far exceed the scope of this chapter. The most com-
plete compilation of crystallographically characterized
surface structures is the National Institute of Standards
and Technology (NIST) Surface Structure Database
(SSD) [7.53]; other compilations are included in [7.17,
54, 55].

7.2.1 Clean Metal Surfaces

The majority of solid elemental metals have either
hexagonal close-packed (hcp), cubic close-packed/face-
centered cubic (fcc), or body-centered cubic (bcc) crys-
tal structures. For these, the equilibrium crystal shapes
are terminated by close-packed facets with low Miller
indices: f0001g and f10N10g for hcp; f111g, f100g, and
f110g for fcc; f110g and f100g facets for bcc. There-
fore, single-crystal surfaces with these terminations
have received most of the attention over the past few
decades. Practically all close-packed surfaces of metals
which can be prepared and cleaned under ultrahigh vac-
uum conditions have been characterized in some way

with surface crystallographic techniques, mostly LEED
I–V [7.9, 54, 55]. Some examples are listed in Table 7.2.
Most of the clean close-packed metal surfaces show the
same two-dimensional periodicity parallel to the surface
as the bulk-terminated surface geometry. However, in
many cases, the vertical distance between the first few
atomic layers (d12, d23, etc.) shows significant deviations
from the bulk interlayer distance. Generally, the top-
most layer moves closer to the second layer as a means
of partially compensating for the missing neighbors at
the surface. For the closest-packed surfaces, such as fcc
f111g and f100g, hcp f0001g, and bcc f110g, these ver-
tical relaxations are very small, typically less than 2%
of the bulk interlayer distance; some metals, such as Al
and Pt, even show a slight expansion. The more open fcc
f110g, hcp f10N10g, and bcc f100g display significantly
larger deviations in the interlayer distances near the sur-
face. Typically they show an oscillatory behavior, with
d12 contracted by around �10%, d23 expanded, and d34
contracted again, by a few percent each.

Large-scale lateral reconstructions are found for
the late 5d transition metals Ir, Pt, and Au. These
include the p.23� 1/ herringbone reconstruction of
Auf111g [7.68, 76], the p.5�N/ quasi-hexagonal re-
constructions of Auf100g (N 	 1) [7.69], Ptf100g
(N D 1) [7.67], and Irf100g (N D 1) [7.63, 64], and
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Table 7.2 Key geometry parameters for examples of close-packed clean metal surfaces. – indicates that the parameter
was not determined (mr = missing-row reconstruction; hb = herringbone reconstruction; hex = quasi-hexagonal recon-
struction)

Surface Superstructure �d12
(%)

�d23
(%)

�d34
(%)

Method
[Ref.]

fcc
Alf111g p.1� 1/ C 0:8 – – LEED [7.56]
Alf110g p.1� 1/ � 8:6 C 5:0 � 1:6 LEED [7.57]
Nif111g p.1� 1/ 0:0 – – LEED [7.58]
Nif100g p.1� 1/ � 1:0 C 0:0 – LEED [7.59]
Nif110g p.1� 1/ � 8:7 C 3:0 � 0:5 LEED [7.60]
Cuf111g p.1� 1/ � 0:3 – – LEED [7.61]
Cuf100g p.1� 1/ � 1:1 C 1:7 – LEED [7.62]
Cuf110g p.1� 1/ � 9:1 C 2:3 – LEED [7.62]
Agf110g p.1� 1/ � 5:7 C 2:2 – LEED [7.62]
Irf100g p.5� 1/ (hex) � 3:6=� 4:5 C 1:0=C 1:3 0:0=� 0:3 LEED [7.63, 64]
Irf110g p.2� 1/ (mr) � 12:3 � 11:6 � 6:0 LEED [7.65]
Ptf111g p.1� 1/ C 1:0 – – LEED [7.66]
Ptf110g p.2� 1/ (mr) � 18:4 � 12:6 � 8:4 LEED [7.67]
Auf111g p.23� 1/ (hb) – – – SXRD [7.68]
Auf100g p.5� 20/ (hex) C20 �1 – SXRD [7.69]
Auf110g p.2� 1/ (mr) � 20:0 C 2:1 C 2:1 LEED [7.70]

hcp
Ruf0001g p.1� 1/ � 2:3 – – LEED [7.71]
Ref0001g p.1� 1/ � 4:3 C 2:3 � 1:7 LEED [7.72]
Ref10N10g p.1� 1/ � 17:0 C 1:5 – LEED [7.73]

bcc
Wf110g p.1� 1/ 0:0 – – LEED [7.74]
Wf100g p.1� 1/ � 6:0=� 8:0 – – LEED [7.74, 75]

Surface Superstructure �d12
(%)

�d23
(%)

�d34
(%)

Method
[Ref.]

fcc
Alf111g p.1� 1/ C 0:8 – – LEED [7.56]
Alf110g p.1� 1/ � 8:6 C 5:0 � 1:6 LEED [7.57]
Nif111g p.1� 1/ 0:0 – – LEED [7.58]
Nif100g p.1� 1/ � 1:0 C 0:0 – LEED [7.59]
Nif110g p.1� 1/ � 8:7 C 3:0 � 0:5 LEED [7.60]
Cuf111g p.1� 1/ � 0:3 – – LEED [7.61]
Cuf100g p.1� 1/ � 1:1 C 1:7 – LEED [7.62]
Cuf110g p.1� 1/ � 9:1 C 2:3 – LEED [7.62]
Agf110g p.1� 1/ � 5:7 C 2:2 – LEED [7.62]
Irf100g p.5� 1/ (hex) � 3:6=� 4:5 C 1:0=C 1:3 0:0=� 0:3 LEED [7.63, 64]
Irf110g p.2� 1/ (mr) � 12:3 � 11:6 � 6:0 LEED [7.65]
Ptf111g p.1� 1/ C 1:0 – – LEED [7.66]
Ptf110g p.2� 1/ (mr) � 18:4 � 12:6 � 8:4 LEED [7.67]
Auf111g p.23� 1/ (hb) – – – SXRD [7.68]
Auf100g p.5� 20/ (hex) C20 �1 – SXRD [7.69]
Auf110g p.2� 1/ (mr) � 20:0 C 2:1 C 2:1 LEED [7.70]

hcp
Ruf0001g p.1� 1/ � 2:3 – – LEED [7.71]
Ref0001g p.1� 1/ � 4:3 C 2:3 � 1:7 LEED [7.72]
Ref10N10g p.1� 1/ � 17:0 C 1:5 – LEED [7.73]

bcc
Wf110g p.1� 1/ 0:0 – – LEED [7.74]
Wf100g p.1� 1/ � 6:0=� 8:0 – – LEED [7.74, 75]

a) b)
Fig. 7.14a,b
Schematic struc-
tures of the
Irf100g-p.5� 1/
quasi-hexagonal
reconstruction (a)
and the Irf110g-
2� 1 missing-row
reconstruction (b).
Top: top view; bot-
tom: side view; the
rectangles indicate
the surface unit cells

p.2� 1/ missing-row reconstructions of Irf110g [7.65],
Ptf110g [7.67], and Auf110g [7.43, 77]. Both the her-
ringbone reconstruction and the quasi-hexagonal recon-
struction lead to a denser packing of atoms within the
topmost layer, at the expense of some of the coordi-
nation with atoms in the layer below. In the p.5� 1/
superstructure, six first-layer atoms are arranged in the
space that would be occupied by five atoms in a bulk-

terminated arrangement, as shown in the left panel of
Fig. 7.14. In the herringbone reconstruction of gold,
the compression is 22 W 23. The missing-row reconstruc-
tion (Fig. 7.14b) is also driven by the surface atoms,
maximizing their overall lateral coordination, if one
considers the slopes as the actual surface rather than
the nominal surface plane. All three types of reconstruc-
tion show interesting structural changes and roughening
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transitions at higher temperatures, which have been
studied by SXRD [7.68, 69, 78].

More open single-crystal surfaces of metals with
large numbers of low-coordinated atoms are character-
ized by high surface energies and are therefore normally
not exposed in equilibrium-shaped crystals. Neverthe-
less, they are frequently studied as model systems for
low-coordinated sites of nanoparticles [7.79, 80] and/or
for chirally modified catalyst surfaces [7.81–84]. Com-
bined quantitative LEED I–V and DFT studies of the
f531g surfaces of Pt and Cu [7.85–87] showed that
these surfaces do not reconstruct, and have lateral
arrangements of atoms very similar to bulk termi-
nation, except for very strong inward relaxations of
the low-coordinated atoms in the topmost layer. On
the other hand, theoretical and experimental studies
have also shown that Ptf531g is thermally relatively
unstable [7.85, 88] and tends to roughen. The struc-
tures of several other open Cu, Pd, and Pt surfaces
have been studied by LEED I–V and DFT, includ-
ing Cuf211g [7.89], Cuf210g [7.90, 91], Ptf210g [7.92],
Cuf311g [7.93], Cuf320g [7.94], Pdf320g [7.95], and
Cuf532g [7.96]. Again, these studies report no in-
dications of large-scale lateral reconstructions, which
indicates that there is enough space for rearrangement
of atoms within the larger unit cells of these open sur-
faces and no need for expanding the periodicity of
the surface. In all these surfaces, however, one finds
large relaxations of the under-coordinated atoms, as
predicted theoretically [7.97]. STM studies of the clean
Cuf643g, Cuf610g, and Cuf5 8 90g surfaces [7.98–
100] show high mobility of the Cu surface atoms
but, on average, a regular arrangement of kinks and
steps.

7.2.2 Small Single-Site Bonded Adsorbates
on Metal Surfaces

Atomic adsorbates and small diatomic molecules such
as CO, NO, and N2 only bind to one adsorption site
of a metal surface, which can involve one (atop sites)
or multiple metal atoms (hollow or bridge sites). The
(vertical) bond with the surface is usually covalent for
these adsorbates and causes some degree of charge
transfer; therefore, (through space) electrostatic interac-
tions and (surface-mediated) charge depletion dominate
the lateral forces between the adsorbates, and no direct
chemical bonds are formed between them, except when
a surface reaction occurs, upon which the reaction prod-
uct is usually desorbed from the surface.

On close-packed metal surfaces, pure layers of these
atoms and molecules typically form well-ordered super-
structures with small unit cells, which are often driven
by the competition for the most favorable adsorption

sites and by maximizing the adsorbate–adsorbate dis-
tance. In co-adsorbed systems, lateral interactions are
more complicated, but mutual site-blocking is still
a factor in the formation of ordered structures. In
cases where clean metal surfaces reconstruct, strongly
chemisorbed adsorbates tend to lift these reconstruc-
tions. Examples are the missing-row reconstruction of
Ptf110g, which is lifted by the adsorption of CO [7.101–
103], and the herringbone reconstruction of Auf111g,
which is lifted by the adsorption of halogens in favor of
a much simpler p.

p
3�p3/ superstructure [7.104]. Un-

reconstructed open and stepped metal surfaces, on the
other hand, can show large-scale reconstructions and
etching, in particular upon adsorption of oxygen. Ex-
amples of such oxygen-induced effects are large-scale
nanofaceting of open Cu [7.99, 105, 106] and Ir sur-
faces [7.107], step-bunching of Ni [7.108], Rh [7.109],
and Ru surfaces [7.110], and adatom extraction on
Agf110g [7.111, 112].

As the surfaces are well ordered, the unit cells are
small, and the adsorbates normally occupy identical ad-
sorption sites, such structures can be easily determined
by LEED or PhD. Reference [7.17] provides an ex-
cellent critical overview of surface structures of pure
and co-adsorbed layers of atoms (e.g., oxygen, nitro-
gen, sulfur) and small molecules (e.g., CO, NO, NH3)
relevant to heterogeneous catalysis which had been de-
termined before 1998.

More recent examples are the co-adsorption struc-
tures of CO and oxygen or hydrogen on Nif111g [7.14,
113]. The former is shown in Fig. 7.6 of the previous
section. It shows that both adsorbates lead to an ex-
pansion of the first substrate layer distance, d12, which
depends on the strength of the chemisorption bond
(greater for O than for CO). In the clean surface, the
first layer of the metal substrate is bulk-terminated with
an interlayer distance of d12 D 2:04Å (Table 7.2).

7.2.3 Chemisorbed Molecular Adsorbates
with Strong Intermolecular
Interaction

Larger molecules, in particular those with relevance to
biology, often show attractive lateral interactions on
surfaces, which are due to hydrogen or ionic bonds.
This leads to an interesting competition between the
vertical molecule–substrate and the lateral molecule–
molecule bonds, which affects the complexity of the
adsorption geometry (size of unit cell, adsorption sites)
as well as the strength and chemical composition of
the adsorbate layer. In the following sections we will
concentrate on two groups of molecular adsorption sys-
tems which have been covered relatively well by surface
crystallographic methods, water and amino acids.
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a) b) c)

Fig. 7.15a–c Structures of two variants of water bilayers, H-up (a) and H-down (b), and an H2O-OH-H overlayer (c) on
a hexagonal metal surface. The parallelogram indicates the surface p.

p
3�p3/R30ı unit cell (Reprinted with permission

from [7.114] Copyright 2004 by the American Physical Society)

Water
The adsorption of water on metal surfaces has been
studied extensively since the early days of surface sci-
ence, owing to its relevance to many fields ranging
from catalysis and corrosion to bio-inorganic inter-
faces [7.115–117]. As water molecules form strong
hydrogen bonds in liquid water and ice, it was at first
assumed that the observed superstructures on hexago-
nal close-packed metal surfaces were essentially two-
dimensional ice layers, consisting of a bilayer of H2O
molecules arranged in puckered hexagons, as shown
in Fig. 7.15a,b. A combination of surface crystallog-
raphy (LEED), spectroscopy (XPS, RAIRS), and DFT
modeling revealed, however, that in many cases, water
partially dissociates. In the dissociated layer, the oxy-
gen atoms have a similar arrangement as in the water
bilayer, but the chemical composition of the adsorbed
layer is a mixture of H2O, OH, and H [7.114, 118–
121].

The simplest of these structures has a p.
p
3�p3/

R30ı superstructure, as observed on Ruf0001g [7.118,
120] (Fig. 7.15c), but larger unit cells with more com-
plicated structures, such as p.3� 3/ on Ptf111g [7.121]
or p.
p
7�p7/R19ı on Nif111g [7.122], have also been

observed. The lateral hydrogen bonds and the water–
substrate bond are of similar magnitude. As a conse-
quence, the chemical composition and arrangement of
atoms at the surface are determined by the details of
the molecule–substrate interaction and can be very dif-
ferent even for metal surfaces, which otherwise behave
very similarly, such as the Pt group metals [7.123].

Amino Acids and Other Biomolecules
The adsorption of amino acids has been studied in great
detail over the past two decades, for two reasons. First,
they can be used as chiral modifiers for metal catalysts,
and second, they are model systems for bio-inorganic
interfaces. All proteins consist of macromolecular
chains of amino acids. Therefore, the protein–metal in-
teraction ultimately comes down to the interaction of
individual amino acids with a metal surface. Adsorption
structures of amino acids have been discussed in sev-
eral recent reviews [7.5, 84, 124–126]. All amino acids,
except glycine, are chiral. The lack of mirror symme-
try in the adsorption complex and lateral interactions is
usually reflected in the unit cell and the lattice symme-
try of ordered superstructures formed by these amino
acids. As a consequence, the superstructures of ad-
sorbed layers depend on the chirality (handedness) of
the molecules [7.5, 126]. Adsorption of amino acids or
other organic molecules on copper surfaces can even
cause large-scale reconstructions with facets that ex-
pose surface termination with chiral symmetry when
the adsorbed molecules are chiral [7.127–131].

Despite the relevance of chiral amino acids for
the modification of catalyst surfaces, the best-studied
amino acid in terms of surface crystallography is the
non-chiral glycine. It has been extensively studied by
PhD [7.133–136], STM [7.137], and LEED [7.132].
The structure of the ordered p.3� 2/pg superstructure
of glycine on Cuf110g, as determined by LEED I–V, is
shown in Fig. 7.16. Although the gas-phase molecule
is non-chiral, it still forms a chiral adsorption com-
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Fig. 7.16 Structure
of the p.3�
2/ overlayer
of glycine on
Cuf110g (Reprinted
with permission
from [7.132]
Copyright 2011
American Chemical
Society)

plex, breaking the mirror symmetries of the Cuf110g
surface, parallel to the Œ100� and Œ1N10� directions. The
unit cell contains two molecules with opposite hand-
edness, resulting in an overall glide-line symmetry of
the adsorbate layer. The latter leads to missing spots
in the LEED pattern, which enables a very accurate
determination of the structure [7.132, 135]. The adsorp-
tion geometry is prototypical for amino acid adsorption.
The molecules are deprotonated and form a total of
three bonds each with Cu atoms through the two oxy-
gens of the carboxylate group and the nitrogen of the
amino group. Their arrangement on the surface is such
that each molecule is involved in four hydrogen bonds
between the amino and carboxylate groups of neigh-
boring molecules, which account for about one third of
the adsorption energy [7.138]. Similar adsorption ge-
ometries with respect to the substrate are expected for
other amino acids on Cu and Ag surfaces, based on
crystallographic and spectroscopic data and theoretical
predictions. The superstructures do, however, vary due
to different sizes of the molecules and different hydro-
gen bonding configurations [7.5, 126].

Besides amino acids, the adsorption complexes of
a small number of other bio-related molecules adsorbed
on Cu surfaces have also been studied by PhD and
XPD. These include the nucleobases cytosine [7.139],
thymine [7.140], and uracil [7.136], which only ad-
sorb with no or poor long-range order, thus making
LEED analysis difficult, and tartaric acid [7.28], which
does show good long-range order but has not been
studied with any other crystallographic method. The
latter work, alongside other XPD studies of chiral
molecules [7.29], demonstrated that XPD is a very
straightforward method for determining the absolute
chirality of adsorbed molecules.

On most metal surfaces other than those of group
11, even small organic molecules like glycine do not
form long-range ordered structures, nor do they as-
sume identical adsorption sites, which has prevented
detailed crystallographic studies on these systems up
to now. The adsorption of numerous amino acids and
other small biomolecules, in particular on Ni, Pd, and
Pt surfaces, has been characterized by means of STM
and various spectroscopic techniques [7.141].

7.2.4 Carbon Materials

The adsorption geometries of large aromatic carbon
systems are dominated by the interaction of �-electrons
with strong contributions of van der Waals interac-
tion. We will discuss three examples here: aromatic
molecules, graphene, and C60.

Aromatic Molecules: Benzene and PTCDA
The adsorption of benzene on close-packed metal sur-
faces is dominated by the interaction between the aro-
matic �-system and the d-electrons of the metal, which
causes the molecules to adsorb parallel to the surface.
The late transition metals provide a strong vertical in-
teraction and allow enough mobility for chemisorbed
benzene layers to arrange in ordered structures with
unit cells that are essentially determined by the repul-
sive interaction between the molecules. Many ordered
overlayer structures of benzene adsorbed on transi-
tion metals have been studied by LEED I–V [7.143].
The example of the p.

p
7�p7/R19ı structure of ben-

zene on Ruf0001g [7.142] shown in Fig. 7.17 includes
the determination of the hydrogen positions, which are
usually difficult to determine because of their low scat-
tering cross section. The upward bending of the C�H
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Fig. 7.17
Structure of the
p.
p
7�p7/R19ı

structure of ben-
zene on Ruf0001g
(Figure reprinted
with permission
from [7.142] Copy-
right (2001) by the
American Physical
Society)

bonds agrees well with predictions from DFT model-
ing, which are also indicated in the figure.

The adsorption of a number of larger aromatic
molecules has been studied with surface crystallo-
graphic methods as well. The most complete body
of work concerns 3,4,9,10-perylene tetracarboxylic di-
anhydride (PTCDA), which tends to adsorb with its
perylene core parallel to the surfaces of weakly bond-
ing metal surfaces [7.144]. On coinage metal surfaces,
these molecules form very well long-range ordered
structures with unit cells that are generally too large
to be analyzed by LEED I–V. The adsorption heights
of PTCDA above several Au, Ag, and Cu surfaces
have been determined by XSW [7.51, 145–151] in com-
bination with DFT modeling and other experimental
techniques. It was shown that differences in adsorption
heights and bending of the peripheral oxygen atoms
correlate with the work function of the bare metal
surfaces and, hence, with the charge transfer between
substrate and PTCDA [7.51, 151, 152].

Graphene
Graphene could be considered as an infinitely large
aromatic molecule. It is certainly one of the most in-
teresting materials that has been discovered in recent
years. As a consequence, a large number of surface
science studies exist. Graphene can be synthesized

relatively easily on close-packed surfaces of the tran-
sition metals [7.153, 154]. Depending on the lattice
(mis)match between graphene and the substrate sur-
face and on the nature of the graphene–substrate bond,
three types of structures are observed on hexagonal sur-
faces:


 If the lattices of substrate and graphene match
(i.e., two-dimensional lattice constants � 2:46Å),
a strong covalent interaction can be expected and
a commensurate p.1�1/overlayer is formed. This is
the case for Nif111g [7.155] and Cof0001g [7.156].
The structure of the p.1� 1/ overlayer of graphene
on Nif111g, as determined by LEED I–V, is shown
in Fig. 7.18a. The vertical C–Ni distances are 2.11
and 2:16Å, which indicates strong covalent bonds.
 For metals with larger lattice constants, more com-
plex moire-like superstructures are formed, which
manifest themselves through satellite spots around
the integer-order spots in LEED. A weak interaction
leads to flat graphene layers (Fig. 7.18b) at a verti-
cal distance of � 3:35Å from the substrate, which
is close to the interlayer distance in graphite and in-
dicates that the substrate bond is van der Waals-like.
Examples are Ptf111g [7.157] and Irf111g [7.160],
which have been studied by LEED I–V and SXRD,
respectively.
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Fig. 7.18 (a) Adsorption geometry of the p.1� 1/ struc-
ture of graphene on Nif111g (Reprinted with permission
from [7.155] Copyright (1997) of Elsevier). (b) Schematic
adsorption geometry of graphene on Ptf111g (Reprinted
with permission from [7.157] Copyright (2009) of the
American Physical Society). (c) Adsorption geometry of
the p.22� 22/ structure of graphene on Ruf0001g; the
numbers indicate the vertical distances at the maxima and
minima, as determined by LEED (Reprinted with per-
mission from [7.158] Copyright (2010) by the American
Physical Society)


 For metals with larger lattice constants and strong
graphene–substrate interaction, the overlayer is
strongly corrugated. Examples are the p.9�9/ over-
layer on Ref0001g [7.161] and the p.22� 22/ over-
layer on Ruf0001g [7.158]. Within the latter unit
cell, the positions of the carbon atoms with re-
spect to the first Ru layer change from hollow to
atop sites. The structure, as determined by LEED
I–V [7.158], is shown in Fig. 7.18c. The graphene
layer is strongly corrugated, which is also reflected
in the heights of the Ru atoms in the first and second
substrate layers, albeit to a lesser degree. The ver-
tical C–Ru distances oscillate between 2:10 (atop
sites) and 3:64Å (hollow sites). This indicates that
the bonding varies between covalent and van der
Waals, depending on the relative position of the car-
bon atoms with respect to the Ru layer.

dz12

dz23

dz34

dz45

dz

Δ3

Δ2

Δ1

Δ4

Δ5

Fig. 7.19 Adsorption geometry of the p.2
p
3� 2p3/R30ı

superstructure of C60 on Agf111g (Reprinted with per-
mission from [7.159] Copyright (2009) by the American
Physical Society)

Thus the growth of graphene on transition-metal
surfaces provides an excellent example of how the in-
terplay between lateral interaction (within the adsorbate
layer) and adsorbate–substrate bond shapes the struc-
ture of the overlayer. In the case of graphene, the lateral
C–C bonds are strongly covalent, whereas the substrate
bond varies from strongly covalent to relatively weak
van der Waals bonding.

Fullerene (C60)
The perfect symmetry, the cage structure, and the
high stability of fullerenes have attracted significant
attention over the past three decades since their dis-
covery. The interaction of C60 and other carbon-cage
molecules with metal surfaces has been studied ex-
tensively as well. On many surfaces, well-ordered
superstructures are formed. In terms of surface crys-
tallography, the large size of the molecules certainly
poses a challenge; however, the high symmetry helps
to reduce the number of independent structural param-
eters that have to be determined. Adsorption structures
of C60 on several metal surfaces have been determined
at different levels of completeness by XPD [7.25],
SXRD [7.162], and LEED I–V [7.159, 163]. Fig-
ure 7.19 shows the result of a LEED I–V structure
determination of the p.2

p
3� 2p3/R30ı superstruc-

ture of C60 on Agf111g [7.159]. The most remarkable
finding is that there is an atom missing in the top-
most Ag layer, just below the molecule. A similar
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substrate vacancy underneath the molecule was found
in an SXRD study of the p.

p
13�p13/R13:9ı su-

perstructure of C60 on Ptf111g [7.162]. For C60 on
Cuf111g, a structure with as many as seven sub-
strate vacancy sites was recently found by LEED I–V
study [7.163].
C60

is probably the largest adsorbate molecule for which
complete structure determinations have been performed
to date. The structures clearly demonstrate that even
molecules which are generally regarded as weakly in-
teracting with metal surfaces can induce very significant
surface reconstructions.

7.3 Conclusion

The accurate determination of atom positions near the
surface usually relies on diffraction of either electrons
or x-rays with wavelengths of typically � 1Å. While
direct diffraction techniques such as low-energy elec-
tron diffraction and surface x-ray diffraction are capable
of determining the complete surface structure, these
techniques usually require long-range order, and the
data analysis can be complicated and ambiguous if
the data set is not large enough. Photoelectron diffrac-
tion and the x-ray standing wave technique are based
on electron and x-ray diffraction, respectively, com-

bined with photoemission (x-ray-induced emission of
electrons). As a consequence, these techniques are
element-specific and enable the determination of the
structural parameters of specific atoms only, which
makes them less dependent on long-range order. All
the above techniques allow for the determination of
atom positions with accuracies at the 0:01�0:1Å level.
The greatest problem in surface crystallography is of-
ten the relatively small size of the available data set,
which can lead to ambiguities in the resulting struc-
tures.
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8. Local Information with Scanning
Tunneling Microscopy

Francesca Moresco

This chapter reviews the main concepts of imag-
ing, spectroscopy, and manipulation by scanning
tunneling microscopy, an experimental technique
that, since its invention in 1981, has strongly
changed surface science and has proven to be
much more than an imaging technique. After
a historical introduction, we will describe the
working principle of scanning tunneling mi-
croscopy and the role of tunneling electrons for
performing local electron spectroscopy. In the sec-
ond part of the chapter, we present the different
possible manipulation methods that allow us to
build structures atom by atom or molecule by
molecule. Manipulation with the tip of a scanning
tunneling microscope allows us to obtain precise
local information about mechanical properties and
interactions, and opens the way to applications in
atomic-scale technologies.
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8.1 Short History

The invention of scanning tunneling microscopy (STM)
in 1981 dramatically changed the field of surface sci-
ence, making it possible for the first time to image
conducting surfaces and adsorbates with very high res-
olution in real space [8.1]. This revolutionary technique
for imaging provided in a short time after its invention
the first image of atoms of a surface [8.2], the first im-
age of adatoms [8.3], and the first image of a molecule
adsorbed at a surface [8.4, 5]. Since that time, STM
has become a standard imaging technique, able to solve
many problems in surface science and crystallography.
The use of tunneling electrons to obtain high-resolution
images is accompanied by the possibility of using tun-
neling electrons in spectroscopy. Scanning tunneling
spectroscopy (STS) has proven to be a very useful tech-
nique for studying electronic properties of materials
and adsorbates locally and with high spatial resolution.
STM is presently used in modern surface science in
many laboratories worldwide to solve problems related
to the structure of conducting and semiconducting sur-

faces, adsorption processes, excitations at the atomic
and molecular scale, on-surface chemistry, and several
others [8.6].

The history of STM started in the late 1970s at
IBM’s research Laboratory in Zürich. Heinrich Rohrer
was studying nanometer-size defects on ultrathin in-
sulating films deposited on metal or semiconducting
surfaces, important for electronic applications and the
development of semiconductor technologies. Looking
for an experimental technique able to resolve such de-
fects, he came together with Gerard Binnig to the idea
of using the tunnel effect to do microscopy [8.7]. They
understood that the exponentially vanishing tunnel cur-
rent between a very fine metal tip and a conducting
surface can give rise to a very powerful tool for imaging
nanometer structures with high spatial resolution. With
the help of Christoph Gerber, they constructed a sim-
ple instrument constructed of a very thin metallic tip
that can scan the surface at a few atomic distances. In
1981, the first prototype was working [8.8]. By apply-
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I

V

a) b)
Fig. 8.1 (a) Principle of scanning
tunneling microscopy. A bias volt-
age V is applied between metallic
tip and conducting sample kept at
a few atomic distances, measuring
a tunneling current I. (b) STM image
of the Ag(100) surface with atomic
resolution

ing a bias voltage of the order of magnitude of 1V
between tip and surface, a tunneling current of a few
nA could be measured, which is strongly dependent on
the tip–surface distance, showing an increase of the cur-
rent of a factor 10 when the tip moves 0.1 nm towards
the surface. A schematic view of the working princi-
ple of a scanning tunneling microscope is shown in
Fig. 8.1a. Soon after, in 1982, the first atomic-resolution
images were recorded [8.2]. Karl-Heinz Rieder pro-
vided the first samples and experienced with all the
inventors the first exciting atomic-resolution images of
a surface [8.9]. The scanning tunneling microscope had
been invented, opening up a completely new way of do-
ing surface science. Figure 8.1b shows an example of an
STM image of the Ag(100) surface with atomic resolu-
tion. Heinrich Rohrer and Gerard Binnig won for this
invention the Nobel Prize in Physics in 1986.

Besides atomic-resolution imaging, STM also of-
fers the opportunity to use tunneling electrons for
spectroscopic investigations. The bias voltage defines
not only the direction of electron tunneling, but also the
energy of the tunneling electrons. Hence, the different
electronic states of the sample can be probed by ramp-
ing the bias voltage over the desired energy range. STS
was already used in 1986 to probe the electronic density
of states around the Fermi level and is now a standard
technique in many laboratories [8.10].

Crucial for STM to work is the precise control of
the tip position in the three spatial directions. In the
first prototypes, the movement of the tip was driven by
three piezoelectric elements, as schematically shown in
Fig. 8.2. In the following decades, several other geome-
tries were proposed to optimize the tip approach and the
scanning over the surface. However, the principle of the
instrument did not change and modern STMs are still
based on piezoelectric elements driving a thin metal tip.

With the invention of STM, a new adventure could
begin, impossible with other microscopy techniques:
for the first time it was possible to position exactly
a thin metallic tip on a surface with atomic-scale pre-

cision, and to be therefore able to touch an atom or
a molecule with its tip apex. In this way, the tip apex
can be imagined to be the extension of the researcher’s
finger, touching and modifying atoms and molecules on
a surface [8.7]. The invention of STM therefore revolu-
tionized our relationship to matter, not only because it
allows us to see matter down to the atomic scale, but
also because it opens up a completely new way to build
structures atom by atom in a bottom-up approach. With
this microscope as a tool, a novel scientific and tech-
nological approach began, where molecular structures
could be assembled artificially atom by atom. Equipped
with STM, scientists have the opportunity to design new
molecules and to produce tiny nanomachines.

Extraordinary results have been obtained in the
last two decades in imaging individual molecules ad-
sorbed at surfaces and the ultimate spatial resolution of
STM [8.11] and atomic force microscopy (AFM) [8.12]
has allowed us to gain an exceptional insight into the
structure and the intra- and intermolecular bonding of
a large number of molecules [8.13, 14]. Besides imag-
ing, STM permits us to probe the electronic, vibrational,

It

Vt
Py

Pz

Px

Fig. 8.2 Schematic principle of a STM scanner: A metal-
lic tip is fixed to three piezocrystals .Px;Py;Pz/. The
piezoelectric elements allow a precise positioning of the
tip
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and optical properties of single atoms and molecules
by means of STS and inelastic electron tunneling spec-
troscopy (IETS) [8.15]. These exceptional advances
generate a remarkable improvement in our fundamental
understanding of processes occurring at the nanoscale
and can now be applied to the controlled fabrication of
atomic and molecular devices and to investigate signal
transport at the atomic and molecular scale.

Many books [8.16, 17] and reviews [8.1, 6, 18] have
been written on STM development, theory, and ap-

plications. In this chapter we do not aim at covering
the vast range of technical developments and applica-
tions that have occurred in STM to make it one of the
most important experimental methods in surface sci-
ence. Instead we want to focus on the basics of imaging,
spectroscopy, and manipulation done by STM at low
temperature and consider a few examples that can open
up newways for the development of nanoscale electron-
ics and to study mechanics at the molecular level.

8.2 Principles of Scanning Tunneling Microscopy

The working principle of STM is based on the quantum-
mechanical tunnel effect, where electrons are able to
overcome a potential barrier that would be classically
forbidden. The exponential dependence of the trans-
mission coefficient with the barrier width leads to the
same dependence of the tunneling current with the tip–
surface distance, and is the main reason for the high
spatial resolution of this instrument.

A schematic representation of the tunneling process
in one dimension (1-D) is shown in Fig. 8.3. If the
two electrodes are at the same potential, the tunneling
probability would be the same in both directions and
the resulting current would vanish. Therefore, a bias
voltage must be applied to the tunnel junction to fa-
vor one tunneling direction with respect to the other and

Tip
E

ψ

EVac
t

EFermi
t

EVac
s

EFermi
s

eVbias

Фt

Фs

0 d

0 d

z

z

Sample

Fig. 8.3 Schematic energy diagram
and wave function  in one di-
mension: only the real part of the
wave function is imaged. Electrons
tunneling from the tip to the sample
(Et=s

Fermi Fermi energies, Et=s
Vac vac-

uum levels, �t=s work functions for
tip/sample respectively, Vbias bias
voltage)

thereby to induce a measurable tunneling current [8.17].
In Sect. 8.3, the basic principle of the tunneling ef-
fect will be explained in more detail, discussing STM
imaging, and further details will be given in Sect. 8.4,
discussing STS.

To create a two-dimensional image of a surface,
a sharp metallic tip is kept at a controlled distance and
scanned with a distance of a few tenths of a nanometer
over a conductive surface and a bias voltage in the or-
der of 1V is applied. A tunneling current in the order
of nA will be detected in each point, amplified and vi-
sualized on a computer display. A feedback loop allows
us to control the position of the tip on the surface with
respect to the tunneling current. The STM is normally
used in one of two different imaging modes: constant
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a) b)
Fig. 8.4a,b Schematic of STM
imaging modes: the measurement
principles of constant current mode
are shown in (a), while constant
height mode is depicted in (b). The
corresponding measurement signals
are shown underneath

current mode and constant height mode, as schemati-
cally shown in Fig. 8.4.

In the constant current mode, the tunneling current
between the sample and the tip is held constant by the
feedback loop. Therefore, the distance between tip and
sample remains the same for every point of the image.
According to the variations of the sample’s topography,
the tip height is varied by the feedback loop to keep the
current constant and the z-displacement of tip is imaged.
In the constant height mode, in contrast, the absolute
height of the tip is held constant. In this case the dis-
tance between sample and tip changes according to the
sample’s topography. The resulting changes in tunnel-
ing current are imaged. In general, the constant height
mode is rarely used and normally only when it is neces-
sary to image the surface very fast, like for examplewhen
dynamic processes are studied. The image acquisition
time in constant height mode can be in fact considerably
lower than in constant current mode, since no feedback
related tip height adjustments need to be made. On the
other hand, the absence of a feedback loop might easily
cause tip crushes into step edges or other defects present
on the surface while scanning with constant height. Ac-
cordingly, constant height mode is normally applied to
small or very flat surface areas [8.17].

Since STM is a surface-sensitive measurement tech-
nique, as is common in surface science it is crucial
to have an extremely clean surface. Even a very low

amount of adsorbed gas molecules strongly influences
the STM measurements. At a pressure of 10�6 mbar
one gas molecule hits each surface unit cell once per
second. Even if not every contact leads to surface con-
tamination, these numbers give a rough estimate of the
base pressure needed to investigate single molecules
on clean metal surfaces. The STM measurements pre-
sented in this chapter have been therefore performed in
ultrahigh vacuum (UHV) conditions, at a basis pressure
P� 10�10 mbar.

A further problem, especially for experiments with
single atoms and molecules, is the diffusion of the
investigated adsorbates on the substrate, also consider-
ing that STM is a quite slow experimental technique
(one needs several minutes for a high-resolution image
of a few square nm). Since the diffusion is tempera-
ture dependent, STM experiments on single atoms and
molecules are mostly conducted at low temperatures
(e.g., liquid helium (5K)). The low temperature has
some other beneficial influences on the experiments: the
drift of the piezodriven tip is lowered, the base pressure
is reduced because of the increased adsorption on the
cryostat walls, and the thermal noise is also reduced.
Low-temperature STM (LT-STM) at cryogenic temper-
atures and in UHV conditions allows us to investigate
and manipulate single molecules and atomic adsorbates
on surfaces with atomic precision, showing moreover
a stability of the tip position at the picometer scale.
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8.3 Local Imaging

To understand the high spatial resolution of STM, we
have to start from the basics of the tunnel effect. Quan-
tum mechanically, electrons are able to tunnel across
the barrier given by the surface–tip separation.

In general, the wave function of an electron in
a one-dimensional junction with a rectangular barrier
(Fig. 8.5) is

 .z/D �.0/e�kz ; (8.1)

where

kD
p
2m.V �E/
¯ (8.2)

 is the electronic wavefunction, z the tip–sample sep-
aration, m the electron mass, V the potential of the
barrier, E the energy of the tunneling electron, and ¯ the
Planck constant.

The tunneling current I is proportional to the prob-
ability distribution of the electron and therefore to the
square of the wavefunction

I.z// j�.x/j2 / e�kz : (8.3)

For small biases, the quantity (V �E) can be approxi-
mated as the work function of the metal (� 5 eV) [8.19]
and therefore the tunneling current changes by about
an order of magnitude for every 1Å change in z. The
atomic-scale precision of STM is enabled by this expo-
nential current decay. In other words, this means that the
tunneling current is extremely localized under the tip
apex, making STM sensitive to both lateral and vertical
changes in topography and allowing for atomic resolu-
tion. It is also important to note that the macroscopic

E

V

0 d z

1 2 3

k k

Fig. 8.5 One-dimensional rectangular potential barrier of
height V and thickness d

form of the tip has in STM a secondary importance, be-
ing the tunneling current localized under the last atom
(or the few last atoms) of the tip.

In Fig. 8.6 some examples of STM images on met-
als and semiconductors are shown. Further examples
include molecules adsorbed on metals [8.20], thin insu-
lating films [8.11], or nanostructures adsorbed on oxide
thin films [8.21].

To theoretically describe the STM tunneling current
in the three-dimensional case and to be able to extract
the topographic information from a STM image, further
theoretical considerations are needed.

The extension from the one-dimensional to the
three-dimensional case can be done following the ap-
proach of Bardeen [8.22] already published in 1961 and
initially applied to the case of two metal plates. He cal-
culated the tunneling matrix element for the electrons
tunneling between two weakly coupled electrodes using

5 nm

a)

b) c)

Fig. 8.6a–c Examples of STM images of clean metal-
lic and semiconducting surfaces. (a) Au(111) with her-
ringbone reconstruction (image size: 80 nm� 45 nm);
(b) Ag(100) surface (image size: 2:5 nm� 2:5 nm);
(c) Si(001)2�1 surface, where dangling bond rows and sev-
eral defects are visible (image size: 20 nm� 20 nm, I D
30 pA; V D�2:0V)
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Rr0

d

Fig. 8.7 Schematic
representation
of the geometry
of the tunneling
junction for a tip
with apex radius R
in position r0

the time-dependent perturbation theory. The resulting
tunneling matrix depends on the wave functions of both
electrodes (in our case tip and sample).

To calculate the matrix element and consequently
the tunneling current we would therefore need to know
the wave functions of tip and sample at every point in
space. In the case of STM this turns out to be nontriv-
ial, since the atomic structure of the tip is generally
unknown. In 1983, Tersoff and Hamann developed an
approximated calculation of the tunneling current in
a STM junction [8.23, 24]. They represented the tip by
a s-wave function, practically considering only the ra-
dial symmetric atomic s-states and a plane sample. The
modeled tip has an apex of radius R and the position of
the apex is r0 (Fig. 8.7).

Moreover, they assumed a small bias voltage and
low temperature. In such an approach, one can rewrite
the Bardeen tunneling matrix element and obtain the
following expression for the tunneling current I in
a three-dimensional STM junction

I.z// Dt.EFermi/�s.r0;EFermi/ ; (8.4)

where Dt.EFermi/ is the density of states of the tip per
unit volume and �s.r0;EFermi/ is expressed by

�s.r0;EFermi/D
X

s

j s.r0/j2ı.Es�EFermi/ ; (8.5)

which represents the local density of states (LDOS) of
the surface at the Fermi energy, at the position of the tip
apex, where the sum runs over all involved states.

In other words, the Tersoff–Hamann approximation
formally demonstrates that the tunneling current de-
pends on the local electronic density of states of the
surface, and not only on the tip–surface distance. This
result opens up the way for using STM to study the elec-
tronic properties of surfaces and adsorbedmolecules (as

Fig. 8.8 Example of STM image of molecular adsorbates.
Acetylbiphenyl molecules adsorbed on Au(111) and form-
ing H-bonded nanostructures (image size 80 nm� 50 nm)

discussed in detail in Sect. 8.4). In semiconductors and
molecules, the tunneling current results from electrons
tunneling from the occupied states of the tip through the
vacuum barrier into unoccupied states of the surface or
vice versa (Fig. 8.3).

The local density of states is normally calculated
by density functional theory (DFT) [8.25, 26] and
then the tunneling current is determined from it using
the Tersoff–Hamann approach. This is a quite simple
method that is therefore largely applied. The role of the
tip is however completely neglected, limiting the agree-
ment between theory and experiments. For example,
the Tersoff–Hamann approach is not able to describe
atomic resolution on metal surfaces, the STM images of
many atomic and molecular adsorbates, as well as high-
resolution STM images with functionalized tips. For
a precise theoretical determination of STM images, im-
age charge effects, van der Waals forces, and chemical
forces between tip and sample have to be included and
demands that we treat the surface–adsorbate–tip system
as an entity [8.6].

More sophisticated methods to calculate STM im-
ages have been developed that are, however, much
more time consuming. In such cases, the tip–adsorbate–
surface system is not anymore separated into tip and
sample. A total wave function is calculated, where
the tunnel junction is considered as a defect in which
the electrons are scattered. In this way a scattering
matrix can be calculated, which allows us to deter-
mine the transmission coefficient, the conductance, and
finally the STM images point by point. Some exam-
ples of such approaches have been proposed [8.27–
29] that are able to precisely determine the tunneling
current.
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An example of an STM image of molecular ad-
sorbates is shown in Fig. 8.8. As one can see, no
intramolecular details are normally visible. The resolu-
tion of adsorbed molecules in STM images is normally
limited by the strong contribution of the electronic
resonances to the tunneling current. This is one of
the reasons why the best spatial resolution of molec-
ular adsorbates is obtained by noncontact AFM with
a functionalized tip [8.13, 14]. However, as shown in
Fig. 8.9, STM images at very low bias voltage and
with a tip functionalized with CO can also show sub-
molecular resolution with the possibility to precisely
image the molecular structure [8.30, 31]. Similar to the
case of AFM, high-resolution molecular images are
possible with flat molecules but more difficult with
three-dimensional geometrical arrangements.

To conclude this section, the recorded topography
STM image is dependent on both the geometric struc-
ture and the local density of states of tip and sample.
Especially for the case of molecular adsorbates and
semiconducting surfaces, the influence of the local den-
sity of states on the STM images plays a relevant role.
As described in Sect. 8.4, this fundamental property of
the STM current signal allows us to use this instrument
not only to determine a topographic structure, but also
to record the electronic density of states at the position
of the tip, thus performing local spectroscopy.

0 0.2I (nA)

Fig. 8.9 Example of a high-resolution image of a molec-
ular adsorbate, recorded in constant height mode with
a CO-functionalized tip. Hexacene on Au(111). The bot-
tom panel shows the same image after a Laplace filtering
(image size: 1:5 nm � 3:0 nm)

8.4 Local Spectroscopy

A very important aspect of STM is the dependence of
the tunneling current on the local density of states. This
fundamental property can be applied to locally study
the electronic properties of surfaces and adsorbates.
Already observed in 1986 [8.10], scanning tunneling
spectroscopy (STS) has developed in the last decade as
an experimental technique that is commonly applied in
many laboratories.

Starting from (8.4) and further following the
Tersoff–Hamann approximation, one can conclude that
the tunneling current at a small voltage V is obtained
by integrating over the electron energy, giving the final
result

I.r0;V/D 2 

¯

EFermiCeVZ

EFermi

�t.r0;E� eV/
� T.r0;E� eV/�s.r0;E/dE ;

(8.6)

where �t is the density of states of the tip, �s the density
of states of the sample, and T the transmission coeffi-
cient that depends on the energy of the electrons and on
the applied voltage.

From this relation it is straightforward to conclude
that the first derivative of the tunneling current is di-
rectly proportional to the electronic local density of
states of sample and tip at the position of the tip, as-
suming that the transmission coefficient T varies very
slowly with energy. By extracting the first derivative of
the tunneling current it is therefore possible to perform
local electronic spectroscopy [8.17].

To experimentally obtain the first derivative of the
tunneling current, a lock-in amplifier is commonly
used, allowing us to measure not only the electronic lo-
cal density of states at the Fermi energy but also at any
other (low) energy. To do this, the bias voltage, defining
the energy level, is modulated with a small sinusoidal
voltage of a given frequency. This modulation is con-
sequently also superposed onto the tunneling current.
The lock-in amplifier can now act as a band pass filter
for this frequency and gives the amplitude of the sig-
nal related to the modulation. If the modulation is small
compared to the bias voltage, the measured amplitude
is equal to the derivative of the tunneling current at the
bias voltage.
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Tip Sample
Fig. 8.10a–c Schematic repre-
sentation of scanning tunneling
spectroscopy (STS) (a) without bias
voltage, (b) with positive bias voltage
(unoccupied states), (c) with negative
bias voltage (occupied states)

In more detail, if we consider a modulated bias volt-
age Vbias applied between tip and sample

Vbias D V0CVmod cos.!t/ ; (8.7)

where the sinusoidal modulation voltage Vmod is typi-
cally a few mV, this modulation leads to a correspond-
ing modulation of the tunneling current I with the same
frequency. The tunneling current I can be therefore ex-
pressed in terms of its Fourier components, with respect
to the applied modulation frequency !,

I ŒV0CVmod cos.!t/�

D I0CVmod
dI.V0/

dV
cos.!t/

C 1

2
V2
mod

d2I.V0/

dV2
cos2.!t/C : : : : (8.8)

The first summand I0 corresponds to the tunneling cur-
rent in the unmodulated case. The second summand,
proportional to dI=dV, is related to the LDOS of the

sample. Its amplitude can be recorded with the aid of
a lock-in amplifier tuned to V0. For small modulation
voltages this amplitude is in first approximation propor-
tional to the slope in I=V and consequently to the first
derivative of the current, dI=dV.

In a similar way, it is possible to record the second-
derivative signal, obtaining information about the vibra-
tional excitations of a molecule adsorbed on the surface.
This kind of spectroscopy is called inelastic electron
tunneling spectroscopy (IETS) and was first applied by
the group of Wilson Ho in 1998 [8.32]. In IETS, the
small increase in conductance given by the opening
of an inelastic channel due to a molecular vibrational
mode can be recorded. Details and applications of IFTS
are presented in Chap. 25.

Figure 8.10 shows a schematic of STS for the
case of a molecule adsorbed on a metallic surface. At
zero bias (Fig. 8.10a), the Fermi levels of substrate
and tip are in equilibrium and no tunneling current is
measured. The two peaks at the substrate side of the
gap symbolize hybridized states related to the highest
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Fig. 8.11 STS spectrum of an aza-
BODIPY molecule on Au(111):
spectral positions are marked in the
STM topography image according to
the color code used in the STS graphs
(image size: 8� 5 nm2)

occupied molecular orbital (HOMO) and lowest un-
occupied molecular orbital (LUMO) of an adsorbed
molecule. For positive bias (Fig. 8.10b), the Fermi level
of the tip is shifted upward by jeVbiasj and electrons
can tunnel from the tip into the unoccupied states of
the substrate (including the LUMO of the adsorbate).
The tunneling current is determined by the density
of unoccupied states of the substrate–adsorbate sys-
tem within the energy range jeVbiasj. For negative bias
(Fig. 8.10c), the Fermi level of the substrate is increased
by jeVbiasj and hence electrons can tunnel from the oc-
cupied states of the sample (including the HOMO of
the adsorbate) to the tip. In this case, the tunneling cur-
rent is determined by the density of occupied states
of the substrate–adsorbate system within the energy
range jeVbiasj.

It is important to note that the electronic resonances
of a molecule on a metallic surface are not exactly the
HOMO and LUMO orbitals on the molecule in the gas
phase, but are slightly shifted in energy and broadened
by the interaction with the metallic surface electron
continuum and with the tip. Moreover, a mutual elec-
tronic coupling of different molecular states through
the surface can influence the energy resonances. It is
also important to note that it is difficult to compare the
HOMO–LUMO gap measured by STS with an opti-
cal measured gap, because in the case of STM there is
no direct transition of electrons from one orbital to the
next [8.11, 33].

Figure 8.11 shows an example of STS spectra
recorded on a single aza-BODIPY molecule and on
the bare Au(111) surface [8.34]. The spectra recorded
on the molecule show a single broad and intense peak
centered approximately at V D 0:7V corresponding to
unoccupied electronic states. The amplitude of this peak
is maximal at the center of the molecule and decreases
to the edge. This can be seen by comparing the orange
to the violet graph in Fig. 8.11 (see inset for spectra
positions). The two spectra are almost identical on the
occupied states (Vbias < 0), indicating that these states
are delocalized over the whole molecule. Furthermore,
the absence of peaks and the small difference to the
spectrum acquired over bare Au(111) point to a strong
hybridization between metal substrate and adsorbate for
these states.

In STM experiments, it is also possible to com-
bine the measuring principles of topography and spec-
troscopy. In this way, one can image the spatial distri-
bution of distinct electronic resonances of surfaces and
molecular adsorbates with high spatial resolution. To
create such a map of distinct states, the bias voltage
is set at the energy of a distinct state (previously de-
termined by dI=dV spectroscopy) and the modulation
of the bias is switched on. Then the dI=dV signal is
recorded point by point in parallel to the STM topog-
raphy signal while scanning the area of interest. Note
that due to the modulation period and the limited speed
of the feedback loop, the time to measure a dI=dV map
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is far longer than the time needed for a STM topography
image. While a constant current image can be acquired
in about 5min, a dI=dV map takes about 3–6 h. The
measurement time strongly depends on the feedback
loop and lock-in amplifier parameters. It is common
to directly measure the tunneling current during dI=dV
maps to be able to detect small changes in the current
signal, which indicate a too-high scanning speed.

An example of a dI=dV map of the molecular res-
onances of a single hexacene molecule adsorbed on
Au(111) is shown in Fig. 8.12. The molecule was
obtained by surface-assisted reduction of specially de-
signed precursors [8.35, 36]. As one can see, and as
similarly observed for several acenes to the length of
hexacene [8.37], the interaction of the molecules with
the gold surface is weak enough to observe the elec-
tronic structure of the molecules with high precision.

Furthermore, it is possible to take a grid of spec-
tra of the desired area. In these measurements a dI=dV
spectrum is recorded for each image point. This leads
to a data cube where two axes are the coordinates on
the sample surface and the third one is given by the ap-
plied bias and represents the energy. A dI=dV signal is
available at each point of this cube. Being very time

Low HighExp. dI/dV

Fig. 8.12 dI=dV map of a single hexacene molecule on
Au(111) recorded at a voltage of �0:65V. The map
shows the molecular orbital resonances of hexacene of the
molecule on Au(111) (corresponding to the HOMO). Im-
age size: 1:3 nm� 2:6 nm

consuming however, this technique is only applied if
the spectral information is essential for the experiment.
Note that this method also provides a dI=dV map at ev-
ery energy in the range of the spectrum (dependent on
spectral resolution) [8.38].

8.5 Manipulation

STM was invented to image surfaces and adsorbates
in real space with an unprecedented resolution and
it is successfully used to resolve several problems of
surface structure and electronic contrast. However, for
many scientists daily working with LT-STM, the most
fascinating property of this instrument is the concrete
possibility to touch atoms and molecules by means of
the STM tip and to modify matter at the nanoscale, con-
structing new functional structures and new molecules.
Already in 1990 the first manipulation experiments
were performed [8.39], opening up a completely new
way to relate with matter at the atomic and molecu-
lar scale. In the following decades, STM was proven
to be a versatile tool for atomic-scale manipulation and
the construction of nanostructures [8.6, 39–43]. Single
atoms and molecules have been precisely positioned
by lateral [8.43] or vertical manipulation [8.44]. Dif-

a) b) c)
Fig. 8.13a–c Schematic representa-
tion of the different mechanisms of
manipulation: (a) lateral manipulation
induced by van der Waals interaction;
(b) electric-field-induced manipu-
lation; (c) manipulation driven by
inelastic tunneling electrons

ferent mechanisms of manipulation were developed on
metals [8.43], ultrathin insulators [8.45], and semicon-
ductors [8.46]. Voltage pulses are used to desorb [8.47]
or dissociate [8.48] molecules, and to induce conforma-
tional changes [8.49, 50] or chemical reactions [8.36,
48, 51].

If we consider the kind of tip–sample interaction in-
ducing the manipulation, three different manipulation
mechanisms can be distinguished that are schematically
shown in Fig. 8.13. In all these cases, it is first of all
necessary to exactly position the tip on the adsorbate.
Then, different parameters can be varied by selecting
the physical principle driving the manipulation. In the
first case (Fig. 8.13a) the height of the tip on the sur-
face is reduced and the tip moved over the adsorbate,
activating chemical and van der Waals forces [8.43].
In the second case (Fig. 8.13b) an electric field is ap-
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plied by tuning the tunneling current and the applied
bias voltage [8.52, 53]. Due to the close distance be-
tween tip and surface, electric fields in the range of
107 V=cm can be normally applied under the STM tip.
Finally, as shown in Fig. 8.13c, the energy of the elec-
trons can be varied, allowing the electrons to perform an
inelastic electron-induced manipulation, where the tun-
neling electrons can lose energy, exciting vibrational,
rotational, or electronic resonances that can result in
motion. The tunneling current determines the number
of electrons tunneling through the tunnel barrier formed
by adsorbate and surrounding substrate [8.53]. Using
these different mechanisms of interaction, it is possi-
ble to perform lateral or vertical manipulation, and to
induce chemical reactions, dissociation, or desorption.
Vertical manipulation, in particular, is the case of an
adsorbate picked up from the surface. The tip is then
moved to the desired place and the adsorbate is re-
leased. A first case of vertical manipulation in 1991
showed the possibility of reversibly transferring a Xe
atom between the tip and the surface [8.44]. How-
ever, as vertical manipulation strongly modifies the tip
apex and is not always controllable and reversible, it is
mostly used to functionalize the STM tip with selected
atoms or small molecules, in order to change or increase
the tip resolution.

Tip height

Distance

a

a

Tip height

Distance

a

Tip height

Distance

a

a)

b)

c)

Fig. 8.14a–c The different modes
of lateral manipulation: (a) pushing,
(b) pulling, (c) sliding

8.5.1 Lateral Manipulation with the STM Tip

Lateral manipulation is commonly considered the lat-
eral displacement of a molecule or an atom adsorbed on
a surface, taking advantage of the van der Waals inter-
action between the adsorbate and the STM tip [8.43].
By lateral manipulation it is possible to controllably
move small molecules and single atoms, as well to in-
duce translation and conformational changes in larger
molecules.

The standard method for lateral manipulation of
single atoms [8.43], single molecules [8.40], or small
groups of molecules [8.54] is to use short-range forces
between tip and sample, bringing the tip of the STM
close to the adsorbate and thereby increasing the tip
adsorbate interaction, and then moving the tip to the
desired final location on the surface [8.42, 43], as
schematically shown in Fig. 8.14. In the first example
of a single-atom STM lateral manipulation, Xe atoms
were moved one at a time on a metal surface [8.39].

In general, the forces between adsorbate and tip can
be attractive or repulsive and this results in different
manipulation modes. In all cases, for the manipulation
the distance between the tip and the adsorbate is var-
ied in order to tune the force. Typical distances are
between 3 and 5Å. With lateral manipulation exper-
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a) b)
Fig. 8.15a,b Examples of lateral
manipulation of a double-wheel
molecule. (a) STM images before
the manipulation; (b) STM images
after the manipulation. V D 0:08V;
I D 35 pA; tunneling resistance by
lateral manipulation RD 6MW.
Image size: 6� 3:6 nm2

iments on single atoms or small molecules, different
modes of manipulation such as pushing, pulling, and
sliding can be distinguished by measuring the feed-
back signal during manipulation [8.43]. In particular,
by manipulation in constant current mode, detailed in-
formation on the process is obtained from the tip height
signal, which reflects the interaction between the tip
apex and the adsorbate [8.55]. The common procedure
includes moving the tip to the desired particle in imag-
ing distance (about 10Å), then decreasing the distance
and moving the tip with the adsorbate to the desired
place and subsequently increasing the distance to lose
contact. During the process the tip height is recorded.
From these curves, different modes of manipulation can
be distinguished. Such modes and the corresponding
curves are illustrated in Fig. 8.14 [8.43]. In the pushing
mode, repulsive forces are used to push the adsorbate
in front of the tip across the surface. The tip is moved
over the adsorbed particle until a threshold is reached,
which induces hopping of the adsorbate away from the
tip. In this moment the tip height decreases, before it
increases again and the process is repeated. Most of the
time, a jumping distance that corresponds to the lattice
parameter of the substrate surface can be observed. The
pulling and sliding modes make use of attractive forces
between tip and adsorbate to perform the manipulation.
In the pulling mode the adsorbed particle jumps to the
tip, which is why the tip height increases. When the tip
is moved further the height decreases until a threshold is
reached and the adsorbate jumps below the tip, increas-
ing the height again. In the sliding mode adsorbates are
moved continuously across the surface. To achieve this
mode, the force between tip and adsorbed particle has
to be significantly higher than in the pulling mode. The
adsorbate can stay under the tip and does not jump to
the energetically favored positions on the surface. The
corrugation in the corresponding tip-height trace is due
to the atoms on the surface.

A similar procedure can be used to manipulate
complex molecules, most of the time also inducing
conformational changes [8.40]. In these cases, the ma-
nipulation signal that is recorded is normally more com-
plex than for single atoms or small molecules like CO,

especially when the molecule presents internal mechan-
ical degrees of freedom. For example, intramolecular
conformation changes can be induced during the ma-
nipulation of porphyrine-based molecules [8.56]. This
type of movement is added to a rigid-like lateral-type
motion on the surface, as one can observe from the
manipulation signal. Manipulation signals for complex
molecules therefore normally do not show the regular
periodic modes over long periods observed for single
atoms and small molecules. Changes from one mode to
another during manipulation are often observed [8.57].
In some cases, manipulation signals do not present
any periodicity and the peaks are irregular in intensity,
length and shape [8.58]. Molecular flexure and reorien-
tation of the internal conformations play a major role,
as well as the reorientation of the molecule relative to
the surface. In Fig. 8.15 an example of lateral manipu-
lation of a subphthalocyanine double-wheel molecule
is shown. Even if in particular cases the molecular
wheels rotate on the Au(111) surface, they are normally
pushed by the tip in the same way as smaller adsor-
bates [8.57].

8.5.2 Manipulation by Electric Field

If the adsorbate is charged or has a dipole moment,
electric-field-assisted diffusion is possible. In general,
every time a bias voltage is applied between the STM
tip and the surface, a static electric field is created. This
field can be used to manipulate atoms or molecules. The
strength of such an electric field is relatively large, due
to the close proximity of the tip to the surface. In a com-
mon STM experiment where a bias voltage of about 1V
is applied with a tunneling current of about 1 nA, the
electric field between tip and surface has a typical value
of 108 V=cm and is comparable with the fields experi-
enced by electrons in atoms or molecules. Depending
on the tip shape, such an electric field is concentrated in
an inhomogeneous way near the tip apex, but its exten-
sion can reach hundreds of nanometers. The interaction
of an adsorbate with such a strong electric field in the
STM junction was first used to position Cs atoms on
a semiconductor surface [8.59]. In this case, the inter-
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a) b)
Fig. 8.16a,b (a) STM image of
a molecular island of trans-tetra-
tert-butylazobenzene molecules on
Au(111). (b) By applying an electric
field, a molecule has been switched to
the cis-configuration (bright lobe)

action between the dipole moment of a Cs atom and the
electric field induces a potential energy gradient along
the surface, which allows the lateral positioning of sin-
gle atoms.

Atoms and molecules can be manipulated by elec-
tric field even in the limit of zero tunneling current. In
such a case, no tunneling current can be measured be-
tween tip and sample, but an electric field is present,
which is able to manipulate molecules showing a dipole
moment. Another kind of electric-field-induced manip-
ulation is possible when the applied voltage overcomes
the value of the work function of the tip or the surface
and electrons are therefore field emitted [8.60].

The reversible isomerization of azobenzene deriva-
tives by means of the electric field has been demon-
strated [8.61]. A detail of that experiment is shown in
Fig. 8.16. The trans–cis isomerization of 3,30,5,5-tetra-
tert-butylazobenzene, an azobenzene molecule carrying
four lateral tert-butyl groups, can be reversibly induced
on Au(111). The relationship between the applied bias
voltage necessary for switching and the tip height
shows that the process is caused by the electric field
between the STM tip and the sample surface.

Fig. 8.17 Electronically controlled manipulation by inelastic tunneling electrons. The structure composed of four
molecules can be translated by voltage pulses. Series of images after voltage pulses of 2.3V, 1.7 nA, 10 s. Image size
7� 7 nm2

8.5.3 Manipulation by Inelastic Tunneling
Electrons

Inelastic electron-tunneling-induced manipulation is
a process where tunneling electrons are injected from
the tip positioned above the adsorbed molecule, thus
moving it. The electron energy is normally transferred
through an excited state, leading to excitation (rota-
tional, vibrational, or electronic), the rate of which is
controlled by the applied bias and the tunneling cur-
rent [8.18].

Experimentally, electron-tunneling-induced manip-
ulation is realized by positioning the STM tip above
the molecule at a fixed height. The feedback loop is
switched off and tunneling current and/or voltage are
increased from imaging to manipulation parameters.
The electrons can be injected either from the tip or
from the substrate depending on the bias polarity. The
moment where a change happens is determined by
monitoring the tunneling current versus time. A sud-
den change in current is indicative of the success of
the manipulation. These sudden changes are caused by
changes in the apparent height of the molecule either
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Fig. 8.18 Re-
versible switching
of an acetylbiphenyl
molecule anchored
on a Si(100) dan-
gling bond. The
crosses indicate
the position of the
tip during voltage
pulses of �2:6V

through the motion of the molecule or through a modi-
fication of this electronic structure [8.62].

Electron tunneling can be used for example to in-
duce the controlled rotational switching of a molecular
motor [8.63]. A molecular motor adsorbed on a gold
surface can be rotated in a clockwise or anticlock-
wise direction by selective inelastic electron tunneling
through different subunits of the motor.

Recently, it was demonstrated that by electron-
tunneling-induced manipulation it is possible to move
in a controlled way supramolecular structures [8.64].
By applying voltage pulses just on one selected
molecule of the structure, the complete supramolecu-
lar assembly moves to a chosen position on the surface

without being destroyed (Fig. 8.17). Moreover, by mov-
ing the same nanostructure it is possible to collect a gold
adatom and to rotate or translate it by manipulating the
molecular structure [8.65]. With the help of theoretical
calculations one can determine the work done by the
nanostructure to move the atom.

The reversible switching of an acetylbiphenyl
molecule on the Si(100) surface can be induced by
inelastic tunneling electrons, proving the principle of
an electrically driven molecular latch, able to passivate
and depassivate Si dangling bonds. As one can see in
Fig. 8.18, the molecule can be switched from its native
surface conformation with two lobes to a one-lobe con-
formation and back by applying voltage pulses.

8.6 Outlook

As described in this chapter, extraordinary results have
been obtained in the last decades in imaging individ-
ual molecules adsorbed on surfaces, and the high spatial
control and resolution of STM has allowed us to gain an
exceptional insight into the structure and the intra- and
intermolecular bonding of a large number of molecules.
Since the pioneering works of D. Eigler, many dif-
ferent methods to control the manipulation of atoms
and molecules with a STM tip have been developed.
Mechanical interaction, tunneling current, bias voltage,
and enhanced electric field are the main means to mod-
ify the position or the conformation state of a molecule.

Tip height and current signal recorded during the ma-
nipulation process provide detailed information on the
molecular movement, and conformational molecular
switches can be operated by manipulation [8.40].

The mechanics of single molecules have been in-
vestigated extensively in the last years. In particular,
atomic and molecular manipulation allows us today to
create new molecules and nanostructures on a surface,
and to investigate mechanics at the molecular scale. The
next step is now to construct complex mechanical ma-
chines molecule by molecule [8.66]. Single-molecule
motors working collectively in a synchronous manner
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will represent a milestone for nanotechnology. To this
aim, a deep understanding of processes and laws gov-
erning transmission ofmotion frommolecularmotors to
molecules and from molecule to molecule is demanded
and will be the focus of research in the next years.

Additionally, besides imaging, STM permits us to
probe the electronic, vibrational, and optical proper-
ties of single atoms and molecules by studying the
details of the tunneling current of its derivatives. These
exceptional advances generate a remarkable improve-
ment in our fundamental understanding of processes
occurring at the nanoscale and can now be applied to
the controlled fabrication of atomic and molecular de-
vices and to investigate signal transport at the atomic
and molecular scale. The possibility to replace solid-

state transistors with molecular electronic devices in
ultraminiaturized circuits is a fascinating perspective.
Serious limitations of this approach are the low con-
ductance and low power gain of a molecular device,
together with the problem of tunneling leakage currents
that can exist between the devices and between the in-
terconnections. An alternative approach is to develop
an atomic-scale technology, where surface electronic
circuits are constructed by manipulating atoms of a pas-
sivated semiconductor surface, opening up the way to
new approaches to quantum computation [8.67]. In this
framework, STM will be a fundamental tool for the de-
velopment of new electronic technologies at the atomic
scale, building structures one by one and addressing
them with tunneling electrons.
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9. Two-Dimensional Crystals: Graphene, Silicene,
Germanene, and Stanene

Yu-Yang Zhang , Jinbo Pan , Shixuan Du , Hong-Jun Gao

Since the successful exfoliation of graphene from
graphite in 2004, research on two-dimensional
crystals has attracted significant attention. An
increasing number of new two-dimensional
materials have been synthesized, ranging from
graphene-like crystals such as hexagonal boron
nitride (h-BN) and germanene, to three-atom-
thick transition-metal dichalcogenides, and to
layered oxides and hydroxides. A wide spec-
trum of electronic and magnetic properties of
great interest have been discovered in these
new two-dimensional materials. In this chap-
ter, we review the history and current status of
research on group IVA two-dimensional crystals,
i.e., graphene, silicene, germanene, and stanene.
We give an overall summary of the syntheses of
these two-dimensional crystals, especially epitax-
ial growth in an ultrahigh-vacuum environment.
We hope that the knowledge gained from the re-
viewed systems will guide the design and synthesis
of other two-dimensional crystals.

In this chapter, we give a brief review on the
epitaxial growth of group IVA two-dimensional (2-
D) monolayers on transition-metal substrates in
ultrahigh-vacuum (UHV) environments. In Sect. 9.1,
we discuss the epitaxial growth of graphene on
a Ru(0001) and other transition-metal substrates.
In Sects. 9.2 and 9.3, we review the synthesis of sil-
icene and germanene. Stanene and several other
monolayers made with metallic elements are dis-
cussed in Sect. 9.4.
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The family of 2-D materials containing one to several
layers of atoms has been widely investigated in recent
decades. They are not only important for fundamental
physics but also show great potential for future ap-
plications; for example, taking advantage of its high
carrier mobility, graphene (Gr) has been used in transis-
tors that can work at extremely high frequencies [9.1,
2]. MoS2 has been used in the smallest transistors,
only 1 nm in size [9.3]. Due to their extremely high
surface-to-volume ratio, some 2-D materials are also
good catalysts [9.4–8]. Scientists have also shown in-

terest in putting several 2-D materials together to build
both lateral and vertical heterostructures [9.9–13].

Recent research regarding 2-D materials started
from the exfoliation of graphene from graphite in
2004 [9.14]. Then, it quickly expanded to h-BN
and boron carbon nitride (BCN), which have honey-
comb structures and satisfy the same electron counting
rule [9.15–17]. Monolayers of silicon and germanium,
other group IVA elements that also have four va-
lence electrons, are also theoretically predicted to be
stable [9.18–20]. Experimental evidence of these two
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monolayers has been found, although some debate re-
mains regarding the names of these two materials [9.21,
22]. Recently, stanene, a monolayer of Sn, was synthe-
sized, enriching the family of group IVA 2-D materi-
als [9.23].

Another major class of 2-D materials is transition-
metal chalcogenides (TMCs) [9.24, 25]. Some of these
are also star materials; for example, MoS2, a tradi-
tional solid lubricant, was used to fabricate the smallest
transistors [9.3]. Monolayer FeSe has attracted substan-
tial attention as a superconductor [9.26]. NbSe2 shows
an abnormal incommensurate charge density wave
(CDW) [9.27, 28]. As most chalcogenides/dichalco-
genides have a layered structure, exfoliation from bulk
materials has been used to producemonolayer dichalco-
genides [9.29]. Large-scale and high-quality molecular
beam epitaxy (MBE) and chemical vapor deposition
(CVD) methods have also been applied to produce
monolayer dichalcogenides [9.30, 31].

Monolayer oxide materials constitute another
booming research direction in 2-D materials. Though
most bulk oxide materials are not layered structures,
several-atomic-layer thick oxides in 2-D form have
been synthesized in various ways [9.32]; for example,
a perovskite-type LaNb2O7 monolayer was formed via
a nanosheet deposition process [9.33], TiO2 monolayers
were grown on Ag(100) substrates [9.34], and recently,
single-atom-thick CuO and ZnO membranes were syn-
thesized in graphene pores and on a graphene substrate,

opening a new window for research into monolayer ox-
ide materials [9.35, 36].

Exfoliation from layered bulk parents has been
demonstrated to be an effective way to fabricate 2-D
materials [9.16, 37, 38]. In addition to graphene, which
was historically exfoliated from graphite using Scotch
tape, there are plenty of other examples of 2-D ma-
terials that can be mechanically exfoliated from their
three-dimensional parent, such as MoS2, MoSe2, and
NbSeO2. Chemical exfoliation methods are then typi-
cally used to break the van derWaals (vdW) interactions
inside the layered structures to obtain 2-D materials.

Epitaxial growth of 2-D materials is another synthe-
sis strategy. CVD and physical vapor deposition (PVD)
have been successfully demonstrated for the fabrica-
tion of many 2-D materials on a large scale [9.39–
41]. The as-fabricated 2-D materials are then gener-
ally transferred to another substrate, such as a silicon
wafer. Direct selenization of a Pt substrate to fabricate
a PtSe2 monolayer and the synthesis of graphene on
a transition-metal (TM) substrate by chemical reactions
are other examples of epitaxial growth of 2-D mate-
rials [9.42, 43]. The advantage of the epitaxial growth
method is that the fabricated 2-D materials have high
quality for further applications. Another advantage of
the epitaxial growth method is that it can be used to
synthesize 2-D materials without relying on layered
3-D (three-dimensional) parents, e.g., silicene and ger-
manene.

9.1 Graphene on Transition-Metal Substrates

In the 1960s, graphene was found to form on transition-
metal surfaces [9.44, 45]. Indeed, it required consid-
erable effort from scientists to get rid of these car-
bon films to obtain a clean transition-metal surface.
However, since its successful exfoliation [9.14, 46],
graphene on transition-metal surfaces has again at-
tracted attention from scientists. Due to the convenient
synthesis process and the high quality of the fabricated
graphene, systems formed of graphene on a transition-
metal substrate have been comprehensively investi-
gated [9.47]. For certain transition-metal substrates, the
strong interaction between the graphene adlayer and the
transition-metal substrate reduces the carrier mobility
of the graphene and makes it difficult to open an energy
gap [9.48, 49]. These obstacles can now be overcome
in several ways, such as intercalation techniques [9.50,
51]. It has also been reported that the interaction of
Au or Si can restore graphene nanoislands (GNIs) and
graphene nanoribbons (GNRs) to a pristine state [9.52,
53]. The as-prepared epitaxial graphene can also be

decoupled from the substrate by etching [9.54]. Thus,
the epitaxial growth of graphene on a transition-metal
substrate is still a promising method for industrial pro-
duction of graphene in the future.

9.1.1 Epitaxial Growth of Graphene
on Ru(0001)

Large-scale and highly ordered graphene can be synthe-
sized by annealing a ruthenium single-crystal substrate
containing a small amount of carbon [9.48, 49, 55] or
using precursors containing carbon atoms [9.56]. Dur-
ing the annealing process, the carbon atoms segregate
from the bulk ruthenium, and graphene grows on the
Ru(0001) surface. The annealing process is described
in the literature [9.48, 55]. A brief description of the
sequence is as follows: the temperature of the ruthe-
nium substrate is slowly increased to 1000K and held
for 20min, then the substrate is cooled to room temper-
ature. Comparison of the Auger electron spectroscopy
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(AES) and x-ray photoemission spectroscopy (XPS) re-
sults before and after the annealing process confirmed
the segregation of carbon. XPS and AES also helped to
confirm that no other new elements were present.

Taking the above work as an example, the qual-
ity of the as-fabricated graphene on an 8-mm-diameter
Ru(0001) substrate was examined from edge to edge by
low-energy electron diffraction (LEED). As shown in
Fig. 9.1a, LEED patterns were collected at each pink
spot. Compared with bare Ru(0001), which generates
a simple hexagonal pattern, extra spots due to epitaxial
graphene can be clearly identified in Fig. 9.1d–f. The
spots in the graphene pattern show the same orienta-
tion, indicating that the whole sample was covered by
a homogeneous, high-quality epitaxial graphene layer.
It is only at the edge of the sample (Fig. 9.1b,c) that the
spots related to graphene become weak.

Based on many high-quality atomic-resolution
STM images and density functional theory (DFT) cal-
culations [9.57–60], the atomic structure of graphene on
Ru(0001) has been fully revealed. It is now believed that
the moiré pattern is due to the lattice mismatch between

40 nm 10 nm 1 nm

Ru Crystal

1mm

a) b) c)

d) e) f)

g) h) i)

Fig. 9.1a–i LEED patterns and STM
images confirming the high quality of
graphene on Ru(0001). (a) A sample
8mm in diameter. The electron beam
was moved along the yellow line to
obtain the different LEED patterns.
The pink spots are the locations
where the photographs shown in (b–f)
were taken. (b,c) At the edge of the
sample, the additional spots are weak.
(d–f) In other parts of the sample,
the additional spots are sharp and
have the same arrangement. Scanning
tunneling microscopy (STM) images
at large scale (g), zoomed in (h), and
at atomic resolution (i) show that a flat
graphene flake extended over entire
Ru terraces (reprinted by permission
from [9.48], © Wiley 2009)

graphene and the Ru substrate. As shown in Fig. 9.2a,
in a relaxed configuration of a (12�12) graphene lattice
sitting on a (11� 11) Ru(0001) lattice, there are three
typical regions. For the higher region, C atoms of both
sublattices in graphene are located in (or close to) the
face-centered cubic (fcc) and hexagonal close-packed
(hcp) hollow site of the Ru substrate. The centers of the
honeycomb lie above (or close to) the top of a top-layer
Ru atom. This upper region is thus commonly called
the top or atop region. For the lower region, the cen-
ter of the honeycomb is above (or close to) second-
or third-layer Ru atoms. These regions are commonly
named the hcp (above a second-layer Ru atom) or fcc
(above a third-layer Ru atom) regions. For the region
with intermediate height, close inspection of the atomic
structure reveals that the centers of the honeycomb are
located above the centers of two top-layer Ru atoms.
This region is called the bridge region. Sometimes, this
region is further divided into several different regions
depending on the neighbors; for example, the bridge re-
gion between the atop and fcc regions can be referred
to as the atop–fcc region.
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Fig. 9.2a,b Atomic structure and electronic properties of a (12�12) graphene lattice on a (11�11) Ru(0001) substrate.
(a) Top view (top panel) and side view (lower panel) of the atomic structure. (b) Density of states projected (PDOS) to
pz orbits for different C atoms at different locations (reprinted by permission from [9.60], © Wiley 2014)

Although debate continues on whether this repre-
sents a (12� 12) graphene lattice sitting on a (11� 11)
Ru(0001) substrate or a (25�25) graphene lattice sitting
on a (23� 23) Ru(0001) surface [9.56], most quantum-
mechanical calculations based on DFT have adopted
the former atomic model, which is much smaller in
size than the second. The atomic structure and elec-
tronic properties of the graphene-on-Ru(0001) system
have been investigated [9.57–59]. The choice of the
exchange-correlation function, how to treat the van der
Waals interactions, the number of Ru layers in a slab
model, the energy cutoff on the wavefunction expan-
sion, and other numerical parameters generally affect
the details of the resulting atomic structure and elec-
tronic properties. It is widely accepted that the large
ripple revealed in STM images is not only caused by the
electronic structure but also a real atomic corrugation.

Carbon atoms within one period of the moiré pattern
at different locations have different electronic struc-
tures. The projected density of states (PDOS) on pz
orbitals of different carbon atoms is shown in Fig. 9.2b,
where Ca and Cb denote atoms located on hollow and
top sites of Ru(0001) in the fcc and hcp regions, re-
spectively [9.60]. The intensity of the PDOS of C atoms
at the Fermi level in fcc regions is much higher than
that in the other regions, implying stronger sp3 hy-
bridization and higher activity of Ca atoms in the fcc
region. This difference further affects the physical and

chemical properties of graphene; for example, at low
coverage, many transition-metal atoms selectively ad-
sorb on the fcc region of graphene=Ru(0001) and form
ordered dispersed metal nanoclusters [9.61–63].

As one of the earliest systems comprising high-
quality epitaxial graphene on a transition-metal sub-
strate, Gr=Ru(0001) has attracted significant atten-
tion. Many fundamental studies and potential applica-
tions have been explored in this system; for example,
quantum-dot and quantum-well effects have been inves-
tigated [9.64–66]. This system is also used as a tem-
plate for selective adsorption and self-assembly pat-
terns [9.67, 68]. Many intercalations between graphene
and the Ru substrate have also been achieved for future
applications [9.50, 69–71].

9.1.2 Epitaxial Growth of Graphene
on Other Transition-Metal Substrates

Graphene has also been epitaxially grown on other
transition-metal substrates, including Pt [9.72, 73],
Ir [9.74, 75], Rh [9.76, 77], Ni [9.7, 76], and Cu [9.78].
Various sizes of moiré patterns have been observed.
Figure 9.3 shows moiré patterns of graphene on sev-
eral widely investigated transition-metal substrates with
a typical periodicity of 1�2 nm.

For all such samples, the epitaxial growth method
and kinetic factors during the growth process strongly
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Fig. 9.3a–f STM images of graphene epitaxially grown on transition-metal substrates. (a–c) Graphene grown on
a Pt(111) surface, showing domains with different orientations [9.72]. (a) is for (

p
37�p37)R21ı . (b) is for (

p
61�p

61)R26ı. (c) is for (
p
67�p67)R12ı. (d) Graphene on a Rh(111) 10� 10 nm2 surface [9.76]. (e) Graphene on

an Ir(111) 6� 6 nm2 surface [9.75]. (f) Graphene on a Cu(111) 20� 20 nm2 surface [9.78] (reprinted by permission
from [9.72, 75, 76, 78], © American Institute of Physics, Institute of Physics, American Chemical Society)

affect the quality of the resulting graphene [9.79, 80],
as do a high-quality transition-metal substrate, suitable
precursor partial pressure, and controlled annealing
temperature.

The lattice mismatch between the graphene and
transition-metal substrate affects not only the size of
the moiré pattern [9.81] but also the quality of the
graphene. Preobrajenski and collaborators showed that,
with a larger lattice mismatch, the graphene film corru-
gated more because of the inhomogeneous interaction
between the graphene and substrate [9.82]. XPS mea-
surements confirmed this effect.

The quality of the graphene on a transition-metal
substrate prepared by the epitaxial growth method is
also affected by the interaction between them. For
strongly interacting systems, at the initial stage of
growth, the graphene islands have the same orienta-
tion and thus connect to each other seamlessly during
growth. The as-fabricated graphene thus contains fewer
defects. However, if the graphene–substrate interaction
is weak, the initial islands have different orientations
and the as-fabricated graphenemay thus showmany do-

mains. Grain boundaries may also affect the electronic
properties of the graphene [9.83–86].

An example of a strongly interacting graphene–
substrate system is Gr=Ru(0001), described above. The
moiré pattern is well defined. In contrast, graphene
on Pt(111) is an example of a weakly interacting
graphene–substrate system. In contrast to the case of
a unique (12� 12) graphene lattice sitting on a (11�
11) Ru(0001) substrate, graphene on Pt(111) forms
different moiré patterns that may rotate to different ori-
entations. Figure 9.3a–c shows typical STM images
of Gr=Pt(111), indicating (

p
37�p37)R21ı, (

p
61�p

61)R26ı, and (
p
67�p67)R12ı orientations. Com-

pared with Gr=Ru(0001), Gr=Pt(111) shows lesser cor-
rugation.

In scanning tunneling spectroscopy (STS), the
dI=dV curve of the sample is measured, thus when the
tip is carefully treated, it reflects the local density of
states (LDOS) of the sample. This method is widely
used to investigate the electronic structure of epitaxial
graphene on transition-metal substrates with high spa-
tial resolution. Taking the Gr=Ru(0001) system as an
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example, STS results show that the graphene retains
some of its physical properties after being placed on
the metal surface but with a shift of the Dirac point by
�0.3 eV [9.48, 49].

Epitaxial graphene on an Ir(111) substrate is an-
other system that has been well investigated by
STM/STS, especially regarding the effect of silicon
intercalation [9.87]. Figure 9.4a shows STS measure-
ments of Gr=Ir(111) on both an intercalated area (black
curve) and an un-intercalated area (red curve). It is

1 nm
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Fig. 9.4a–d STS measurements on Gr=Ir(111). (a) dI=dV spectra measured on both an intercalated (black line) and an
un-intercalated area (red line) [9.87]. (c) Comparison of Raman spectra at 532 nm for graphene grown on Ir(111) before
and after silicon intercalation, denoted by red and black lines, respectively [9.87]. (b) STM image showing a straight
edge of a Si-intercalated graphene nanoisland [9.88]. (d) dI=dV spectra collected at different points along the line per-
pendicular to the edge marked by black dots in (b) [9.88] (reprinted by permission from [9.87, 88], © AIP 2012, Springer
Nature 2017)

clear that, after silicon intercalation: (i) the surface
state of the Ir substrate disappears and (ii) the occu-
pied states and unoccupied states become symmetric.
After silicon intercalation, the two prominent features
of graphene, viz. the G and 2-D peaks, become visi-
ble (Fig. 9.4c). These results indicate that the coupling
between graphene and Ir(111) is weakened by silicon
intercalation [9.87].

Taking advantage of its high spatial resolution, STS
has also been used to reveal the edge states of graphene
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nanoribbons (GNRs) and nanoislands (GNIs) [9.88,
89]. Figure 9.4b is an STM image showing a straight
edge of a GNI on Ir(111). The dI=dV spectra collected
at different points around the edge (Fig. 9.4d), marked
by different dots in Fig. 9.4b, indicate that a pronounced
peak appears at �50mV in the dI=dV spectra acquired
at this straight edge. This pronounced peak is not the
surface state of the Ir(111) substrate, which is located
at ��0:2 eV, and is attributed to the edge state of the
graphene nanoisland [9.88].

The electronic properties of graphene on transition-
metal substrates have also been investigated using theo-
retical calculations. Some use a more realistic model,

which contains the full moiré pattern. However, be-
cause of the size of the supercell, these calculations
usually adopt the local density approximation (LDA)
and generalized gradient approximation (GGA) with or
without van der Waals interactions [9.90–94]. Higher-
level calculations based on a more accurate approach,
such as the random phase approximation (RPA) or GW
approach, can only handle tens of atoms. In these high-
level calculations, a (1� 1) or (

p
3�p3) graphene

lattice is often used, which neglects the lattice mis-
match between graphene and the transition-metal sub-
strate [9.95, 96]. There are also theoretical calculations
to address the growth process and mechanism [9.97].

9.2 Epitaxial Silicene on Transition-Metal Substrates

Silicene, made up of silicon atoms rather than car-
bon atoms, is a 2-D atomic crystal with a honeycomb
structure similar to graphene. It has attracted consid-
erable attention due to its peculiar properties [9.19,
20, 98–101], e.g., compatibility with current silicon-
based technology and the quantum spin Hall effect.
Due to the long Si�Si bond length and the par-
tial sp3 hybridization, freestanding silicene is a low-
buckled structure. Recently, silicene has been suc-
cessfully synthesized on several transition-metal sub-
strates, e.g., Ag(110) [9.102], Ag(111) [9.98, 103–107],
Ir(111) [9.21], and ZrB2 thin films [9.108]. In this
section, we discuss in detail the epitaxial growth and
characterization of silicene on Ir(111) and Ag(111) sur-
faces.

9.2.1 Silicene on Ir(111)

Epitaxial silicene on an Ir(111) surface, as shown in
Fig. 9.5, was synthesized by depositing silicon atoms on
the Ir(111) surface at room temperature followed by an-
nealing at 670K for 30min [9.21]. The LEED pattern of
the sample is shown in Fig. 9.5a. The spots highlighted
by the yellow dashed circles are assigned to the (1� 1)
Ir(111) substrate. The other diffraction spots originate
from the silicon superstructure on the Ir(111) substrate.
The diffraction spots can be separated into two identi-
cal patterns with different orientations, as shown in the
sketch map in Fig. 9.5b, in which two different spots
highlighted by different colors correspond to two do-
mains. Each domain can be identified as a (

p
7�p7)

superstructure with respect to the Ir(111) substrate. The
corresponding angles between Ir[110] and the high-
symmetry direction of (

p
7�p7) of the two silicene

domains are 40.9ı and 19.1ı, respectively.

Figure 9.5c,d shows large-area and zoomed-in STM
images of one silicene domain. The angle between
the orientation of the silicene superstructure and the
Ir[110] direction is 40.9ı, consistent with the result de-
tected in the (

p
7�p7) LEED patterns in Fig. 9.5a.

The overview STM image shows a long-range ordered
hexagonal lattice of protrusions. Figure 9.5e shows the
line profile along the black line in Fig. 9.5d. The peri-
odicity of the bright protrusions in the STM image is
approximately 0.72nm, which is

p
7 times the Ir(111)

lattice constant (0.271 nm). The height of the protru-
sions in the silicene overlayer is approximately 0.6Å,
indicating that silicene on Ir(111) is buckled.

In the high-resolution STM image shown in the up-
per part of Fig. 9.5f, the different regions of a unit
cell are marked by upward and downward triangles.
The middle and bottom parts are the STM simulation
and the optimized geometric structure of silicene on
Ir(111) based on DFT calculations, respectively [9.19,
20]. The protruding silicon atoms are yellow, while the
other silicon atoms are orange. The unit cell of the
(
p
7�p7) superstructure is indicated by a black rhom-

bus. There are six silicon atoms in the unit cell: one
(yellow) sits on the top site, two are located at the hcp
hollow and fcc hollow sites, and the other three are lo-
cated at the bridge sites. The silicon atoms at different
sites exhibit different silicon–substrate interactions and
thus have different heights and electron density distribu-
tions. The simulated STM image shown in the middle
part of Fig. 9.5f is highly consistent with the experimen-
tal STM image.

A further electron localization function calculation
implies that the interaction between silicon atoms is via
covalent bonding, while the interaction between silicon
and iridium is mainly electrostatic. This electrostatic in-
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Fig. 9.5a–f Silicene on Ir(111). (a) LEED patterns and (b) corresponding schematic diagrams of the silicon superstructure formed
on Ir(111). (c) and (d) STM images showing two different (

p
7�p7) superstructure domains of silicene on Ir(111). (U D�1:5V;

I D 0:25 nA) (e) Line profile along the black line in (d), revealing the periodicity of the protrusions (0.72 nm) and a corrugation
of approximately 0.4 Å for the silicene. (f) STM image (upper), simulated STM image (middle), and atomic model (lower) of
buckled silicene on Ir(111). The rhombus indicates the unit cell. The triangles indicate the two different regions in a unit cell. The
honeycomb feature is indicated by the black hexagon (reprinted by permission from [9.21], © ACS 2013)

teraction is not strong enough to affect the formation
of Si–Si bonds or the extension of the silicon sheet;
two-dimensional continuous silicene has indeed been
successfully fabricated on Ir(111).

9.2.2 Silicene on Ag(111) and Other
Transition-Metal Substrates

Epitaxial silicene on Ag(111) is synthesized by directly
depositing silicon atoms onto the Ag(111) surface and
then annealing in UHV [9.103–105, 107]. A variety
of silicene superstructures can be formed depending
on the substrate temperature, deposition rate, and sil-
icon coverage. At lower substrate temperature, below
400K, silicon atoms deposited on Ag(111) tend to form
silicon clusters or disordered structures. When the sub-
strate temperature is above 400K during deposition, the
resulting silicene sheet typically exhibits five ordered
phases: from the T phase to (4� 4), (p13�p13) R ˙
13.9ı, (2

p
3� 2

p
3), and finally to a (

p
3�p3) phase

with increasing substrate temperature, while other or-
dered structures can also be observed. The deposition
rate also plays an important role because it can affect
the nucleation rate and growth rate of silicene. A recent
DFT calculation by Shu et al. revealed that the silicene

nucleation rate on Ag(111) is very high compared with
the rate of graphene nucleation on TM surfaces due to
the low diffusion barrier of Si atoms and the low nu-
cleation barrier [9.109]. Such higher deposition rates
would lead to silicene samples that have smaller do-
mains and more defects. In addition, the coverage of
silicon is also important, since an inappropriate value
will lead to other silicon phases.

The structure and properties of silicene on Ag(111)
remain under debate, although the silicene=Ag(111)
system has been intensively studied in the past few
years. Synthesis ofmonolayer silicenewas first reported
by Lalmi et al. on an Ag(111) surface [9.107]. However,
based on their experimental measurements, the reported
lattice parameter of silicene was approximately 17%
smaller than that of bulk silicon. Lay et al. later argued
that such a small lattice actually corresponds to a clean
Ag(111) (1�1) surface rather than silicene [9.111]. Vogt
et al. claimed to have synthesized monolayer silicene
on Ag(111) for the first time, revealing a superstruc-
ture of (3� 3) silicene on a (4� 4) Ag(111) surface
in STM images, as shown in Fig. 9.6a [9.98]. This
phase was also observed by Feng et al. However, Feng
et al. proposed it to be incomplete silicene stabilized
by hydrogen with ordered holes (Fig. 9.6b) [9.103]. In-
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Fig. 9.6a–e Silicene on Ag(111). (a) STM image, atomic structure, and simulated STM image of silicene on
Ag(111) [9.98]. (b) STM image of (3�3) superstructure of silicene on Ag(111) with one-potential atomic models [9.103].
(c) STM image of silicene monolayer showing the (

p
3�p3) R30ı honeycomb superstructure (U D 1:2V, measurement

temperature 77K [9.103]). (d) Calculated band dispersion of � (green) and � (yellow) states of a free-standing (1� 1)
silicene layer [9.110]. (e) Angle-resolved photoemission spectra of (4� 4) silicene grown on Ag(111) using photon en-
ergy of 135 eV. Dashed green lines follow the dispersion of the Si-� state [9.110] (reprinted by permission from [9.98,
103, 110], © APS 2012, ACS 2012, and Elsevier 2017)

stead, true monolayer silicene is in another phase with
a honeycomb-like (

p
3�p3) R30ı superstructure, as

shown in Fig. 9.6c. Later, Resta et al. and other groups
reported their observation of the same phase as shown in
Fig. 9.6b; they found that the (

p
3�p3) R30ı phase is

always found on the thicker patch of the sample, indicat-

ing that it may possibly be multilayer silicene [9.112].
Later, Chen et al. found a phase transition of silicene
on Ag(111) [9.113]. At temperatures above 40K, sil-
icene on Ag(111) has a (

p
3�p3) R30ı honeycomb

structure; however, below 40K, it transforms into two
mirror-symmetric rhombic structures that are boundary
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separated but energy degenerate. DFT calculations on
monolayer silicene structures have indicated that the en-
ergy barrier between these two configurations is very
small (no more than 38meV). This enables a dynamic
flip–flop motion that cannot be followed by STM at
sample temperatures higher than 40K, resulting in the
(
p
3�p3) R30ı honeycomb structure observed in STM

images.
The electronic properties of silicene on Ag(111)

have also been investigated. It has been reported that
silicene on Ag(111) exhibits linear electronic disper-
sion resembling that of relativistic Dirac fermions at the
K points of the Brillouin zone based on angle-resolved
photoemission spectroscopy measurements [9.98], and
STS measurements [9.105]. Feng et al. also provided
direct evidence for the existence of Dirac cones in the
monolayer silicene (3� 3)=Ag(111) system by observ-

ing that the Dirac cones evolve with increasing binding
energy around both the M and K points [9.114]. How-
ever, their arguments were questioned later because the
influence of the Ag substrate was shown to be nonneg-
ligible. Lin et al. argued that silicene would lose its
Dirac fermion characteristic due to substrate-induced
symmetry breaking and that the linear dispersion char-
acteristic originates from the Ag bulk sp-band along the
�-K direction [9.115]. Moreover, Carbone et al. inves-
tigated (4�4) silicene on Ag(111) and mixed (4�4) and
(
p
13�p13) R13.9ı silicene on Ag(111) [9.110, 116,

117]. They found that the Ag(111) substrate modified
the � band of freestanding silicene (Fig. 9.6d) and that
the reported Dirac fermion feature derives from the Ag
interface state (Fig. 9.6e) rather than silicene. Further
experimental and theoretical studies are thus needed to
clarify this phenomenon.

9.3 Germanene Growth on Transition-Metal Surfaces

Freestanding germanene is also a low-buckled struc-
ture similar to silicene. The spin-orbital effect can
open a bandgap of 23.9meV, much wider than those
of graphene and silicene (1.55 and 2.9meV, respec-
tively) [9.20]. The quantum spin Hall effect can thus
be observed in germanene. Germanene has been fab-
ricated on several substrates by an epitaxial growth
method, e.g., on Pt(111) [9.22], Au(111) [9.118],
Al(111) [9.119], and MoS2 [9.120] surfaces. In this
section, we discuss in detail the epitaxial growth and
characterization of germanene on Pt(111), Au(111), and
MoS2 surfaces.

9.3.1 Germanene Growth
on a Pt(111) Surface

Epitaxial germanene on Pt(111) has been synthesized
by depositing germanium atoms on a clean Pt(111)
surface at room temperature under UHV conditions
and then annealing in the temperature range of 600–
750K for 30min [9.22]. The annealing temperature was
kept below 800K to avoid the formation of Ge-Pt sur-
face alloy. Germanene was then fabricated, as shown
in Fig. 9.7. LEED was used to characterize the super-
structure, as shown in Fig. 9.7a. The six outer bright
spots correspond to the (1� 1) diffraction spots of the
Pt(111) surface. The additional distinct diffraction spots
originate from the germanium superstructure. These
diffraction spots can be divided into two groups, identi-
fied by red and blue spots in Fig. 9.7b, originating from
two different germanium superstructures with rotation

of 23.4ı and 36.6ı relative to the Pt[110] direction,
respectively. From the LEED pattern, a (

p
19�p19)

superstructure with respect to the Pt(111) surface can
be identified.

The long-range order of the germanium super-
structure formed on a Pt(111) surface can be seen in
Fig. 9.7c. The small rhombus indicates the supercell
of the superstructure. The orientation of the super-
cell is rotated by approximately 23ı relative to the
Pt[110] direction, which is consistent with the LEED
results. Figure 9.7d shows a zoomed-in STM image of
Fig. 9.7c. There are three bright spots in the supercell;
one spot is at the corner of the rhombus, while two
lie inside the rhombus. Figure 9.7e shows the line pro-
file along the dashed line in Fig. 9.7d, revealing that
the periodicity of the superlattice in the STM image is
approximately 1.2 nm. The corrugation of the germa-
nium layer is approximately 0.6Å. Previous theoretical
studies predicted the lattice constant of free-standing
germanene to be approximately 3.97–4.02Å. In that
case, a (3� 3) superlattice of germanene has a lat-
tice spacing of approximately 11.91–21.06Å, matching
well with the periodicity of the superlattice obtained
from the STM measurements.

DFT calculations were performed to obtain the de-
tailed structure and properties of the germanium adlayer
on Pt(111). Several models with (3� 3) germanene on
Pt(111) surface were considered, in which the germa-
nium atoms have different locations with respect to
the substrate. Figure 9.7f shows the most stable con-
figuration; the binding energy per germanium atom
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Fig. 9.7a–g Germanene on a Pt(111) surface. (a) LEED patterns and (b) corresponding diagram of germanene on a Pt(111)
surface. (c) Large-area STM image (U D�1:45V, I D 0:25 nA), showing a (

p
19�p19) superstructure of the germanium adlayer

formed on the Pt(111) surface. The close-packed direction of Pt[110] is indicated by the black arrow. The angle between the
blue and black arrows is approximately 23ı . (d) Zoomed-in STM image (U D 1V, I D 0:05 nA) of germanene on the Pt(111)
surface. (e) Line profile along the dashed line in panel (d), revealing the periodicity of the germanium superstructure (1.2 nm).
(f) Optimized geometric structure of germanene on the Pt(111) surface; the yellow rhombus indicates the unit cell. Blue, yellow,
and orange spheres represent Pt, protruding Ge, and other Ge atoms, respectively. (g) Simulated STM image of germanene on
Pt(111) surface, showing similar features to the STM image (reprinted by permission from [9.22], © Wiley 2014)

is approximately 1.39 eV. After relaxation, the hon-
eycomb structure of the germanium adlayer becomes
distorted; however, the six-membered rings structure
is maintained. There are four protrusions labeled in
yellow at the vertices of the rhombus and two at the
centers of the two triangular regions in a supercell.
These features match well with the STM observations
in Fig. 9.7d. STM simulations were performed using
the Tersoff–Hamann approach for comparison with the
STM observations. The simulated STM image is shown
in Fig. 9.7g; it has the same features as the STM im-
age, namely four bright spots at the vertices of the
rhombus and two at the center. This STM simulation
further confirms that the superstructure observed by
STM is a distorted germanium adlayer (germanene) on
the Pt(111) surface.

Although the germanene layer has a distorted and
buckled structure, it is a continuous layer rather than
a germanium adatom array, according to electron local-
ization function (ELF) calculations [9.22]. The charge
localization between any two neighboring germanium
atoms is very strong, indicating strong covalent bond-
ing between neighboring germanium atoms. The charge
localizations between germanium atoms and the un-

derlying Pt atoms are all very weak; the interactions
between germanium and the underlying Pt atoms are
mainly electrostatic. The interactions are not strong
enough to affect the formation of Ge�Ge bonds and the
extension of the germanium sheet. STM measurements
and DFT calculations demonstrate that a continuous
2-D germanene layer was successfully fabricated on
Pt(111).

It is worth noting that Ge-Pt surface alloys have
also been reported previously. Ho et al. prepared their
samples by annealing at 900–1200K to form a Ge-
Pt surface alloy [9.121]; this annealing temperature is
much higher than that used when preparing germanene
samples [9.22]. In STM images of the Ge-Pt alloys,
only four bright protrusions were located at the cor-
ners of each (

p
19�p19) supercell with respect to the

(1� 1) Pt(111) surface. It has fewer features per unit
cell than the present high-resolution STM image shown
in Fig. 9.7d. Švec et al. also proposed a (

p
19�p19)

Ge-Pt surface alloy tetramer model [9.122]. In their
simulated STM image, there are also only four bright
spots at the corner of each (

p
19�p19) supercell. At

the center of the supercell, the brightness is much lower.
One bright and one dark triangular-shaped feature can
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be found at the centers of the supercell. Thus, these two
Ge-Pt surface alloy models are not applicable to the ger-
manene case.

9.3.2 Germanene Growth
on a Au(111) Surface

An atomically thin, two-dimensional multiphase ger-
manene film was fabricated using germanium molec-
ular beam epitaxy on a Au(111) surface as the sub-
strate [9.118]. Several different substrate temperatures
were used to anneal the film. A combination of LEED
and STM observations was performed at room tempera-
ture at different growth stages. The reason for choosing
Au(111) as the substrate is that the inverse system, viz.
gold grown on a Ge(111) surface, was confirmed in a re-
cent study to form atomically sharp interfaces, without
intermixing [9.123].

Figure 9.8 shows an STM image of a monolayer
germanium adlayer on a Au(111) surface obtained at
a growth temperature of � 200 ıC. The size of the ger-
manium adlayer on the Au(111) surface is greater than
50� 50 nm2 with a honeycomb appearance and a very
small corrugation of only 0.01 nm. Here, the cell size
of the honeycomb arrangement is much larger than that
of a freestanding monolayer germanene. The cell size
of the honeycomb structure in the bottom left corner
fits to a (

p
7�p7) R19.1ı superstructure in terms of

Au(111). Figure 9.8b shows the LEED pattern of the
germanium adlayer superstructures on the Au(111) sur-

(0,0)
2 nm

a) b) c)

Fig. 9.8a–c STM image and LEED pattern of germanene=Au(111) superstructure. (a) STM image of germanium hon-
eycomb structure on a Au(111) surface, where the modulated honeycomb (

p
7�p7) superstructure is in the bottom

left corner (U D�1:12 V, I D 1:58 nA; the (
p
7�p7) unit cell is drawn in black). (b) LEED pattern taken at 59V;

(c) schematic illustration of one-sixth of the pattern, with filled dots: hidden (0,0) spot and integer order spots, open
circles: red, blue, and green spots corresponding to the (

p
7�p7), (p19�p19) and (5�5) superstructure, respectively

(reprinted by permission from [9.118], © Institute of Physics 2014)

face. Figure 9.8c shows a schematic diagram of the
diffraction spots in Fig. 9.8b. Diffraction spots from dif-
ferent phases can be observed, namely those from the
(
p
19�p19) R23.4ı, (5� 5), and (

p
7�p7) R19.1ı

phases.
Although the unit cell of the superstructures with

respect to the Au(111) surface is confirmed by the STM
image and LEED pattern, detailed information regard-
ing the surface adlayer is still difficult to obtain due to
the lack of atomic-resolution STM images. According
to the previous study, the distance between neighbor-
ing germanium atoms is dGe�Ge = 0.238 nm. For the
(
p
7�p7) superstructure, both (2� 2) and (

p
3�p3)

R30ı germanene adlayers could be possible structures
of the unit cell due to the small lattice mismatch. The
Ge�Ge distances are 0.221 and 0.255 nm (projected in-
plane Ge�Ge distance) for (2�2) and (p3�p3) R30ı
germanene, respectively.

DFT calculations were performed to optimize the
possible geometric structures and simulate the STM
images. Figure 9.9 shows several optimized structures
and their STM simulations. Due to the lattice mis-
match of (2� 2) freestanding germanene on the (

p
7�p

7) Au(111) surface, the 4.2% compression strain dis-
torts the germanene lattices and induces considerable
buckling in the structure. The atomic structures and
simulated STM images of the two lowest-energy struc-
tures for (2� 2) germanene on top of the (

p
7�p7)

Au(111) supercell are shown in Fig. 9.9a,b. The aver-
age height variations in structures 1 and 2 are 0.150 and
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1.50 Å 1.42 Å
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a) b) c) d)

Fig. 9.9a–d Atomic structures and corresponding STM simulations of germanene/Au(111). (a–c) Atomic structures (side and
top views) and simulated STM images of three different models of germanene on the (

p
7�p7) Au(111) surface. Structures 1 (a)

and 2 (b) have (2�2) periodicity, while structure 3 (c) has (
p
3�p3) periodicity with respect to germanene. Protruding Ge atoms

are highlighted in dark red. The yellow rhombus in the STM image indicates the supercells. (d) Comparison between STM image
(upper panel) and simulated STM image for structure 3 after smearing (lower panel) (reprinted by permission from [9.118],
© Institute of Physics 2014)

0.142nm, respectively, much larger than what is mea-
sured in experiments. In contrast, for the (

p
3�p3)

germanene structure on the (
p
7�p7) Au(111) sur-

face, the surface adlayer is much flatter (with buckling
of less than 0.05 nm). Figure 9.9d shows a comparison
between the STM image and the smeared STM sim-
ulation image in Fig. 9.9c; their bright spot features
match well. DFT calculations also found that structure 3
is more stable than structures 1 and 2. The absorption
energy per germanium atom of structure 3 is approxi-
mately 10meV lower than that of structures 1 and 2. In
addition, the Au-Ge alloy was also considered. How-
ever, the 3d core-level spectra of Ge does not match
the experimental observations. The possibility of a Au-
Ge alloy can thus be excluded. Finally, a (

p
3�p3)

reconstructed germanene layer on top of a (
p
7�p7)

Au(111) surface can be identified.

9.3.3 Germanene Growth on a MoS2 Surface

When a germanene epitaxial layer forms on a transition-
metal substrate, the pristine Dirac nature of germanene
will be destroyed due to the hybridization effect be-
tween the epitaxial germanene and the transition-
metal substrate [9.22, 118, 119]. Therefore, it is of

vital importance to fabricate germanene on a semi-
conductor (or insulator) with a weak germanene–
substrate interaction. Recently, Zhang et al. reported
the growth and electronic properties of germanene on
MoS2 [9.120].

The MoS2 samples were cleaved from synthesized
2H-MoS2 and mounted on a Mo sample holder then
introduced into an ultrahigh-vacuum system. Ge was
deposited onto the MoS2 substrate at room temperature
and annealed at 1100K. After the deposition of germa-
nium, the MoS2 sample was immediately inserted into
the STM chamber. The deposition rate was estimated
by analyzing several STM images.

Figure 9.10a shows a small-scale STM image of
the MoS2-germanium system. The much brighter STM
image of germanium islands on the substrate can be ob-
served clearly. Figure 9.10b,c shows zoomed-in images
of the bare MoS2 substrate and germanium island part,
respectively. Differential conductivity (dI=dV) spectra
for a germanium island and the bare MoS2 substrate
are depicted in Fig. 9.10d. On the bare MoS2 region,
the dI=dV curve shows a gap near zero bias, which can
be explained by the semiconductor properties of MoS2.
In contrast, the dI=dV curve shows a well-defined V
shape around zero bias on the germanium island. Un-
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Fig. 9.10a–i Germanium structure onMoS2. (a) STM image of germanium island onMoS2 substrate (U D 0:5V and I D 0:3 nA).
(b) Zoomed-in STM image on a bare MoS2 area. (c) Zoomed-in STM image on the germanene island of panel (a). (d) dI=dV
curves on a germanene island (black curve) and bare MoS2 surface (red curve). (e) Line profile taken across the germanene island
indicated by the blue dashed line in (a). The apparent height of the germanene islands is � 3:2Å. (f) Line scan taken on top of
the germanene island indicated by the red dashed line in (a). The measured lattice constant of the germanene island corresponds
to 3:8˙ 0:2 Å. (g) Top and (h) side view, respectively, of the schematic model of germanene on MoS2. (i) Band structure and
projected density of states of the contracted germanene with lattice constant of 3:8˙0:2 Å (reprinted by permission from [9.120],
© American Physical Society 2016)

der a small bias voltage, the differential conductivity
is proportional to the density of states; the density of
states of the germanium islands should thus also ex-
hibit a V shape, which is one of the hallmarks of a 2-D
Dirac system. Based on the dI=dV measurements, it was
concluded that the germanium islands are actually ger-
manene islands. Figure 9.10e,f shows the line profiles
across the germanene island as labeled by blue and red
dashed lines in Fig. 9.10a. The height of the germanene
island is � 3:2Å, and the periodicity is � 3:8Å. After
increasing the deposition of germanium, the germanium
islands become much larger, and a near-monolayer is-
land can be obtained. Figure 9.10g,h shows the top view
and side view, respectively, of the schematic model
of germanene on MoS2. The germanium island and

the underlying MoS2 substrate have the same threefold
symmetry.

DFT calculations were performed to elucidate the
STM observations. Figure 9.10i shows the band struc-
ture and projected density of states of contracted ger-
manene with a lattice constant of 3:8˙ 0:2Å. The
germanene is metallic since there are two � bands close
to the � point crossing the Fermi energy, while the �
bands lead to the formation of a Dirac cone in the vicin-
ity of the K point. The contribution of the � states to
the density of states (DOS) is weakly dependent on en-
ergy, as the corresponding dispersion is nearly quadratic
ŒE� .k// k2�. Therefore, the observed V shape of the to-
tal DOS originates predominantly from the � states of
germanene.
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9.4 Synthesis of Stanene and Other Related Monolayers

In comparisonwith the first three elements in group IVA
(carbon, silicon, and germanium), tin behaves differ-
ently. The element tin is usually classified as a post-
transition metal. Thus, it is not natural for tin to form
a honeycomb monolayer.

9.4.1 Epitaxial Stanene on a Bi2Te3 Surface

Stanene is also an important member of the two-
dimensional group IVA materials. Theoretical stud-
ies have predicted that two-dimensional stanene has
a larger bandgap [9.124, 125] and could support a near-
room-temperature quantum anomalous Hall (QAH) ef-
fect [9.126]. Thermoelectricity enhancement and topo-
logical superconductivity of stanene have also been re-
ported [9.127, 128]. Two-dimensional stanene was first
synthesized on a Bi2Te3(111) surface by using the MBE
method [9.23]. High-purity (99.999%) Sn was evapo-
rated from effusion cells onto a flat and well-ordered
Bi2Te3 surface. The deposition rate was approximately
0.4ML=min, while the substrate was kept at room tem-
perature. The thickness and growth mode of the Sn
film were monitored by reflection high-energy electron
diffraction (RHEED) and STM. The STM images were
acquired at 77 and 4K.

Figure 9.11 shows the atomic structure of freestand-
ing stanene and stanene on a Bi2Te3 surface. Freestand-
ing stanene has a two-dimensional structure similar to
that of silicene and germanene, with a buckled hon-
eycomb lattice as shown in Fig. 9.11a. The height
difference between the upper and lower Sn atoms is
approximately 0.1 nm. Figure 9.11b shows the RHEED
pattern after deposition of an ultrathin Sn film. Accord-
ing to the distance between adjacent diffraction lines
in the RHEED patterns obtained before and after de-
position of stanene, the in-plane lattice constant of the
Sn film matches the substrate within the experimental
uncertainty. Figure 9.11c shows the RHEED intensity
as a function of deposition time, revealing an obvious
variation of the RHEED intensity. The stanene film was
formed when deposition was stopped near the peak po-
sition of the RHEED intensity, as marked by the blue
arrow. STM was also used to investigate the structure
of stanene on the Bi2Te3(111) surface. Figure 9.11d,e
shows large terraces and steps of single quintuple-layer
height of the Bi2Te3(111) surface and STM topogra-
phy of Sn films of more than single biatomic layer
coverage. Under this coverage, several layers of Sn
are observed. According to the measured height line
profile in Fig. 9.11f (corresponding to the black line
in Fig. 9.11e), the height between the first, second,

and third layers of Sn is the same, viz. approximately
0:35˙ 0:02 nm, consistent with the spatial distance be-
tween the biatomic layers along the h111i direction
in ’-Sn. This indicates that the observed Sn film is
a biatomic-layer structure. The large-scale STM topog-
raphy of the stanene film in Fig. 9.11g indicates that the
stanene film is unperturbed after stanene growth. Sharp
Bi2Te3 steps with a height of 1 nm were still observed,
as shown in Fig. 9.11j. Figure 9.11h shows a zoom-in
STM image of the stanene film, revealing that it cov-
ers about 90% of the substrate and that about 10�15%
of the Sn atoms stay on top of it as small islands.
From the atomic-resolution STM image in Fig. 9.11i,
a (2�2) reconstruction of the surface Sn atoms was ob-
served. The stanene film is not perfectly flat, showing
a random height modulation of approximately 0.06 nm,
which can be observed from the height line profile in
Fig. 9.11k. The biatomic-layer structure of the stanene
film is further confirmed by Fig. 9.11l, m. The height
difference between the upper and lower atoms is ap-
proximately 0:12˙ 0:02 nm, which matches well with
the distance between Sn atomic layers in the biatomic-
layer structure of stanene.

9.4.2 Epitaxial Hafnene Growth
on an Ir(111) Surface

Studies on graphene, silicene, germanene, and other
2-D atomic crystals have been highly successful. How-
ever, all these materials are made of group IVA
elements, in which the atoms are bonded through
sp2-hybridized orbitals. Meanwhile, two-dimensional
atomic crystals made of elements with d electrons
are still rare. The questions of whether transition-
metal atoms can form monolayer atomic crystals and
whether such structures will exhibit novel proper-
ties have attracted tremendous interest. Recently, the
first pure transition-metal epitaxial honeycomb lattice
of hafnium, so-called hafnene, was reported by Li
et al. [9.129].

Experiments were performed in an UHV system
with base pressure in the range of 10�10 mbar. Epitaxial
hafnene was synthesized by depositing Hf on a clean
Ir(111) surface at room temperature and then annealing
at 673K. The sample was subsequently annealed until
a well-ordered structure was observed. STM and LEED
were performed to characterize the structure and elec-
tronic properties of the sample.

Figure 9.12a shows an STM image of a continuous
two-dimensional lattice with a honeycomb structure.
The orientation of the honeycomb structure is parallel
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Fig. 9.11a–m Atomic structure of stanene on Bi2Te3 sur-
face. (a) Top and side view of freestanding stanene.
(b) RHEED pattern of stanene film. (c) The intensity of
a single RHEED point (the center of the middle strip)
as a function of growth time. The brown arrow marks
the deposition time for stanene. (d) and (e) Large-scale
STM image of Bi2Te3(111) and Sn films of more than
biatomic-layer coverage. The corresponding deposition
time is marked by the black arrow in (c). (f) Height line
profile of Sn film in (e). (g) Large-scale STM image of
the stanene film. (h) Zoomed-in STM image of stanene.
(i) Atomically resolved STM image of stanene. (j) and
(k) Height line profiles in (g) and (i). (l) Atomically re-
solved STM image of top and bottom atomic layers of
stanene. Blue dots mark the upper Sn atoms. Red dots
mark the lower Sn atoms. The two lattices do not coincide.
(m) Height line profile recorded along the green line in
panel (l) (reprinted by permission from [9.23], © Springer
Nature 2015) J

to the close-packed [110] direction of the Ir(111) lat-
tice. The inset LEED pattern reveals that the hafnium
honeycomb structure on Ir(111) is a (2� 2) superstruc-
ture with respect to the Ir(111) lattice. Figure 9.12b
shows a zoom of the image in Fig. 9.12a; a perfect
honeycomb lattice can be observed. The height pro-
file curve in Fig. 9.12c indicates that the periodicity
of the honeycomb lattice is 5.4Å, consistent with the
(2�2) superstructure implied by the LEED pattern. The
distance between neighboring hafnium atoms can thus
be estimated to be approximately 3.12Å, very close to
the hafnium–hafnium bond length in the bulk material.
This suggests that the honeycomb structure is a compact
graphene-like structure rather than a hafnium adatom
array on the Ir(111) surface.

DFT calculations were also conducted to confirm
the experimental observations. To determine the most
likely structure on the Ir(111) surface, several different
geometric structures thereon were considered. The pure
Hf honeycomb lattice on the Ir(111) surface was found
to be the most stable structure. Figure 9.12d shows
the STM images (top panel), STM simulations (middle
panel), and optimized geometry of a hafnium layer on
the Ir(111) surface deduced from STM images (lower
panel). The simulated STM image shows perfect honey-
comb electronic states, consistent with the STM image,
further confirming that the hafnium honeycomb struc-
ture was successfully fabricated on the Ir(111) surface.
Since the hafnium monolayer structure is made of only
hafnium atoms and has a similar honeycomb structure
to graphene, it can thus be called hafnene. Apart from

the Ir(111) surface, hafnene can also form on a Rh(111)
surface, indicating that hafnene has a very stable hon-
eycomb structure and can be easily synthesized [9.129].

Because hafnium is a transition metal, unlike car-
bon, silicon, germanium, and other group IVA atoms,
monolayer hafnene exhibits its own peculiar proper-
ties. Figure 9.12e shows the spin-polarized band struc-
ture and density of states of freestanding monolayer
hafnene. The density of states of hafnene reveals that
d-orbitals are the major contributors to the electronic
states around the Fermi energy. This honeycomb struc-
ture is metallic, and an obvious spin-polarized density
of states can be observed. Further calculations showed
that hafnene is ferromagnetic with a magnetic moment
of 1:46�B per Hf atom. Band structure calculations
also suggest that Dirac cones exist at the Fermi en-
ergy near the K and K0 points of the Brillouin zone
for spin-up states. The Fermi velocity at the Dirac cone
is approximately 25% of that in graphene. The spin–
orbit coupling effect can open a gap of 0.05 eV at
the Dirac point. Due to the exchange coupling effect
between electrons, the Dirac cone for the spin-down
states is about 1.0 eV higher than that for the spin-up
states. Such a spin-polarized density of states with d-
dominated orbitals around the Fermi energy opens up
potential applications for hafnene in spintronics and
catalysis.

Although hafnene can be formed on different metal
surfaces, the nature of the bonding still needs to be
uncovered. This would be helpful for the future con-
struction of transition-metal and other atomic honey-
comb structures. These honeycomb structures could
provide new platforms to investigate hitherto-unknown
quantum phenomena and electronic behaviors in 2-D
systems, which may have broad potential applications
in future nanotechnology and related areas.

In addition to stanene and hafnene, there has also
been progress in synthesizing other metallic element
monolayer structures. One such advance is the for-
mation of unsupported iron membranes in graphene
nanopores [9.130]. Zhao et al. noticed that, when
transferring graphene to TEM grids using FeCl3 etch-
ing solution, remnant Fe species from decomposed
FeCl3 formed in graphene nanopores. Comprehen-
sive experimental observations and theoretical calcu-
lations showed that 2-D crystalline Fe membranes
formed in graphene nanopores. Theoretical calcula-
tions also predict that a Au membrane can exist in
graphene nanopores [9.131]. Meanwhile, recent exper-
iments have shown that a monolayer oxide membrane
can form as well [9.35, 36].
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Fig. 9.12a–e
Monolayer hafnene
on Ir(111) surface.
(a) STM image
of monolayer
hafnium structures
(U D�1:0V,
I D 0:8 nA),
with inset LEED
pattern. (b) High-
resolution STM
image (U D�0:7V,
I D 0:16 nA) and
(c) height profile
taken along the blue
line in (b). (d) Ge-
ometric structure
(bottom), simu-
lated STM image
(middle), and STM
image (top) of the
monolayer hafnium
lattice. The rhombus
indicates the unit
cell of monolayer
hafnium atoms.
(e) Band structure
and DOS of free-
standing monolayer
hafnene for spin-up
and spin-down
states (reprinted
by permission
from [9.129],
© American Chem-
ical Society 2013)

9.5 Outlook

As an effective method for synthesizing various types
of 2-D material, epitaxial growth on transition-metal
substrates has made significant advantages. The growth
process is well controlled. The fabricated materials are
of extremely high quality. However, challenges remain.
To take advantage of the as-fabricated high-quality 2-D
materials for devices, scientists either need to develop

easy and reliable transfer techniques that do not cause
too much damage, or fabricate devices in situ. There
has been significant progress in both directions in re-
cent years. We can expect an increasing number of
high-quality group IVA monolayer materials to be syn-
thesized on more transition-metal surfaces, ultimately
leading to the construction of devices.
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This chapter summarizes efforts to use thin oxide
films as model supports for heterogeneous cat-
alysts. We demonstrate that the oxide film route
provides a useful platform to study oxide surfaces,
per se its interaction with species from the gas
phase, supported metal and oxide nanoparticles
using the entire tool box of surfaces science under
ultrahigh vacuum conditions. The extension to use
thin oxide films as template also under ambient
conditions or under water, is discussed and the
potential to use oxide films as genuine two-di-
mensional materials is exemplified with vitreous
and crystalline silica films.
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10.1 Preamble

Reprinted with permission from [10.1], © 2016 Ameri-
can Chemical Society.

“A detailed understanding of processes at surfaces
requires knowledge of the surface structure at the
atomic scale. Unraveling this knowledge for metal
surfaces caused the success of surface science and
its application to chemical reactions at surfaces and
heterogeneous catalysis culminating in the 2007
Nobel Prize for Gerhard Ertl [10.2]. The surface
science approach was limited for quite a while
to metal single crystal surfaces. Only in the mid-
nineties, the books by Cox [10.3], by Henrich and
Cox [10.4] as well as by Noguera [10.5] on ox-
ide surfaces alerted the broader community that

this important class of materials should also be
included into consideration of surface scientists.
The field of oxide surface science has been de-
veloped since. The oxide single crystal surface
for which most of the data have been published
is TiO2(110) [10.6, 7]. Henrich and Cox [10.3, 4]
also pointed out that reproducible preparation is
at the heart of studies on oxide surfaces, specif-
ically bulk single crystal surfaces. Based on this
comment researchers started to think about alterna-
tive routes to reproducibly prepare oxide surfaces,
which led to the birth of thin oxide film surface sci-
ence [10.8–17]. The idea was to grow oxide films
on metal single crystals using the rules of epitaxial
growth. If made sufficiently thin, surface charg-
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Fig. 10.1a–f Schematic illustration of various thin film systems and scenarios. Reprinted (adapted) with permission
from [10.1] Copyright (2016) American Chemical Society

ing, which hampers the investigation of insulating
bulk oxides when using charged information car-
riers, such as electrons or ions, does not occur.
The field has further developed tremendously in
recent years. Two books [10.18, 19] and a num-
ber of review articles have been published on the
subject [10.8–17] providing the reader with an im-
pression of what has been achieved. A wide variety
of techniques has been applied to study oxide thin
films, as collected therein. The present chapter will
discuss a number of examples, mainly from the
laboratories of the authors, to demonstrate how the
field has developed and to highlight interesting av-
enues for future research in this area.

Before we discuss specific examples, we
would like to address a few general scenarios, as
schematically indicated in Fig. 10.1. Figure 10.1a
shows an oxide film of a thickness chosen in such
a way that the buried interface between oxide film
and metal support does not influence the surface
properties of the oxide film. Molecules, metal or
compound (for example another oxide) nanoparti-
cles, deposited and adsorbed on the surface, would
experience the same geometric and electronic envi-
ronment as on a bulk single crystal surface. A dif-
ferent situation is depicted in Fig. 10.1b. Here, the
film is so thin that the buried interface influences
the properties of the oxide surface, at least elec-
tronically, even if the geometric structure were the
same as on a bulk single crystal surface, or, instead,
it radically changes structure and properties. These
ultrathin films are used to create novel materials or

grow films that are hard to prepare as thicker sam-
ples [10.19]. Examples are silica films [10.20–22],
aluminosilicate films [10.23], modeling zeolites or
films of quasi crystals [10.24]. However, it may
also be used to develop and test general concepts
by controlling certain parameters via the presence
of the oxide–metal support interface. Consider, for
example, charge transfer processes. If the energy
to remove an electron from the buried oxide–metal
interface is smaller than the energy released by
attaching this electron to an adsorbate, then this
process is favorable and will occur if an appro-
priate electron transport mechanism is available in
the system under consideration [10.25–27]. Such
systems may be of interest for studying electron
transfer to adsorbed metal nanoparticles, in or-
der to investigate the general influence of electron
transfer on the chemistry on supported particles
and on the interface between the metal nanopar-
ticle and the oxide film. Another option is to
create a film, which does not fully cover the metal
support, so that there is an open oxide metal
interface between the oxide film and the metal
single crystal (Fig. 10.1c) [10.28]. This is often
called an inverse catalyst (inverse with respect to
metal particles on oxides) which allows the inter-
rogation of the oxide–metal interface [10.29–31].
The nomenclature is, however, somewhat mislead-
ing, as it implies that for the interface it does
not matter whether one investigates metals on
oxides or oxides on metals. Obviously, this is
incorrect, because the surface will be different.
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Still, those investigations may be useful in their
own right. A situation, schematically represented
in Fig. 10.1c may be encountered when dealing
with the so-called strong metal support interac-
tion (SMSI) [10.32–41]. The scenarios sketched in
Fig. 10.1b and Fig. 10.1c are, of course, relevant
to model catalysts and conceptually such studies
also offer the possibility to combine them with
approaches modeling the bulk situation based on
the scheme depicted in Fig. 10.1a. Figure 10.1d,
again, shows an oxide film of sufficient thick-
ness to model the bulk without interference of
the buried metal–oxide interface. However, in this
case, dopants have been implanted into the ox-
ide film [10.42–48]. If the appropriate combination
between host material and dopant is chosen then
one might envision that those dopants serve as
sources for electron transfer to induce a situa-
tion, which is similar to the one encountered for
ultra-thin films, described above. Within limits,
such an approach may be compared with the stan-
dard approach in semiconductor physics, where
n- and p-doped semiconductors are used to engi-
neer the band structure and, thus, the electronic
properties of those materials [10.49, 50]. Realiz-
ing that dopants control the electronic properties
of oxides offers yet another possibility for study-
ing ultra-thin films. Imagine the situation depicted
in Fig. 10.1e: Here, an ultrathin oxide film is grown
homoepitaxially on a specially prepared substrate
of the same oxide [10.51–53]. In this substrate
oxygen vacancies have been created in the oxide
by reduction, which renders the substrate conduc-

tive. Given the envisioned homo-epitaxial growth
on top, those oxygen vacancies would diffuse into
the film grown on top upon thermal treatment.
However, if a so-called blocking layer is intro-
duced, the ultrathin film, grown on top will not be
influenced by the exchange of vacancies with the
underlying substrate and will behave, as if it was
grown on a conductive substrate. Yet the entire sys-
tem would represent a bulk material. This might
be a procedure to approach the situation encoun-
tered for bulk single crystals, using, however, the
advantages of thin film preparations. There is one
aspect, which needs to be included conceptually
in this introduction. This aspect is concerned with
the possibility to remove ultrathin films from their
substrate to create truly two-dimensional materials
(Fig. 10.1f), similar to graphene [10.54–56], but
based on oxides [10.57, 58]. Those films may, of
course, be used to create stacks of two-dimensional
materials of varying stoichiometry and varying
electronic properties [10.59].”

Reprinted with permission from [10.1], © 2016 Ameri-
can Chemical Society.

The paper is organized in four sections: We first report
on structural properties of epitaxial oxide films, then we
turn to tuning the structural and electronic properties
of oxide films, before we discuss their chemical reac-
tivity. While in those sections we report on properties
characterized mainly under UHV (ultra-high vacuum)
conditions, in the final section we attempt to look at ox-
ide films beyond UHV in an ambient.

10.2 Structural Properties of Epitaxial Oxide Films

Reprinted with permission from [10.60]. © 2019 Mate-
rials Research Society.

“The number of thin-film model systems that have
been prepared and characterized in the past is enor-
mous and covers almost all binary oxides existing
in the bulk [10.8, 11, 19, 61]. In fact, the variabil-
ity of thin-film oxides is even larger than that of
their bulk counterparts. The reason can be found
in the much higher structural and compositional
flexibility of oxide films of few-monolayer thick-
ness, giving rise to a plethora of nonstoichiometric,
strained and polar structures that would be un-
stable in the bulk limit [10.8, 62]. Moreover, the
geometric template effect of the substrate com-
bined with different electronic coupling schemes
is able to stabilize various unusual thin-film con-

figurations [10.19, 63]. In the following, we will
introduce the oxide films explored in our group
starting with binary ionic alkaline earth oxide
surfaces with simple rock salt structure towards
transition metal oxides, which can pose consid-
erable challenges with respect to possible surface
terminations. The structural properties provide the
necessary basis for the subsequent discussion of
the electronic as well as chemical properties dis-
cussed in Sect. 10.3 to 10.5.

10.2.1 MgO and CaO(100) Films

The two rocksalt oxides MgO and CaO are proba-
bly the most prominent model systems for chemi-
cally and catalytically-driven surface science stud-
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Fig. 10.2a–c Low-temperature STM (scanning tunneling microscopy) images of a 4ML (monolayer) MgO(100) film on
Ag(001), showing an atomically resolved terrace region (a), overview and atomically resolved images of a regular step
edge (b) and an irregular step edge (c). Only one ionic sublattice of the MgO is resolved in the measurement. Reproduced
with permission from [10.60], © Materials Research Society 2019

ies [10.10]. Their importance relies on several
aspects. The rocksalt oxides are characterized by
particularly simple structural and electronic prop-
erties, i.e., a cubic unit cell with two atoms in
the base and a wide, electronic band gap, respec-
tively. As a consequence, they are highly accessi-
ble to theoretical calculations, but can also be pre-
pared on a variety of squared atomic lattices with
matching dimensions. Suitable supports for MgO
(lattice parameter 4:2Å) are Ag(001) [10.64],
Fe(001) [10.65] and Mo(001) [10.66, 67], while
CaO (lattice parameter 4:8Å) is typically grown
on Mo(001) [10.68]. Given the symmetry of the
support, the rocksalt layers develop their thermo-
dynamically preferred (100) termination that is
both structurally compact and charge compensated
(Fig. 10.2). Attempts to stabilize alternative rock-
salt surfaces, e.g., the (111) termination, turned
out to be challenging at least in an UHV en-
vironment [10.69]. This can be explained with
the polar nature of the hexagonal rocksalt plane,
which needs to be compensated for either by sur-
face reconstruction or adsorption of charged ad-
species [10.70, 71].

The structural quality of MgO and CaO(100)
films is largely governed by a nonperfect lattice
match with the support, which induces interfacial
lattice strain and needs to be released by structural
distortions in the film. Not surprisingly, relatively
smooth and homogenous MgO films has been
grown on Ag(001) that features only 3ı lattice mis-
match with bulk MgO (Fig. 10.2) [10.64]. The film
quality can be further improved by post-annealing
these layers at 773K, followed by a slow cooling-

down procedure [10.72, 73]. The lattice mismatch
due to Mo(001) is considerably larger (5:3ı) and
results in the development of a dense dislocation
network to compensate the strain [10.67]. These
line defects share a number of properties with
the grain boundaries in realistic, polycrystalline
MgO, and shall thus been discussed in more de-
tail [10.74].

The dislocation network has a periodicity of
55�60Å with straight defect lines running parallel
to the MgO[110] direction, as revealed with STM
and grazing incidence x-ray diffraction (GIXD)
in real and reciprocal space, respectively [10.75].
Along these directions, an extra Mg–O row that
has no counterpart in the Mo support is intro-
duced for 18 regular oxide rows. The result is
a (19� 19) MgO on (18� 18) Mo coincidence
lattice with square symmetry (Fig. 10.3). On the
atomic scale, the dislocation network is associated
with periodic switches of the interface registry,
changing from O to Mg ions sitting atop the Mo
atoms of the support. Energetically, the O–Mo
registry is preferred, as reflected in a shorter in-
terface binding length (2:3Å) as compared to the
Mg–Mo domains (3:5Å) [10.76]. As the O–Mo
and Mg–Mo regions lie on different height levels,
the MgO films develops a considerable mosaic-
ity, being reflected in a prominent splitting of the
fundamental MgO spots in low-energy electron
diffraction data [10.75]. The modulated interface
distance also produces a work function pattern on
the MgO film, in which high work function values
are found for the Mg–Mo registry, while values for
the O–Mo domains are 1:5 eV lower. The differ-
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Fig. 10.3a–d STM images showing several states of strain relaxation in MgO thin films on a Mo(001) support (100� 100 nm2 ,
VS D 4:0V). (a) Submonolayer coverage with square shaped MgO islands. Their size is controlled by the interfacial lattice strain.
(b) 3ML thick film displaying a squared coincidence lattice. (c) 7ML thick film characterized by wide, atomically flat terraces,
separated by edge and screw dislocations. (d) 18ML film with bulk-like lattice parameter. The image quality in (d) is degraded
due to the vanishing conductivity of thick MgO layers. Reproduced with permission from [10.60], © Materials Research Society
2019

ence can be explained with the suppressed electron
spill-out from the Mo support at the compact O–
Mo interface [10.77]. The reduced thermodynamic
stability of the Mg–Mo registry finally leads to
a higher concentration of point defects in these
domains [10.78]. The strain-induced dislocation
network on MgO=Mo thin films gives rise to a spa-
tially modulated adsorption behavior that can be
exploited as template for the preparation of well-
ordered ensembles of metal particles [10.76].

With increasing oxide thickness, additional de-
fect types develop next to the dislocation network
(Fig. 10.3). Prominent defects at 10ML film thick-
ness are screw and edge dislocations the latter
being aligned with the nonpolar MgO[100] di-
rection [10.75]. Also point defects, in particular
oxygen vacancies, become more abundant. They
mostly locate along step edges, where the atomic
coordination is reduced with respect to atoms em-
bedded in a compact terrace. The lattice position
of oxygen vacancies has been thoroughly charac-
terized by angle-dependent EPR (electron param-
agnetic resonance) measurements in combination
with scanning probe techniques [10.79, 80].”

Reprinted with permission from [10.60]. © 2019 Mate-
rials Research Society.

Oxygen vacancies can be stabilized in three charge states
on the oxide surface that is as neutral (F0), singly (FC)
and doubly charged color centers (F2C). The latter turned
out to be energetically unfavorable in thin films given
the quasi infinite electron reservoir of the metal support
just below the film. Recent STM andAFM (atomic force
microscopy) experiments have proven that the precise
charge state of the color centers can be determined on
the single-defect level (Fig. 10.4). Whereas STM con-
ductance spectroscopy evaluates the energy position of
defect-induced gap states in MgO [10.81], AFM probes
the electrostatic interactions between the charged defect
and the probe tip [10.82].

Charge trapping is not only observed for point de-
fects, but plays an even larger role for extended line
defects in MgO thin films. Several experimental and
theoretical evidences have been accumulated that show
the enormous ability of line defects to trap excess
electrons [10.74]. Quantitative data comes from EPR
spectroscopy, where a pronounced bulk-like resonance
at gD 2:003 shows up after filling the electron traps
by exposure to atomic hydrogen [10.83]. From the dis-
appearance of the signal after annealing to 500K, the
depth of the trap states was estimated to � 1:0 eV be-
low the conduction band onset, in good agreement with
DFT (density functional theory) models of the MgO
grain boundaries [10.84]. Local information on the po-
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Fig. 10.4 (a,b) STM images (25� 25 nm2) of a MgO island on 4ML MgO=Ag(001) imaged at VS DC3:5 and �3:5V.
(c,d) Continuous scanning of the same surface region at high positive bias produces distinct defects that can be assigned
to FC (type 1) and F0 (type 2) color centers. (e) Constant current and conductance images of type 1 defects located at an
MgO step edge taken at different bias voltages (5� 5 nm2) [10.81]

sition of the electron traps inside the MgO film comes
from STM topographic and luminescence data [10.85].
In high-bias STM images, the MgO line defects appear
with negative contrast as compared to the regular film
(Fig. 10.5a). As the true geometric corrugation is small,
the dark appearance of the dislocations network is inter-
preted as an electronic effect. In fact, the high number
of electrons trapped in the defects leads to a local in-
crease of the electron potential, which in turn reduces
the transmissibility for tunneling electrons and forces
the STM tip to approach the surface. The shift of the
local electron potential due to excess electrons can be
quantified by probing the vacuum states above the MgO

surface via tunneling spectroscopy [10.86]. The spectra
reveal an upshift of the lowest resonance from 3:7 eV
on defect-free oxide patches to 4:4 eV above the dislo-
cation lines, in agreement with the anticipated presence
of excess charges in the defects [10.83].

Similar information is obtained from STM lumi-
nescence maps taken on MgO=Mo films. The oxide’s
optical response is governed by radiative electron tran-
sitions from higher vacuum states to the ground state,
and defect-related potential shifts thus produce a con-
trast in the luminescence pattern (Fig. 10.5b) [10.85].
On regular MgO, the emission channel opens up al-
ready at 5:1V excitation bias and oxide terraces con-
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6.0 V5.1V5.1V

Fig. 10.5 (a) STM image of 12MLMgO=Mo(001) (100�100 nm2) taken as a function of bias voltage. The line defects
appear as deep grooves in the oxide surface as the bias increases. (b) Topographic image and photon maps (75�75 nm2)
taken at the bias position of the second vacuum state on MgO terraces (middle) and line defects (right). The contrast
reversal between both images reflects work function modulations in the film. Reprinted with permission from [10.83].
Copyright (2010) by the American Physical Society

sequently appear bright in those images. Conversely,
the optical channel becomes available only at 6:0V in
defect regions, due to the upward shift of the vacuum
states, which results in a contrast reversal with respect
to the low-bias luminescence maps [10.83].

Charge trapping is a unique behavior of both, point
and line defects in MgO thin films. The often weakly
bound electrons are susceptible to be transferred into
adsorbates, making defects indispensable for the redox
chemistry of oxide materials [10.87, 88]. This interre-
lation has been verified in a number of adsorption and
reaction experiments on MgO films, demonstrating for
instance low-temperature CO-oxidation over defective
MgO=Mo(001) [10.89].

10.2.2 The Silica Film

Reprinted with permission from [10.60]. © 2019 Mate-
rials Research Society.

“The alkaline earth oxides discussed above rep-
resent a class of oxides, which tends to crystal-

lize in a well-defined simple lattice driven by the
Madelung potential of the highly ionic system.
As discussed above even such prototypical ionic
systems exhibit considerable structural complexity
in particular with respect to the defect structure.
Another level of complexity arises if the sys-
tem under consideration tends to form amorphous
structures.

The prototype for amorphous network struc-
tures is silicon dioxide. This material is the sim-
plest and most common type of glass. Many ele-
ments and compounds can form glasses and some
of the oldest man-made objects found are made
from glass materials [10.90–92]. Glass materials
and especially silicates are relevant in nature and
various branches of modern technologies, e.g., in
semiconductor devices, optical fibers and as a sup-
port in industrial catalysis [10.93]. In order to
push this material class forward and to understand
chemical reaction at surfaces in the context of het-
erogeneous catalysts, we should characterize their
structures and properties at the atomic scale.
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Fig. 10.6a–c Atomically resolved crystalline and vitreous regions of the thin silica film by STM (the scan area of image
(a,c) is 3:5 nm�3:5 nm). Reprinted (adapted) with permission from [10.21]. Copyright (2012) American Chemical Soci-
ety. An atomic model of the topmost layer of the silica film is superimposed onto the lower section of the images in (a,c)
(green balls: Si atoms, red balls: O atoms). Zachariasen’s scheme of crystalline and glass network structures is given
in (b) for comparison [10.94]. Reprinted (adapted) with permission from [10.94]. Copyright (1932) American Chemical
Society

W.H. Zachariasen postulates laid the founda-
tion to the so-called Random Network Theory 80
years ago to explain the structure of amorphous
materials [10.94]. Due to the comparable mechan-
ical properties of amorphous and crystalline mate-
rials he assumed that the bonding forces between
the atoms in the two phases should be essentially
identical. The lack of periodicity and symmetry
are the main features that distinguish a glass from
a crystal. Early on, it had been suggested that
tetrahedral atomic configurations were required to
form glasses. Zachariasen used these predictions
to sketch an atomic picture of a glass. In his pa-
per he reduced the three-dimensional (3-D) picture
into a two dimensions (2-D) analogy (Fig. 10.6b).
For silicon dioxide, the simplest structural unit in
the 3-D case is a SiO4 tetrahedron. If the complex-
ity of the system is reduced from 3-D to 2-D, the
simplest structural unit for silicon dioxide changes
from the SiO4 tetrahedron to a SiO3 triangle. The
brown circle in Fig. 10.6 marks the SiO3 building
unit. The SiO3 triangles are linked to each other
as individual building blocks at fixed 180ı angles,
corresponding to a crystalline material. This cre-
ates long-range order and periodicity. If the angle
between these structural units varies, the building
blocks can develop an extended network with rings
of different sizes. As can be seen in Fig. 10.6b
(bottom) the uniform structural units are linked to
each other at apparently random angles. Zachari-
asen drew a 2-D diagram in which trigonal units
are linked together to create the amorphous net-
work. Due to the large variety of Si–O–Si angles
which bridge two neighboring building units, the

glass structure lacks periodicity and long range or-
der.

In our department we have developed a recipe
to grow thin silica bilayer films on Ru(0001). This
film system nicely verifies the complex atomic ar-
rangement of the Random Network Theory with
a striking similarity. The observed protrusions at
atomic separations in the STM images shown
in Fig. 10.6a,c. are arranged in propeller shaped
structures. By comparing to Zachariasen’s model
and based on this propeller symmetry the protru-
sions can be assigned to Si atoms (green balls
in Fig. 10.6a,c). Such propeller shaped units have
been separately marked in Fig. 10.6. Here, a Si sen-
sitive contrast is observed and the position of the O
atoms has been calculated based on the Si coordi-
nates. In this way the 2-D model of the topmost O
and Si atoms has been completed. Please note that
a modified tip termination can make the O instead
of the Si positions visible [10.21]. This silica film
system corroborates crystalline structures [10.20],
but also verifies Zachariasen’s predictions of a vit-
reous random network for a glass [10.22].

Besides the separate characterization of
each phase, also interface structures between
crystalline and amorphous phases have been ad-
dressed [10.95]. In the glass community, there has
always been a controversy about how crystalline
and vitreous phases are connected to one another.
From the experimental point of view, a real-time
observation at the atomic scale of an active front
during a glass transition process is not currently
feasible. But a static image of such an interface
region canbegained. For further details see [10.95].
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Fig. 10.7a–c Models of iron oxides structure for (a) wustite (FeO), (b) magnetite (Fe3O4), and (c) hematite (’-Fe2O3)

Furthermore, it should be mentioned that sil-
ica bilayer films can be grown on a number of
substrates [10.22, 96–98], which leaves room for
tuning the properties of these films, but also shows
that these films resemble a completely new materi-
als class of its own.

With these experiments, a clear image of an
amorphous material has been obtained which al-
lowed for the first time the derivation of atomic
sites and a detailed analysis from real space coor-
dinates. The text book example of the amorphous
silica structure proposed by Zachariasen in 1932
has thereby finally been verified. Also Mo(112)
and Pt(111) substrates have been used to prepare
thin silica films.

10.2.3 Iron Oxide Films

The oxide films discussed so far were simple in the
sense that the oxidation state of the constituents
is well-defined. This restriction is lifted if transi-
tion metal oxides are considered. In addition, the
ability to form oxides with different formal oxi-
dation states of the metal ion is associated with
changes in the bulk crystal structures. With respect
to the atomic structure of the surfaces observed for
different oxides the surface termination becomes
a central aspect. To illustrate these aspects we will
present results on iron oxide films.

Iron oxides films have a wide field of tech-
nological applications, ranging from magnetic de-
vices to heterogeneous catalysis [10.99, 100]. This
class of material exhibits rather different magnetic
or conducting properties [10.101] depending on

their crystal structures, which is strongly deter-
mined by the way of preparation. The morphology
and termination of the oxide film have a strong
influence on the chemical properties and are, there-
fore, subject of intense studies [10.102–105].”

Reprinted with permission from [10.60]. © 2019 Mate-
rials Research Society.

Figure 10.7 briefly sketches the crystal structures of
iron oxide phases discussed in the following, the main
ones being FeO (wustite), Fe3O4 (magnetite) and ’-
Fe2O3 (hematite). For a more detailed overview of
these different crystalline structures see Weiss and
Ranke [10.102] ’-Fe2O3 crystallizes in the corundum
structure with a hexagonal unit cell. Along the [0001]
direction the O anions form a close-packed hcp sublat-
tice with ABAB stacking. The Fe3C species between
these layers are arranged in honeycomb (

p
3�p3)R30ı

like layers. Fe3O4 crystallizes in the inverse spinel
structure. The O anions form a close-packed fcc sublat-
tice (ABC stacking along the [111] axis of the lattice)
with Fe2C and Fe3C cations located in the interstitial
sites. The O planes are similar to those in ’-Fe2O3. Be-
tween the close-packed planes of oxygen ions either one
Kagomé or three hexagonal (mixtrigonal) Fe layers al-
ternate. Both ion sublattices are arranged in a (2�2) like
fashion on the close-packed oxygen layer. FeO crystal-
lizes in the rock salt structure, hence the O and Fe (111)
planes form ideal two-dimensional hexagonal lattices
with a cubic ABC stacking sequence along the [111] di-
rection. FeO films in (111) termination are intrinsically
unstable as they develop a polar dipole that increases
with film thickness. The impact of the polarity on the
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1 μm

a) b)

Fig. 10.8a,b Morphology of a well-prepared Fe3O4 film, completely covering the Pt(111) support. Both LEEM images
show the identical surface area in (a) bright- and (b) dark-field imaging mode, utilizing the (0;0) and the (1=2;0) diffrac-
tion spots, respectively. The contrast is caused by the morphology. Additionally, domains rotated by 180ı become visible
as dark areas in the dark-field image. Reprinted with permission from [10.106]. Copyright (2012) by the American
Physical Society

local surface potential largely governs the adsorption
behavior of the film, and can be probed with STM, for
example [10.107].

Morphology of Thin Fe3O4(111) Films
Fe3O4(111) films of about 10 nm thickness were grown
on a Pt(111) single crystal support by repeated cy-
cles of Fe deposition at room temperature (RT) and
oxidation at elevated temperatures, after one complete
FeO layer was formed initially [10.102]. In each cy-
cle, between 5 and 10ML of Fe was deposited, and
oxidized at 1� 10�6 mbar of O2, starting at RT, fol-
lowed by annealing to 900K, which was kept for
5min. Upon cooling, the oxygen pressure was reduced
only after cooling to 500K. By following this proce-
dure, the Pt(111) crystal is completely covered by an
Fe3O4 film (Fig. 10.8a). The LEED (low energy elec-
tron diffraction) pattern of the film matches perfectly
the one described in literature [10.108]. The film con-
sists of terraces up to a width of 100 nm, most of them
with polygonal shape. As seen in LEEM (low energy
electron microscopy), the step density increased af-
ter every cycle, especially > 20 nm of film thickness.
However, the film could be smoothed if the final oxi-
dation treatment was done at an elevated temperature
of � 1000K. Here, it was necessary that the film was
completely closed and thicker than 7 nm, otherwise the
annealing up to 1000K led to a de-wetting (see the fol-
lowing section). A subsequent thermal flash in UHV
did not produce further morphological changes, but im-

proved the homogeneity of the surface structure (see
Sect. 10.2.3).

Magnetite crystallizes in an inverse spinel structure
with space group Fd3m, while the Pt substrate exhibits
a fcc structure with space group Fm3m. Therefore, the
Fe3O4

Reprinted with permission from [10.60]. © 2019 Mate-
rials Research Society.

“islands created by initial nucleation on a clean
Pt(111) surface may coalesce with improper stack-
ing [10.109, 110] and form a complete film with
two twin domains rotated by 180ı . Dark field
LEEM studies using the (1=2;0) and (0;1=2) spots
showed a predominance of one rotational domain;
coverage ratio for these rotational domains ranged
between 75ı=25ı and 98ı=2ı, depending on the
preparation condition. Figure 10.8b shows a dark-
field LEEM image visualizing the two rotational
domains as dominating bright and small black ar-
eas. This preponderance is maintained even after
subsequent cycles of Fe deposition and oxida-
tion. On average, the rotational domain size is
larger than the terrace width; some of the domains
were even several �m wide. A comparison be-
tween dark field and bright field LEEM images
shows that the rotational domains are preferen-
tially placed in correspondence of the step bunches
of the substrate, providing a partial correlation be-
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Fig. 10.9a–f Dewetted Fe3O4 film, studied by (a) LEED, (b–e) LEEM and (f) XPEEM. The LEED pattern shows a su-
perposition of the Fe3O4 and FeO structures. The LEEM images use selected LEED spots as labelled in (a). In the bright-
field LEEM image (b) the Fe3O4 and FeO surface areas appear dark and bright, respectively. The dark-field images (c,d)
identify the Fe3O4 area with rotational domains, whereas in (e) only the FeO layer appears bright. (f) XPEEM image
using the Pt 4f7=2 photoemission line. Adapted from [10.106]

tween substrate morphology and crystallographic
inhomogeneities.”

Reprinted with permission from [10.60]. © 2019 Mate-
rials Research Society.

Morphological Inhomogeneities
The oxidation temperature plays a crucial role for the
uniformity of the thin film.

Reprinted excerpt with permission from [10.106] ©
2012 by the American Physical Society.

“On the one hand it should be high enough to enable
the oxidation process, but on the other hand not too
high, especially during the first deposition cycles, to
avoid a de-wetting of the Fe3O4 film. The latter was
observed for a film thickness of 7 nm at oxidation
temperatures above 900K, as FeO areas became
clearly visible in the holes of the Fe3O4(111) film.
The width of these FeO domains increased dramat-
ically at further increase of the temperature, from

approximately 100 nm to several �m for an oxida-
tion temperature of 1000K. The FeO areas could
be identified by various experiments: bright and
dark field LEEM (Fig. 10.9b–e), LEED (Fig. 10.9a)
and XPEEM (x-ray photoelectron emission mi-
croscopy) (Fig. 10.9f). In the de-wetted case bright
field LEEM images (Fig. 10.9b), Fe3O4 (dark) and
FeO (white) areas are visible with different con-
trast, while the corresponding LEED pattern shows
the superposition of the Fe3O4(111) pattern and the
Moiré pattern (six satellite spots surrounding the
central (0;0) spot) typical for the FeO(111)=Pt(111)
interface. By dark field imaging using the Fe3O4

(1=2;0) and (0;1=2) spots (Fig. 10.9c,d) the FeO ar-
eas appear dark, while the Fe3O4 areas show a con-
trast between rotational domains due to the three-
fold symmetry of the Fe3O4(111) crystal structure.
On the contrary, the FeO domains can be unam-
biguously identified as brighter areas if one of the
satellite spots around (0;0) is selected (Fig. 10.9e).
XPEEM images obtained with Pt 4f7=2 core level
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emission line (Fig. 10.9f) additionally reveal that
the FeO domains formed by de-wetting are indeed
deep holes in the Fe3O4 film.”

Reprinted excerpt with permission from [10.106] ©
2012 by the American Physical Society.

The FeO areas are so thin that the electrons photo-
emitted in the Pt substrate can still pass through, while
the Fe3O4 film is thick enough to completely damp
the Pt signal. Considering the electron mean free path
length of � 0:5 nm at the used kinetic electron en-
ergy (104:2 eV), one can estimate the thickness of the
FeO areas as a few Angstroms. Once the Fe3O4 film
had de-wetted and FeO holes were formed, it was not
possible to recover a closed Fe3O4 film by several
additional cycles of Fe deposition and oxidation. Ob-
viously, the Fe atoms adsorbed on the FeO areas at
room temperature migrated onto the Fe3O4 areas during
the oxidation process at 900K. Consequently, only the
Fe3O4 grew in thickness, while the FeO zones remained
unchanged. Furthermore, wide-range LEEM images of
an almost closed Fe3O4 film show that FeO domains
are formed preferentially at the step bunches of the
Pt(111) substrate, where the Fe3O4 is unstable, most
likely due to the strain induced by the steps and step
bunches [10.106].

Surface Termination
Besides the two inhomogenities in the rotational do-
mains and in the morphology, a third type related to the
surface termination was found and was investigated us-
ing four techniques:

(i) SPALEED (spot profile analysis low energy elec-
tron diffraction (profile analysis of LEED spots))
studying the profile of the LEED spots in-real-
time during oxidation and flash in UHV yielding
the domain sizes for different preparations

(ii) XPS (x-ray photoelectron spectroscopy) of the
surface before and after the final annealing, deter-
mining the chemical composition of the surface,
excluding contaminations of carbon, nitrogen or
molybdenum containing species

(iii) STM of the as prepared surface, visualizing about
2 nm wide objects and therefore smaller than the
LEEM resolution

(iv) Dynamical LEED analysis of the spot intensi-
ties for differently prepared surfaces, studying the
surface unit cell structure and therefore the termi-
nation [10.106].

In the special LEEM set-up, we collected I/V-LEED
(intensity/voltage low energy electron diffraction (in-

tensity analysis of LEED spots)) spectra of the Fe3O4

thin film at room temperature before and after the
flash at 900K. The intensity of six different diffraction
spots, (0;0), (1=2;0), (0;1=2), (1;0), (0;1) and (1=2;1=2),
were analyzed within an energy range between 40 and
300 eV, equivalent to an overall dataset of 1560 eV.
In contrast to a standard back-view LEED, the op-
eration condition of the electron gun and the image
columns of our system are not altered during the energy
scan, but solely the sample potential is changed. Con-
sequently, the beam current on the sample is constant
during the scan, for all experiments. Additionally, due
to the special LEEM optics the investigated diffraction
spots do not move in position on the detector during
the energy scan and the (0;0) spot is visible even at
full perpendicular illumination. It is also possible to di-
rectly inspect the probed surface region from where the
diffracted electrons are collected. Combining this with
a dark field image, which gives the portions of the two
possible rotational domains, one can easily disentangle
the contributions of the two rotational domains and ex-
tract the real spectra of (1=2;0), (0;1=2), (1;0) and (0;1)
spots of a single rotational domain. This is not possible
with a standard back-view LEED set-up because of the
superposition of two threefold pattern with unknown
relative abundance. Therefore, one is usually forced to
average the spectra of spots of the same diffraction or-
der, with consequent loss of information.

The resulting disentangled I/V-LEED spectra for
the as prepared and after flash surfaces differ strongly
in some energy ranges (see arrows in Fig. 10.10). This
can be interpreted as a change in the surface termi-
nation. Additionally, we found that the spectra of the
as prepared surface do not change significantly for
different cooling rates. For a full I/V-LEED analysis
different models for the surface atomic structure were
assumed, from simple truncation of the bulk crystal
unit cell along the (111) plane, yielding six different
terminations, up to more complex structure models,
i.e., with incomplete site occupation and/or changed
coordination sites. Every configuration was optimized
until the change in each atomic coordinate in a single
iteration loop was < 0:1Å. The most reliable model
with a resulting Pendry reliability (R) factor of RD
0:14 is 1=4ML Fe atom belonging to the MixTrigo-
nal layer on a closed-packed oxygen layer resting upon
a Kagomé iron layer. The surface after the flash presents
the expected atomic termination and confirms the re-
sults obtained first by Barbieri et al. [10.104] and then
by Ritter andWeiss [10.111].

The fit of the I=V curves measured for as prepared
films gave no clear resulting structure because all R-
factors were much larger with respect to the values ob-
tained for the flashed surface. The most reliable model
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Fig. 10.10 Surface
termination of the
Fe3O4 films at dif-
ferent preparation
steps. IV-LEED
curves of the first
six diffraction
spots for the as-
prepared film (in
blue) and after
annealing at 900K
in UHV (in red).
The major changes
due to this flash
are indicated by
arrows. Reprinted
with permission
from [10.106].
Copyright (2012)
by the American
Physical Society

was still the one described above for the flashed surface,
but with a R-factor of 0.33 much worse than before.
One can assume that, as shown by STM, part of the as
prepared surface exposes the termination dominant af-
ter the annealing. Therefore, the spectra were also fitted
with a linear combination of the after flash surface and
the unknown structure. Even with this extra parameter,
the analysis did not result in structures with accept-
able R-factor. Simple explanations, that the IV-LEED
method fails in this case, are (i) the low atomic order
of the objects, as seen in STM, and (ii) the small object
size of 2 nm (i.e.,� 7 atomic distances), not suitable for
the method, which assumes infinite periodic conditions.

The nature and the origin of these extra objects could
be studied indirectly. In the (0;0) LEED spot profiles
they exhibit a significant shoulder like broadening, cor-
responding to an average domain size of 2 nm, as also
observed in STM. Real time SPALEED measurements
clearly show, that the extra objects were not present dur-
ing the oxidation process at temperatures > 900K, but
were formed during the cooling down at temperatures
< 750K. Furthermore, if the oxygen exposure was cut
off during the cooling process > 750K, no extra object
was detected. Therefore, the formation of extra objects
on the surfacemust be directly related to theO2 exposure
at lower temperature.
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Once formed, the extra objects can be completely
removed by annealing up to 900K in UHV. As shown in
LEEM and SPALEED, this flash in UHV transforms the
as prepared surface with a rough morphology and small
objects of less-ordered and highly oxygen containing
domains into a smooth surface with a homogeneous 1=4
Fe termination. Therefore, this final flash determines
the morphology and termination of the prepared Fe3O4

film. Recent studies indicate that the extra objects may
be due to water adsorption from the background.

Interconversion of Fe3O4(111) and ’-Fe2O3(111)
Thin Films

An additional inhomogeneity observed in oxide films
are domains of different bulk structures. Under our
preparation conditions iron oxide films grown on the
Pt(111) or Ag(111) surfaces were composed of the
Fe3O4 phase and of a few microns large domains of ’-
Fe2O3, covering a few percent of the entire surface. The
two phases coexist for intermediate preparation param-
eters [10.112], often also showing small FeO domains
due to partial dewetting (Fig. 10.11a). The annealing
of the film in 3� 10�5 mbar O2 pressure (i.e., a higher
pressure than used for the initial preparation) starting at
RT up to 700K, leads to an oxidation of the Fe3O4 area
into ’-Fe2O3 as monitored in LEEM (Fig. 10.11b–i).
The conversion starts at 670K (Fig. 10.11c) as a growth
front of dendritical shape. The process becomes faster
when the temperature is increased, indicating that the
transformation process is thermally activated [10.113].

The conversion can be inverted by extra Fe deposi-
tion, which leads to a shrinkage of the ’-Fe2O3 upon
annealing in UHV. Here, the Fe is incorporated into
the hematite area, causing a change in stoichiometry
and crystal structure [10.112]. Without Fe deposition,
annealing in UHV can also lead to a reduction of the
’-Fe2O3 by desorption of oxygen. This was observed
when Ag(111) was used as support [10.112, 114]. How-
ever, on a Pt(111) support, the UHV annealing yields
the opposite result: the Fe3O4 is converted into ’-
Fe2O3. The reason for this unexpected behavior is the
special ability of the Pt(111) support to dissolve Fe.
Therefore, Fe from the Fe3O4 phase can diffuse into
the bulk, producing an intermediate nonstoichiometric
Fe3O4 phase or even ’-Fe2O3, which subsequently is
structurally transformed into hematite.

The preparation of� 10 nm thin iron oxide films on
metal supports is determined by various parameters like
growth temperature, oxidation temperature and pres-
sure but also kind and morphology of the supporting
substrate. These parameters may have a crucial influ-
ence on e.g., the film morphology, the film roughness,
surface termination and crystal structures. Therefore,

the control of the preparation is essential for the proper
characterization of the chemical properties of oxide
films.

10.2.4 Other Transition Metal Oxide Surfaces

Surface Structure of V2O5(001) and V2O3(0001)
Vanadium oxides are catalytically active for a num-
ber of reactions, most of them involve the transfer
of oxygen atoms [10.115] which triggered a number
of studies in the areas of basic and applied research.
Some aspects are summed up in recent review pa-
pers [10.14, 62, 116–120]. Vanadium catalysts are often
based on V5C but lower oxidation states are likely to
play a role during catalytic processes. The relevance
of vanadium oxides in catalysis has motivated scien-
tists to perform model catalytic studies for which well-
characterized high-quality crystalline oxide surfaces are
required.

Ordered V2O5(001) layers have been prepared on
Au(111) only [10.121, 122], while V2O3(0001) lay-
ers have been grown on a number of substrates:
Au(111) [10.123, 124], W(110) [10.125], Rh(111)
[10.126], Pd(111) [10.127], and Cu3Au(100) [10.128].
There have also been reports of VO2(110) growth on
TiO2(110) [10.129] and SnO2(110) [10.130, 131] but
extended adsorption/reaction studies have not been re-
ported.

Themain difference between the preparation recipes
for V2O5(001) and V2O3(0001) is that the prepara-
tion of V2O5(001) layers requires higher oxygen pres-
sures than the preparation of V2O3(0001) layers: the for-
mer is prepared in an oxygen pressure in the 50mbar
range [10.121, 122] while for the latter UHV compatible
pressures in the 10�6 mbar range suffice [10.123–125].
The preparation recipe for V2O5(001) on Au(111) is de-
scribed in detail in [10.122]: well defined layers with
a very low density of point defects may be produced
as shown in Fig. 10.12. The bonding of the V2O5(001)
layers to the Au(111) substrate is so weak that the is-
lands in in the left panel of Fig. 10.12 exhibit differ-
ent azimuthal lattice directions which leads to ring-type
intensity patterns in the LEED images [10.122]. When
enough material is deposited to close the layers then
the islands grow together which leads to the lines in the
center panel where azimuthally differently oriented ar-
eas meet. V2O5(001) is terminated with vanadyl double
rows which are clearly recognizable in the right panel of
Fig. 10.12.

V2O3(0001) layers may also be grown on
Au(111) [10.123–125]. These layers are also well
ordered but with a somewhat higher density of point
defects, see Fig. 10.13. The surface structure of a model
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Fig. 10.11a–i
Conversion of
Fe3O4 into ’-Fe2O3

by oxidation at
pO2 D 3�10�5 mbar
in a temperature
range between RT
and 700K. Images
are taken in the
sequence from (a)
to (i) whereas the
conversion time
and temperature
are indicated at the
respective image.
(a) The initial
surface consists
of ’-Fe2O3 (dark)
and Fe3O4 (bright)
areas and FeO
holes (bright).
Between (f) and
(g) the sample was
shifted to follow
the conversion
front. As a help for
the eye, the circle
marks the identical
surface spot.
Reprinted (adapted)
with permission
from [10.112].
Copyright (2014)
American Chemical
Society

catalyst is a relevant parameter for its catalytic activity
and therefore this aspect was investigated in detail in
the first stages of the V2O3(0001) related studies.

V2O3 has a corundum lattice and the (0001) sur-
face is a basal plane of this hexagonal lattice. Seen
from the side, this lattice consists of alternating quasi-
hexagonal oxygen layers and vanadium double layers.
Three different surface terminations may be obtained
by cutting the structure parallel to (0001): DM, SM,
and bulk O3, see Fig. 10.14. The stability of such
surfaces from an electrostatic point of view has been
initially analyzed by Tasker [10.133] who could show
that polar structures, i.e., structures with electrically

nonneutral layers parallel to the surface may ener-
getically be stable only under certain conditions. The
consequences have been discussed for a large variety of
systems and the interested reader may be referred to the
current literature [10.8, 70] Among the V2O3 termina-
tions shown in Fig. 10.14 only SM is electrostatically
stable according to the Tasker criteria [10.133]. How-
ever, the vanadium atoms at the SM terminated surface
are chemically rather active and therefore it was as-
sumed that the surface might actually be terminated
by vanadyl groups, VDO in Fig. 10.14. This assump-
tion was later supported by infrared spectroscopy and
HREELS (high resolution electron energy loss spec-
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a) b) c)

Fig. 10.12a–c STM images of V2O5(001)=Au(111). (a) V2O5(001) islands on Au(111), 100� 100 nm2, U D 3V, I D
0:2 nA. (b) Closed V2O5(001) layer, 50� 50 nm2, U D 2V, I D 0:2 nA. (c) Small area scan, 5:8� 6:4 nm2, U D 3:5V,
I D 0:2 nA. For details see [10.121, 121]

Fig. 10.13 STM image of vanadyl terminated V2O3(0001)
on Au(111), 20� 20 nm2, U D 1:5V, I D 0:2 nA. Af-
ter [10.132]

troscopy) data which feature intense structures related
to the vanadyl VDO vibration and by STM data like
the one shown in Fig. 10.13 [10.125, 126]. This model
was later challenged by studies featuring ion scatter-
ing experiments and DFT calculations which came to
the conclusion that the surface termination should be
the one named rec. O3 in Fig. 10.14 [10.127, 134,
135]. This structure is similar to the bulk O3 ter-
mination with the difference that a vanadium atom
from the second double layer below the surface moves
into the first vanadium double layer below the sur-

face. This view was recently refuted by a detailed
combined I/V-LEED C STM C ion scattering study
which could conclusively show that the surface is ter-
minated by vanadyl groups under standard UHV condi-
tions [10.123, 124].

Preparation of Rutile TiO2(110) Layers
on Rutile TiO2(110) Single Crystals
with a Diffusion Blocking Layer

Mixed or doped oxides may offer additional catalytic
reaction paths due to the presence of the additional
component which may play a role for a specific reac-
tion. This issue was studied with the example of vana-
dium mixed into rutile TiO2(110). The first step of that
project was the preparation of a suitable sample. Several
tries were made to prepare ordered TiO2(110) layers on
different gold and platinum surfaces but suitable lay-
ers could not be obtained (see Sedona et al. [10.136]
for TiOx on Pt(111)). Interface stress due to over-
layer-substrate lattice mismatch was assumed to be the
reason for this failure and therefore it was tried to
prepare TiO2(110) layers on rutile TiO2(110) single
crystals [10.51] since in this case the lattice parameters
of the overlayer and the substrate would be identical.
High-quality layers could be prepared in this way, but
when vanadium was mixed into the layers it turned out
that the vanadium diffused into the substrate at temper-
atures required for the preparation of the films, so that
vanadium doped oxide layers could not be prepared.
In the next step a layer between the overlayer and the
substrate was introduced with the aim of blocking vana-
dium diffusion. The blocking layer was a TiO2(110)
layer with ions of another metal mixed into it. The ad-
mixed metal was chosen such that the ionic diameter of
its 4C ions was somewhat larger than that of the Ti4C
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DM SM V=O Rec. O3 Bulk O3
Fig. 10.14 Different possible
V2O3(0001) surface terminations
(DM: double metal termination; SM:
single metal termination). For details
see text. Brown: bulk oxygen, beige:
vanadyl oxygen, gray: vanadium.
Reprinted (adapted) with permission
from [10.123]. Copyright (2015)
American Chemical Society

ions in TiO2(110). This stresses the rutile lattice of the
TiO2 host oxide, thereby increasing the diffusion bar-
rier. A relevant property of the blocking layer is that it is
a good support for the growth of rutile TiO2(110) over-
layers, with and without vanadium doping. Therefore
the structure and the lattice parameters of the block-
ing layer had to be very similar to the corresponding
rutile TiO2 properties. For this reason the metal ions
mixed into the blocking layer were chosen among met-
als having oxides with rutile structure. Another relevant
property is the thermal stability with respect to diffusion
of the admixed metal ions, which should be high to pre-
vent diffusion of the admixed ions into the overlayer
and finally to the surface. Lead, tungsten and tanta-
lumwere tested as admixed components in the blocking
layer. Lead appeared to segregate and was therefore dis-
carded. Tungsten ions turned out to be thermally less
stable than tantalum ions and therefore tantalumwas se-
lected to be the metal admixed to the TiO2 in the block-
ing layer [10.51]. The prepared blocking layers were
usually� 3 nm thick and had an approximate composi-
tion of Ti0:8Ta0:2O2. The thermal stability of the layers
was such that with XPS weak tantalum signals could
only be detected in surface-near regions of the top layer
after 10 h of annealing at 800K or 2 h at 900K.

It was demonstrated that the blocking layer does
not only impede vanadium diffusion but also the dif-
fusion of Ti3C ions resulting from the reduction of
TiO2(110) [10.51]. This is illustrated in Fig. 10.15
which shows UPS (ultra-violet photoelectron spec-
troscopy) spectra of the TiO2(110) band gap state which
is known to be related to Ti3C ions [10.137–139]. The
spectra have been measured at a grazing electron de-
tection angle which means that most of the intensity
in the spectra stems from just the topmost layer of
the respective sample. Spectrum (b) was recorded from
a sputtered single crystal after annealing at 800K in
vacuum for 10min while spectrum (d) is the spectrum
of a TiO2(110) layer subjected to the same proce-
dure. Both, sputtering and annealing produce Ti3C ions.
However, the Ti3C related feature at� 0:75 eV is much

Binding energy (eV)

Intensity

1.5 1.0 0.5 0.0

(e)

(d)

(c)

(b)

(a)

Fig. 10.15 HeI UPS spectra of differently prepared
TiO2(110) surfaces recorded at an electron detection an-
gle of 70ı with respect to the crystal surface normal. The
spectra show the energy range of the TiO2(110) band gap
region. (a) Single crystal annealed at 800K in 10�6 mbar
O2 for 10min. (b) Single crystal reduced by sputtering
at RT and annealing at 800K in vacuum for 10min.
(c) TiO2(110) thin film annealed at 800K in 10�6 mbar
O2 for 10min. (d) TiO2(110) thin film reduced by sput-
tering at RT and annealing at 800K in vacuum for 10min.
(e) The layer produced in step (d) annealed for 10 more
min at 800K in vacuum. Reprinted (adapted) with permis-
sion from [10.51]. Copyright (2016) American Chemical
Society
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Fig. 10.16a–c STM images (2:0V, 0:1 nA) of differently
prepared TiO2(110) surfaces. (a)A TiO2(110) thin film an-
nealed in vacuum at 900K for 20min. (b) A TiO2(110)
thin film annealed in 10�6 mbar O2 at 600K for 10min.
(c) A TiO2(110) single crystal surface annealed in
10�6 mbar O2 at 600K for 10min. For the images shown
in (b,c) the samples were annealed at 800K in vac-
uum prior to oxidation which resulted in flat surfaces
with large terraces. Reprinted (adapted) with permission
from [10.51]. Copyright (2016) American Chemical Soci-
ety

more intense in the spectrum of the thin film. This
would not be the case if the Ti3C ions could pass the
blocking layer since in this case the Ti3C ions would
have diffused into the substrate, which happened in the
case of the single crystal substrate (spectrum (b)) and
led to the smaller intensity in the spectrum. Further an-
nealing of the thin film did not change the intensity of
the band gap state since the Ti3C ions could not diffuse
into the substrate (spectrum (e)).

TiO2(110) single crystals studied with electrons (us-
ing electron spectroscopy, electron scattering, STM,
. . . ) have to be electrically conductive which is usu-
ally achieved by a mild reduction which produces Ti3C
ions. In addition to vacancies in the bulk this leads
to oxygen vacancies at the surface (bridging oxygen
vacancies) which may and often do play a role in cat-
alytic surface reactions. The introduction of blocking
layers offers a way to prepare surfaces without bridg-
ing oxygen vacancies which do not charge and can
therefore be studied with charged particles, provided
that the layers are not too thick. Also strongly reduced
layers may be prepared without reducing the substrate
notably.

Figure 10.16a displays a STM image of a TiO2(110)
film (� 10 nm thick, on a blocking layer) after an-
nealing in vacuum. A high density of bridging oxygen
vacancies (the links between the continuous rows) is
observed as expected from the discussion above. After
annealing in oxygen (Fig. 10.16b) the bridging oxy-
gen vacancies are not visible anymore and some bright
features on the rows show up, which are attributed
to oxygen adatoms, resulting from oxygen dissocia-
tion [10.138, 140]. The result is different if the single
crystal is exposed to oxygen (Fig. 10.16c). In this
case extended structures form which result from the
diffusion of Ti3C ions to the surface where they are ox-
idized [10.141]. Since there is no blocking layer in the
case of the single crystal, Ti3C ions from far below the
surface can diffuse to the surface which the reason for
the formation of the extended protrusion in Fig. 10.16c.

It could be shown that vanadium admixed to
TiO2(110) prefers subsurface locations under reducing
conditions [10.53]. The vanadium has the effect that the
host oxide becomes more reducible, which was traced
back to the lower binding energy of vanadium to oxy-
gen [10.53]. This has the effect that layers containing
vanadium are usually more reduced than layers without
vanadium, which affects the surface reactivity: bridging
oxygen vacancies and extended reduction induced de-
fects like the strands known for heavily reduced (1� 2)
reconstructed TiO2(110) appear in elevated concen-
trations at the surface, where they may interact with
adsorbates, modifying reactions rates, selectivities and
reaction paths.

10.3 Tuning the Properties of Oxide Films

Apart from the structural properties of oxide films,
which have been addressed in the previous section,
it is important to elucidate the physical and chemi-
cal properties of these systems in more detail. Within

this section we would like to elucidate the possibilities
to tune the properties of the oxide films. A variety of
strategies have been reported in literature on how the
properties of these systems can be modified. We will
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Fig. 10.17 (a) STM image (30 nm� 30 nm) of Au atoms adsorbed on a 3ML thin MgO film. (b) Experimental STM
image and (c) calculated STM image of Au atoms on 3ML MgO=Ag(001). (d) STM image (5 nm� 5 nm) of Au atoms
on 3ML MgO=Ag(001); the grey lattice is the ionic sublattice extracted from a high resolution image of the clean MgO
film

restrict the discussion to two aspects. First we would
like to discuss the effect of film thickness. We will
refrain from discussing the complex structural variabil-
ity of several ultrathin oxide film systems, which have
been reviewed recently, but we will focus on charge
transfer processes and their impact on the properties of
molecular adsorbates as well as metal atoms and par-
ticles. While a discussion of ultrathin oxide films may
sound like an academic curiosity it is important to note
that the concepts observed for the ultrathin films can
largely be transferred to bulk oxides if suitable electron
donors or acceptors are provided. We will use CaO as
an exploratory example to show how suitable doping of
a bulk, wide-band gap oxide can modify the properties
of the system, which is very comparable to the observa-
tions made for the ultrathin MgO film.

10.3.1 Charge Transfer Effects
on Thin Oxide Films

MgO as the prototype of an ionic oxide is a good start-
ing point for the discussion of charge transfer effects on
thin oxide films. The interaction of molecules as well as
metal atoms with the stoichiometric (001)-plane of the
rock salt lattice is rather weak resulting in a low stability
of individual metal atoms and growth of 3-dimensional
metal particles at ambient temperature. Gold atoms ad-
sorbed on bulk like 30MLMgO(001) films were shown
to be neutral entities [10.142]. However, the binding of
the atoms on-top of the oxygen ions of the MgO lattice
leads to a polarization of the valence electrons of the Au
atom, which enables charge transfer to molecular adsor-
bates such as CO [10.143]. Theory had proposed that
Au atoms deposited onto ultrathin MgO films get neg-
atively charged due to a charge transfer from the metal
substrate to the Au atom [10.25, 144, 145]. This is due

to the fact that the unoccupied part of the Au 6 s level
found in the band gap on thick films is located below
the Fermi-energy of the support for the thin film system.
There are different contributions to this effect. First, the
deposition of MgO onto the metal substrate reduces the
work function of the system, which has been confirmed
both theoretically as well as experimentally [10.64,
77, 146]. Second, charged Au atoms adsorbed on the
surface of the ultrathin MgO film are stabilized by po-
laronic distortions of the oxide lattice [10.144, 147].

Experimental evidence for the charging of Au atoms
on ultrathin MgO(001) films comes from low-tempera-
ture STM experiments. As seen from the STM image
(Fig. 10.17a) Au atoms deposited on a 3ML MgO film
(T D 5�10K) form an ordered structure indicating sig-
nificant repulsion between them [10.27]. In contrast to
that adsorption of Pd atoms (3ML thick MgO film,
T D 5�10K) is in perfect agreement with expectations
based on a statistical distribution of the atoms [10.27].
Further evidence for a charged state of the Au atoms
can be found from the STM signatures of single Au in
comparison with simulated ones applying the Tersoff–
Hamann approximation (Fig. 10.17b,c) [10.149]. The
experimental appearance of the Au atoms showing
a sombrerolike protrusion surrounded by a depression
is nicely reproduced theoretically, however, it is absent
in the simulated STM images of neutral atoms [10.150].
Similar observations were found for other systems such
as Au on ultrathin NaCl films [10.151]. To elucidate
this question in more detail it is interesting to note that
on bulk MgO or thick films Au atoms were found to
nucleate on top of oxygen ions [10.142], while the-
ory predicts charged Au atoms on thin films to adsorb
preferably onMg sites or hollow sites [10.25, 144, 152].
STM can provide evidence for the change in the dis-
tribution of the adsorption sites by superimposing the
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Fig. 10.18 (a) EPR spectrum of 20 L O2 adsorbed at 40K on a 4ML thick MgO(001) film on Mo(001) with the magnetic
field in the surface plane along a [110] equivalent direction. (b) Result of a DFT calculation of O2 on a 2ML thin
MgO(001) film onMo(001) showing the polaronic distortion of theMgO lattice. (c) Sketch of oxygen molecules adsorbed
on 2ML MgO films as predicted by theory. The transparent area indicates the plane in which the magnetic field was
lying in (a). The orientation of the three principal components of the g-matrix of the two symmetry equivalent molecules
are shown as color coded arrows. As an EPR experiment probes the g-value oriented along the static magnetic field it is
readily clear that both molecules are not identical for the magnetic field lying in the surface plane. Adapted from [10.148]

MgO lattice on the STM images of Au atoms. For an
8ML film > 80% of the atoms occupy one adsorption
site, while at least two different adsorption sites are
populated with almost equal probability on 3ML films
(Fig. 10.17d), which clearly shows the change in ad-
sorption site [10.27].

Charge transfer is not restricted to metal atoms with
sufficiently high electron affinity, but was theoretically
predicted for molecules with high electron affinities
such as NO2 or O2 adsorbed on ultrathin MgO(001)
films grown on Ag(001) or Mo(001) [10.147, 153, 154].
From an experimental point of view the characterization
of the superoxide anion (O�2 ) can be approached us-
ing EPR spectroscopy [10.155] as the superoxide anion
is a radical with a doublet ground state. Figure 10.18a
shows an EPR spectrum of molecular oxygen adsorbed
at 40K on a 4ML thick MgO(001) film grown on
Mo(001) [10.148]. The spectrum consists of a dou-
blet of lines at g-values of 2:072 and 2:002, which are
well in line with expectations based on O�2 radicals
observed on MgO powder [10.156–158]. In line with
theoretical predictions the radicals show significant sta-
bility (Tdes � 350K) and disappear for thicker MgO
films (> 15ML). A detailed analysis of angle depen-
dent spectra reveals that the O�2 radicals are adsorbed
on the terraces of the MgO(001) surface aligned with
[110] equivalent directions as predicted theoretically
(Fig. 10.18b). A comparison of the gzz component (for
an alignment of the g-matrix with the molecular frame-
work see Fig. 10.18c) of the g-matrix (gzz D 2:072)
with values observed for O�2 radicals on terraces of
MgO powders (gzz D 2:091) [10.157] provides addi-
tional physical insight into the interaction between the

molecule and the surface as the observed value depends
critically on the local electric field experienced by the
radical. The reduction of the gzz component on the film
as compared to bulk MgO is associated with an increase
of the local electric field, which is due to the polaronic
distortion of the MgO lattice in case of the ultrathin film
(Fig. 10.18b) as revealed by quantum chemical calcula-
tions [10.148].

We have already shown that single Au atoms be-
come charged upon adsorption on very thin MgO(001)
films. Hence, it is interesting to explore the conse-
quences of charge transfer on the growth mode of Au
particles. Theory predicted that charge transfer onto the
gold particles leads to the formation of 2-dimensional
structures on ultrathin MgO films in contrast to expec-
tations on bulk MgO, where 3-dimensional particles are
expected [10.9, 10, 26]. The reduced stability of the 2-
dimensional structure with film thickness is due to a de-
creasing stabilization due to the image charge as well
as the increasing cost for the polaronic distortion with
increasing film thickness. The latter is caused by a stiff-
ening of the MgO lattice due to the long-range nature
of the Coulomb interaction. A low temperature STM
study provided experimental evidence for the predicted
crossover in growth mode. For an 8MLMgO=Ag(001)-
film 3-dimensional particles are observed after anneal-
ing to room temperature, whereas the Au-structures on
3ML MgO=Ag(001) stay 2-dimensional after the cor-
responding annealing step (Fig. 10.19) [10.27].

An increase of the contact area between metal
and oxide film allows to optimize the charge trans-
fer. For a close-packed Au layer on an ultrathin
MgO(001)=Ag(001) an average charge transfer of about
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Fig. 10.19a–e
STM images
of Au deposits
on 3ML (a,c)
and 8ML (b,d)
MgO(001)=Ag(001)
(30� 30 nm2)
after annealing
of Au deposits
to 210K and
300K, respectively.
(e) Line profiles
of characteristic
clusters found in
(a–d) [10.27]

�0:2jej per adatom has been calculated [10.159]. As
shown for Au chains on alumina=NiAl(110) it is not
expected that the charge distribution within Au islands
is homogeneous [10.160]. Experimentally, this distribu-
tion can be interrogated by so-called conduction maps,
which show an enhanced dI=dV contrast around the
Fermi level at the island edges indicating a higher den-
sity of states at these sites [10.161]. This observation is
nicely reproduced by semi-empirical tight-binding DFT
calculations, which reveal an increase of charges at the
perimeter of the particles [10.161].

A more detailed picture of the electronic structure
of the adsorbed Au particles can be obtained by explor-
ing so called quantum well states (QWS ), which are
derived from the 6 s levels of the Au atoms and hence
allow for an analysis in a 2-dimensional electron gas
model [10.162]. Figure 10.20a,b shows three STM im-
ages providing information on topography as well as
electronic structure of occupied as well as unoccupied
states of a small Au cluster with about 10Å diameter
grown on a 2MLMgO=Ag(001) film [10.159]. The im-
age taken around the Fermi energy reveals mainly the
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Fig. 10.20 (a) STM images of a symmetric Au cluster on 2MLMgO=Ag(001) taken at the given sample bias. (b) dI=dV
spectra of top (dark brown) and left part (light brown) of the Au cluster in panel (a). (c) Calculated images of the HOMO
(highest occupied molecular orbital) and LUMO (lowest unoccupied molecular orbital) as well as structure model of an
Au18 cluster on MgO=Ag(001). Reprinted with permission from [10.161]. Copyright (2009) by the American Physical
Society

cluster morphology as no states are available in the en-
ergy range probed by the STM experiment. At higher
bias the appearance of the cluster changes to flowerlike
protrusions. The bias-dependent contrast is clear evi-
dence for tunneling governed by electronic and not to-
pographic properties of the island. Both observed QWS
probed by STM resemble the eigenstates of a free-elec-
tron gas in a 2-dimensional parabolic potential, which
can be characterized by an angular momentum quantum
number j [10.163]. Both states, observed at �0:4 and
C0:8V, respectively, exhibit four nodal planes (jD 4),
which corresponds to G-symmetry. The next two lower
lying occupied states, found at �0:8 and �1:2V, ex-
hibit P-symmetry (not shown). A detailed analysis of
the electronic structure of this Au cluster including its
charge state was achieved by comparing the experimen-

tal results to DFT calculations [10.159]. However, an
extensive search of the parameter space is required to
determine the number of atoms, the geometric structure
as well as the charge state of the cluster. The degree
to which theory is able to reproduce the experimental
results is nicely shown in Fig. 10.20c assuming a pla-
nar Au18 cluster lacking one corner atom of a Au19
cluster, the latter being a so-called magic-size. In agree-
ment with the experiment, the highest occupied as well
as the lowest unoccupied state are of G-symmetry be-
ing located in the 5th level of the harmonic potential,
whereas the highest states of the 4th shell of this po-
tential are of P-symmetry in line with the experimental
results. Once this has been established, the charge state
is readily determined by counting the filled states in
the potential. There are 11 doubly occupied orbitals,
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hence, 22 electrons. The 18 Au atoms contribute 18
electrons, which leads to a 4-fold negatively charged
cluster being provided by charge transfer from the sup-
port. A Bader analysis of the DFT calculation yields
a value of�3:54jej for the Au18 cluster. Please note that
this amounts to an average transfer of almost 0:2jej per
atom as calculated for closed-packed Au layers on the
MgO thin film [10.161].

In this chapter we have discussed charge transfer
effects on ultrathin oxide films using MgO as an ex-
ploratory example. We have shown how microscopy as
well as spectroscopy can be used to provide experimen-
tal evidence for charge transfer between the substrate
and adsorbed species such as metal atoms or molecular
adsorbates with appropriate properties. The tools and
concepts used here are, however, not limited to the ul-
trathin films, but it is possible to transfer some of them
to bulk like oxide films if suitable electron donors or
acceptors are provided. Such species can be introduced
into oxide films by doping, which will be discussed in
more detail in following section.

10.3.2 Modifying the Properties
of Oxide Materials via Doping

The former paragraphs have illustrated that sponta-
neous electron transfer through oxide thin films has
an enormous impact on the equilibrium shape of metal
particles and even enables molecular activation [10.27,
148]. So the question arises, whether the concept of
charge-mediated control of the oxide properties is re-
stricted to ultrathin films, or can be extended to thicker
layers or even bulk materials, as used in heterogeneous
catalysis [10.29, 164]. A possible route might be the
insertion of suitable charge sources directly into the ox-
ide material, preferentially into a near-surface region
to allow for charge exchange with adsorbates [10.165].
By this means, all advantages of charge control could
be maintained for oxide slabs of arbitrary thickness.
Although the fundamental concepts of doping were
introduced and brought to perfection in the semicon-
ductor technology already decades ago, a direct transfer
to oxide materials is challenging due to several struc-
tural and electronic peculiarities [10.166]. Oxides are
subject to self-doping by native defects and unwanted
impurities, the concentration of which is difficult to
control experimentally [10.138]. Both lattice defects
and impurity ions may adopt different charge states
in the oxide matrix [10.167], a variability that leads
to pronounced compensation effects and is less com-
mon in semiconductors. And finally, the dopants may
be electrically inactive in wide-gap oxides, as thermal
excitation is insufficient to promote electrons from the
defect states to the bulk bands. The excess charges thus

remain trapped at the host ions and are unavailable
for charge transfer. However, the following examples
demonstrate that doping is a versatile approach to tailor
the properties of bulk-like oxides as well.

In general, doping is carried out with impurity ions
that adopt either a higher or a lower valence state
than the native oxide ions [10.165]. Whereas high-va-
lence dopants may serve as charge donors and provide
extra electrons, low-valent dopants have acceptor char-
acter and may accommodate electrons from suitable
adsorbates. In rare cases, charge-preserving doping is
realized where geometric and strain effects take the role
of the charge transfer [10.168]. Based on the above
considerations, we expect that charge donors inserted
in an oxide lattice may resume the role of the metal
support in the case of ultrathin oxide films. This as-
sumption has first been verified in studies of the growth
morphology of gold on crystalline CaO(100) doped
with trace amounts of Mo (Fig. 10.21) [10.47]. On the
doped oxide, gold was found to spread out into ex-
tended monolayer islands, while the conventional 3-D
growth prevailed on the nondoped material. Evidently,
the donor character of the Mo ions is responsible for
the 2-D growth morphology, while the metal–oxide ad-
hesion on pristine CaO(100) is negligible.

According to DFT calculations, Mo dopants in CaO
mainly occupy Ca substitutional sites and adopt the typ-
ical 2C charge state of the rock salt lattice. In the 2C
configuration, four Mo 4d electrons are localized in the
dopant, three of them occupying (t2g-’) crystal field
states and one sitting in a (t2g-“) level close to the con-
duction band onset (Fig. 10.21c) [10.169]. Especially,
the latter is in an energetically unfavorable position and
thus susceptible to be transferred into an acceptor state
with lower energy. Such states are provided by the Au
ad-atoms that exhibit a half-filled Au 6s affinity level,
being ready to take the topmost Mo 4d electron. The
result is an Au� anion that, as discussed before, experi-
ences reinforced bonding to the CaO surface [10.25].
DFT calculations find an increase of the binding en-
ergy from� 1:5 to� 3:5 eV upon doping, whereby the
electrically-active Mo ion may be located up to ten lay-
ers below the CaO surface [10.47]. Moreover, not only
Mo2C ions are susceptible to electron transfer into gold,
but also Mo3C and Mo4C are active donors as their top-
most occupied d states are still higher in energy than the
Au 6s affinity level [10.169]. Mo impurities in the CaO
lattice are therefore robust electron donors, and as such
directly responsible for the 2-D growth of gold found
experimentally [10.47].

The presence of suitable dopants is, however, not
the only requirement for a stable donor characteristic
and also the interplay between dopants and the host
oxide governs the redox activity, as shown for Cr-
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Fig. 10.21a–c STM images of 0:7ML Au deposited onto
(a) pristine and (b) doped CaO films (4:5V, 50� 50 nm2).
The insets display close-up images of two characteristic
particles (�5:0V, 10� 10 nm2). (c) PBE (Perdew–Burke-
Ernzerhof (DFT functional)) projected state-density calcu-
lated for nondoped (top) and doped (bottom) CaO films
in presence of an Au adatom. Reprinted with permission
from [10.47]

doped MgO films next [10.170]. Although chromium
has a similar electronic structure as Mo, i.e., the same
number of d electrons, it is unable to influence the Au
growth on MgO supports (Fig. 10.22). Even at high Cr
concentration, gold adopts 3-D shapes and hardly any
2-D islands are found on the surface [10.44]. The rea-
son is the low energy position of the Cr t2g levels in the
MgO band-gap, reflecting the large stabilization effect
of the MgO crystal field on the Cr electrons. Note that
the crystal field in MgO is much stronger than in CaO
given the larger lattice parameter of the latter [10.171].
In addition, the Cr ionization energies are higher than
those for Mo, and formation of Cr4C and Cr5C ions is
energetically costive. As a result, Cr is able to donate

only a single electron to gold, which compares to three
in the case of Mo ions in CaO [10.169, 170]. More crit-
ically, not even this electron may reach the ad-metal,
but is likely captured by parasitic electron traps in the
oxides, such as cationic defects or grain boundaries.
Cation vacancies or V-centers are the preferred com-
pensating defects for high-valance dopants, as they are
able to neutralize the extra charges released by the im-
purity ions (Fig. 10.22e) [10.166]. According to DFT
calculations, the formation energy of a V-center de-
creases from 8 eV in bare CaO orMgO to 1:0�1:5 eV in
the presence of high-valence dopants [10.44]. Accord-
ingly, an effective compensation mechanism becomes
available that fully annihilates the donor character of
the Cr ions. Because Mo impurities in CaO are able to
release more electrons, full charge compensation is im-
possible and the impact of the donors prevails in that
case.

Low-valence dopants generate hole-states in the
electronic structure of rocksalt oxides and are able to
trap excess electrons as well [10.172, 173]. Their re-
sponse is therefore similar to the one of compensating
lattice defects, as shown in a codoping experiment on
CaO using both, Mo donors and Li acceptors [10.46].
At low Li concentration with respect to Mo, most of
the Au particles still adopt 2-D shapes, indicating that
the charge transfer into the gold is maintained. With in-
creasing Li doping level, more and more charges get
trapped in the Li-induced defects until the charge flow
into the ad-gold breaks down completely and the Au
particles turn 3-D. In fact, monovalent LiC substituting
a Ca2C ion produces a deep hole in the O 2p states of
adjacent oxygen that effectively traps all available free
carriers and neutralizes the Mo donors. Let’s note that
Li doping alone did not result in any observable change
in the Au growth characteristic on the CaO surface.
This finding suggests an effective intrinsic compensa-
tion mechanism to be active also in the case of low-
valence dopants [10.174]. Hereby, oxygen vacancies
play the role of the compensating defect, as they are
able to release electrons according to

F0! FC C e� ! F2C C 2 e�

which then fill up the hole states produced by the Li
ions. Hole-doping of oxides, as a means to tailor the
properties of metal ad-particles, is therefore more dif-
ficult to realize than electron-doping with donor-type
impurities [10.175].

So far, electron-transfer processes induced by
dopants in the oxide lattice have been shown to mod-
ify the growth behavior of ad-metals on oxide surfaces.
However, charge exchange is also a promising route for
molecular activation, as demonstrated before for oxy-
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Fig. 10.22a–e STM images of (a) bare and (b) Mo-doped CaO(100) films of 60ML thickness after dosing 0:5ML of Au
(60� 50 nm2, VS D 6:0V). The 2-D Au islands appear as depressions on the insulting oxide, because electron transport
through the gold is inhibited at high positive bias. Similar measurements on (c) bare and (d) Cr-doped MgO(100) films
of 20ML thickness. The particle shape is not affected by the dopants in this case. (e) Ball models visualizing charge-
transfer processes between the doped oxide and the ad-metal and their effect on the particle shape

gen exposed to thin MgO=Mo films [10.148]. In the
following section, we will show that a similar scheme
holds for bulk-like oxides, in which high-valence
dopants have been inserted as intrinsic charge source.

Not unexpectedly, stoichiometric CaO(100) as
a chemically inert, wide gap insulator shows little ac-
tivity toward adsorption and dissociation of oxygen
(Fig. 10.23a) [10.176]. Neither at room nor low tem-
perature (20K) is the oxide able to bind oxygen, apart
from some trace amounts attached to low-coordinated
edge and corner sites. This situation changes consider-
ably for a material doped with Mo ions [10.43]. The
STM images now reveal a high concentration of de-
pressions on the CaO surface after oxygen exposure,
both at 20 and 300K (Fig. 10.23b). In fact, two oxygen
species are distinguished on the surface. The first one
shows up as 0:6Å deep and 10Å wide depression and
is assigned to an oxygenmolecule (Fig. 10.23c). Expos-
ing it to electrons from the tip, it can be converted into
a pair of shallow dents surrounded by a bright halo. Ap-
parently, the molecule gets dissociated into its atomic

constituents via electron injection [10.177]. Whereas
a mean O–O separation of 10�15Å is observed directly
after dissociation, the distance increases over time, in-
dicating the repulsive character of the O–O interaction
on the surface (Fig. 10.23c).

The ability of the CaO(100) surface to adsorb oxy-
gen is apparently triggered by the presence of high
valence Mo ions in the lattice. The underlying inter-
action mechanism relies again on an electron transfer
between the high-lying Mo 4d states and the LUMO
of the oxygen molecule, as revealed by DFT calcula-
tions performed at the B3LYP (Becke, three-parameter,
Lee–Yang–Parr (DFT functional)) CD level [10.43].
On nondoped CaO(100), the oxygen physisorbs with�
0:13 eV to a Ca–Ca bridge position. On doped CaO, an
O�2 species develops due to charge transfer from theMo
dopants, which strongly interacts with a surface Ca2C
ion. The calculated binding energy amounts to 0:87 eV
if the associated donor is a Mo3C ion located in the
third subsurface plane. Even larger adsorption energies
are found for Mo2C species serving as donor, as well as



Part
B
|10.3

292 Part B Surface Crystallography

O2

O2

O2O
O–O

4.0 V Position (nm)

Height (pm)

75

50

25

0
0 2 4 6

3.6 V3.2 V

O2
O–OO2

O–O
Mo

c)

a) b) d)

Fig. 10.23 (a,b) STM images of bare and Mo-doped CaO after dosing 5 Langmuir O2 at 20K (40� 40 nm2). (c) Bias-
dependent contrast and height profile of oxygen molecules (deep minima) and atoms (faint double dents). Note the
dissociation of an O2 in the lower left part of the image during scanning. (d) Appearance of charging rings, characteristic
for subsurface Mo dopants, after desorbing two O2 molecules from the surface (17�17 nm2). Reprinted with permission
from [10.43]

for dopant positions closer to the surface [10.43]. Fur-
ther evidence for the formation of O�2 species comes
from the bond elongation (121�133 pm) and the re-
duced stretching frequency (1537�1200 cm�1) of the
oxygenmolecule after charge transfer. In addition, a de-
creasing total spin of the system has been calculated,
evolving from 5=2 (3=2 for Mo3C plus 2=2 for neu-
tral O2) to 3=2 (2=2 for Mo4C plus 1=2 for the O2) due
to the electron exchange. The superoxo species formed
on the doped CaO surface exhibits, finally, a two times
lower barrier for dissociation, if compared with a neu-
tral O2 on pristine CaO. This theoretical finding is in
good agreement with the observation that oxygen ad-
species can be effectively dissociated via electron in-
jection from the tip. The DFT calculations therefore
clearly corroborate the idea that electron transfer from
Mo dopants is responsible for the adsorption, activation
and finally dissociation of O2 molecules on the CaO
surface [10.43].

Further experimental evidence supports the above
mechanism. If single oxygen molecules are removed
from the surface by means of a controlled bias pulse
given to the STM tip, a Mo donor shows up via a char-

acteristic ring structure on the CaO surface, arising
from a temporal change of the Mo charge state as the
tip scans this oxide region (Fig. 10.24d). The spatial
correlation between the impurity position in the oxide
and the preferred O2 adsorption site underlines that the
dopant indeed mediates the binding of oxygen. Inter-
estingly, the active dopant never occupies a position
directly in the CaO top layer, but sits in subsurface
planes as deduced from the diameter of characteristic
charging rings emerging in the STM images [10.178].
The charge transfer to adsorbates hereby occurs via
electron tunneling over distances as large as 1 nm. A last
experimental hint for O�2 formation on doped CaO films
comes from the evaluation of the vacuum states above
the oxide surface (Fig. 10.24). As mentioned already in
Sect. 10.2.1, the vacuum states are a sensitive probe of
the local surface potential [10.86] and up-shift in en-
ergy if negatively charged species accumulate at the
surface but downshift on surfaces holding a positive net-
charge. This provides a direct probe of the direction of
charge transfer in the CaO=Mo(001) system. An oxide
region densely covered with O�2 species exhibits a se-
ries of vacuum states, the lowest of which being located
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Fig. 10.24 (a,b) Conductance images of CaO=Mo(001) before and after desorbing O2 molecules from the central region
with a tip voltage pulse (40� 40 nm2). The bias voltage for imaging has been tuned to the first vacuum state of the
oxygen-covered surface (4:0 eV), which consequently appears with bright contrast. After oxygen removal, the local
surface potential, and hence the vacuum states, downshift and the affected surface region shows lower conductance and
appears dark. (c) STM conductance spectra showing the energy shift of CaO vacuum states after O2 desorption from the
surface. Reprinted with permission from [10.43]

at 4:2V above the Fermi level (Fig. 10.24c) [10.43].
After desorbing the molecules with a tip pulse, the vac-
uum states experience a clear downshift, reflecting the
decreasing electron density after removing the nega-
tively charged superoxo species. The excess electrons
released during desorption return to their Mo host-ions
located in subsurface CaO planes, where they do not
perturb the surface potential anymore. The effect of
a decreasing surface potential after oxygen desorption
can best be visualized in work function maps, plotting
the contribution of selected vacuum states to the elec-
tron transport between tip and sample (Fig. 10.24a,b).
Whereas the overall electron transmissibility is high on
the oxygen covered surface, with the exception of cer-
tain CaO line defects, a localized patch of low contrast
emerges after removal of the O�2 species from this re-
gion. The measurement reflects the local drop of the
surface potential after oxygen desorption, which sud-
denly makes the lowest vacuum state unavailable for
electron transport and explains the low contrast in this
region. Also this data cannot be explained without tak-
ing the effect of charge transfer between the doped
oxide and the O2 molecules into account.

In summary, doped bulk oxides display in many
respects similar adsorption properties as ultrathin ox-
ide films [10.179]. In both systems, excess electrons
are transferred into the ad-species and open up specific
charge-mediated interaction schemes. Whereas for ul-
trathin films, the extra electrons are provided by the
metal substrate below the film, doped oxides contain
intrinsic charge sources in the form of aliovalent im-

purity ions. As shown here, high-valence dopants in the
CaO lattice are able to alter the equilibrium shape of
metal particles from 3-D to 2-D, which is expected to
change the reactivity pattern of the metal–oxide system
as well. Moreover, the charge transfer opens a suitable
pathway to activate small molecules, such as oxygen or
carbon dioxide, even on smooth, defect-free surfaces of
a nonreducible, but doped oxide. Whereas thin oxide
films on metal single crystals are of large academic in-
terest, as they provide easy access to the properties of
oxide materials via conventional surface science meth-
ods, doped oxides are of direct, practical relevance for
heterogeneous catalysis.

10.3.3 Metal Deposits on Silica Films

In order to make use of the silica film system in
the context of heterogeneous catalysts and to further
characterize its chemical and physical properties, the
adsorption behavior of

Reprinted with permission from [10.180] © 2014
American Chemical Society.

“Au and Pd over bilayer SiO2=Ru has been inves-
tigated by using scanning-probe microscopy, XPS,
and density functional theory (DFT) [10.180].
Low temperature (� 5K) AFM and STM mea-
surements reveal the presence of small adsorption
features after exposing the samples to small doses
of either metal (Fig. 10.25a,b). In the case of
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Fig. 10.25a–c STM images showing
Pd and Au adsorption over silica.
(a) Pd on SiO2; (b) Au on SiO2.
Crystalline regions are colored
purple and amorphous regions are
colored brown. Note: The nonregular
dimmer features throughout the
crystalline portions of both samples
likely result from native SiO2=Ru
species, as they are present both
before and after metal adsorption. All
images: 15 nm� 15 nm, VS D 2V,
IT D 100 pA. (c) Penetration profiles
for Pd and Au through rings of
different size. Energies are computed
with respect to the metal atom in
the gas phase. In the left panels
the n membered SiO2 rings (MR)
are reported (nD 4�8; brown and
gray represent Si and O atoms,
respectively). Reprinted (adapted)
with permission from [10.180].
Copyright (2014) American Chemical
Society

Pd, we note a homogeneous distribution of adsor-
bates across the entire surface, marked by circles
and elemental symbols (Fig. 10.25a), which con-
sists of both amorphous and crystalline phases.
Au, however, adsorbs only over amorphous areas
and domain boundaries, which possess larger pores
than can be found in the ordered portions of the
film (Fig. 10.25b). DFT calculations reveal that
this difference is rooted in the pore-size-dependent
barriers for diffusion of the two metals into the

film, where they can then bind stably at the Ru in-
terface (Fig. 10.25c). Auger parameter analysis of
the Pd 3d and Au 4f core-levels from atoms bind-
ing in this manner show upward orbital-energy
shifts, which, according to the results of theoretical
calculations, originate from effects similar to those
causing surface core-level-shifts for such met-
als [10.181]. Further analysis of the computational
results shows that such atoms donate electron den-
sity to the Ru support, which is consistent with
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XPS results that show band-bending effects related
to decreases in the work function of the sample af-
ter adsorbing either metal. Additional features in
the XPS studies suggest that a secondary binding
mechanism, mediated by cluster formation over
the SiO2 film, becomes increasingly favorable as
temperature and loading increase.”

Reprinted with permission from [10.180] © 2014
American Chemical Society.

For the crystalline SiO2 film on Mo(112), a similar
size-dependent adsorption behavior has been observed.
Whereas Pd and Ag atoms were found to penetrate
the six-membered –Si–O– rings with little barrier,
Au atoms can pass the silica over-layer along do-

main boundaries only, which contain larger, i.e., eight-
membered rings [10.182]. However, it is not the size
of the atoms that governs the penetration behavior, but
their electronic structure. Both, Pd and Ag atoms de-
plete their spatially expanded 5s orbital before passing
the film, while the highly electronegative Au cannot
strip off its 6s-electron and is thus unable to penetrate
the regular SiO2. Inserting metal atoms at the interface
between ordered silica films and the Mo support opens
a number of other fascinating functionalities. Addition
of interfacial Li, for example, gives rise to a dramatic
decrease of the work function of the thin film system,
controlled by the highly electropositive character of the
Li-ions [10.183]. Iron deposition, on the other hand,
leads to the formation of single-ion magnetic units at
the metal–oxide interface [10.184].

10.4 Chemical Reactivity of Oxide Surfaces

Chemical reactions at oxide surfaces play a pivotal role
in a variety of technological processes in particular in
heterogeneous catalysis. Therefore, it is of great inter-
est to understand these processes at the atomic level.
Tremendous efforts have been made for powdered ma-
terials to get to this point, but the complexity of these
systems usually hampers an atomistic characterization.
In this section we will exemplify the level of under-
standing that can be achieved by discussing first the
interaction of water with oxide surfaces as well as
the impact of hydroxylation on the growth of metal
nanoparticles using the systems introduced above. Sub-
sequently, we will focus on chemical transformations of
gas phase molecules on oxide surfaces using vanadium
oxide as an exploratory example and will finally show
results on CO oxidation on an thin FeO(111) film grown
on Pt(111) at elevated pressures and molecular beam
studies on alkene hydrogenation as well as the H2=D2

exchange reaction using a model catalyst consisting of
oxide supported metal nanoparticles.

10.4.1 Interaction of Gas-Phase Water
with Well-Defined Oxide Surfaces

The interaction of water with oxide surfaces is of major
interest in surface science because of the strong impact
of hydroxyl groups on the surface properties, in partic-
ular, the reactivity of solid surfaces, which is important
in diverse fields such as biology, materials science, en-
vironmental science, geochemistry, and heterogeneous
catalysis. Depending on the chemical potential of water
(and oxygen) and the chemical properties of the oxide
surface, the adsorption state of water is either molecular
or dissociated, or a combination of the two.

Reprinted with permission from [10.60]. © 2019 Mate-
rials Research Society.

“In this section, we review some of the results
obtained with the thin oxide films introduced in
Sect. 10.2 with regard to water interaction, show-
ing how a combination of different methods allows
to gain atomistic insight into the energetics of ad-
sorption processes as well as the nature of the
surface species.

Water on Alkaline Earth Oxide
and Silica Surfaces:
Monolayer Structures and Hydroxylation

A comparison of water adsorption on the (100)
surfaces of the alkaline earth oxides is interest-
ing because they all have the same structure (fcc,
rocksalt), but different lattice constants and basic-
ity, which is expected to strongly influence the
water adsorption (molecular or dissociative) and
the ability to form long-range ordered 2-dimen-
sional structures. While monolayer water adsorp-
tion on MgO has extensively been studied in the
past both experimentally and theoretically and is
now well-understood, details about the higher al-
kaline earth oxides such as CaO and SrO have
only recently become available. It is well es-
tablished that a single water molecule adsorbs
molecularly on the MgO(100) surface, but may
dissociate, even under UHV conditions, on defects
such as low-coordinated cation-anion pairs on step
edges. By contrast, single molecule adsorption is
dissociative on CaO and SrO and involves con-
siderably higher adsorption energies, as shown in
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Fig. 10.26a, which displays the computed Eads for
water on the various oxides [10.185]. The dissoci-
ated monomer consists of a dynamic ion pair with
the hydroxyl group (free OD, ODf) adsorbed in
bridge position between two cations and the pro-
ton transferred to a nearby oxygen ion (surface
OD, OsD, Fig. 10.26c) [10.186]. An interesting
trend is seen for increasing water coverage, i.e.,
for increasing the number of water molecules per
(3� 4) unit cell used in the calculations: While
the adsorption energy increases with increasing
coverage for MgO and 2-dimensional monolayer
structures are found to be the most stable water
adsorption states, the calculated adsorption energy
for water on CaO(001), although very similar in
the entire coverage range, is highest for 1-dimen-
sional structures. For SrO, isolated and dissociated
monomer and dimer species are expected to be
more stable than the oligomer species. Experi-
mentally, evidence for the 2-dimensional ordered
arrangement of the water monolayer on MgO has
been provided by diffraction and scattering meth-
ods more than 20 years ago [10.187, 188]. More
recently, the stability of 1-dimensional water struc-
tures was proven by STM upon water adsorp-
tion on thick CaO(001) films at room temperature
(Fig. 10.26b) [10.185, 189], and the confirmation
of the dynamic ion pair nature of a single, disso-
ciated water molecule, as well as the stability of
dimer species, on SrO has been obtained by STM
on SrO-terminated Sr3Ru2O7 [10.190].

Generally, diffraction methods and STM do
not allow the positions of the individual wa-
ter species and their chemical nature (molecu-
lar or dissociated) within the 1- and 2-dimen-
sional water structures found on MgO(001) and
CaO(001) to be determined, and one has to re-
sort to high-level computations and spectroscopic
methods to learn more about the molecular-scale
details of these structures. Whereas electron spec-
troscopies can provide information about the pres-
ence of dissociated and molecular water, which,
for example, has provided first experimental proof
for the existence of mixed molecular/dissoci-
ated water molecules in the water monolayer on
MgO(001) [10.192], comparison of experimen-
tally measured and computationally obtained fre-
quencies of water and hydroxyl vibrations is con-
sidered to provide additional information about the
structural details.

The latter approach has been used to identify
and confirm the structural models of the 2-dimen-
sional water monolayer on MgO(001) [10.191],
and of the 1-dimensional chain structures found by

STM on CaO(001) [10.185, 189]. Figure 10.26d
shows the experimental IRAS (infrared reflection
absorption spectroscopy) spectra (top panel) for
the water monolayer prepared on MgO (left panel)
at low temperature (160K), and for the water
chain structures prepared on CaO(001) at room
temperature (right panel), and the corresponding
calculated anharmonic vibrational spectra (lower
panel). (Note that the experiments and calcula-
tions were performed with D2O instead of H2O).
The experimental spectra are qualitatively similar
and exhibit reasonably narrow bands in the range
2600�2750 cm�1 and broad absorption between
2000 and 2500 cm�1. The individual spectral con-
tributions can be assigned based on the good
agreement between the experimental spectra and
the calculated spectra of the most stable structures
shown in Fig. 10.26. For both, the MgO(001) and
CaO(001) surface, the ordered water structures are
comprised of dissociatively and molecularly ad-
sorbed water. In the case of MgO, two ordered
structures with different water coverage, the high
coverage c(4� 2) and the low-coverage pg(3� 2)
structure, coexist at 160K and can be distinguished
based on the different frequencies of the OsD
groups [10.191]. Note that, due to the metal sur-
face selection rule, the molecular water species,
which are oriented almost parallel to the surface
in both structures, give rise to only weak absorp-
tion signals. In fact, they do not contribute to
the IR spectrum of the pg(3� 2) structure. In the
case of the c(4� 2) structure, the molecular wa-
ter species stabilize the protruding OHf group, and
combinations of their symmetric and anti-symmet-
ric stretch vibrations lead to signal contributions
in the 2100�2400 cm�1 spectral range, which are
detected in the experiment as a broad featureless
absorption. Molecular water species in the 1-di-
mensional chain structure on CaO(001) are also
oriented parallel to the surface and contribute only
little to the IR signal on the thin film sample.
The more defined signals for water on CaO(001)
originate from OHf (at highest wavenumber) and
OsD groups from dissociated water. Note that the
OsD groups in the 1-dimensional chain structure
on CaO(001) are spectrally much more separated
than in the 2-dimensional structures on MgO be-
cause the strength of hydrogen bonding between
OsD groups and ODf groups is markedly different
in the tetramer unit and in the linker unit [10.185].

The combined experimental and computa-
tional analysis of water adsorption on the alkaline
earth oxides has not only contributed to a bet-
ter understanding of the molecular details of wa-
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Fig. 10.26
(a) Calculated
adsorption energy
per water molecule
on CaO(001),
MgO(001), and
SrO(001) for in-
creasing water
coverage (1w, etc.:
1 water molecule
per (3� 4) unit
cell; 1-D, etc.:
1-dimensional
water/hydroxyl
structures). (b) RT-
STM image
(30� 25 nm2) of
1-dimensional water
chains formed on
CaO(001). (c) Most
stable structures
of the dissociated
water monomer on
CaO(001), the 1-D
chain structure on
CaO(001), and the
two most stable
ordered 2-D water
phases (pg(3� 2)
and c(4� 2)) on
MgO(001). (d) Ex-
perimental (top)
and computed (bot-
tom) IR (infrared)
spectra of the 2-D
(D2O) structures
on MgO(001) (left)
and the 1-D (D2O)
chain structure on
CaO(001) (right).
After [10.185, 189,
191]
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ter structures, but additionally allows conclusions
about the evolution of different structures on the
surfaces to be drawn. Dissociation of a single
water molecule is favored and involves larger ad-
sorption energies when going from MgO to SrO.
This can be explained by the increasing lattice
constant and substrate flexibility when descending
the AEO series [10.193]. Additionally, the sub-
tle balance between intermolecular and molecule-
surface interactions determines also the stability
of higher coverage structures: Two-dimensional
ordered structures are stabilized on MgO(001) be-
cause of the weak interaction between water and
the MgO surface and the favorable dimension of
the MgO lattice parameter, which allows a strong
hydrogen bonding network between adsorbed wa-
ter and hydroxyl species to be established. The
CaO lattice is slightly too large to enable the for-
mation of a hydrogen-bonded network, and the
water structures therefore collapse into a 1-D con-
figuration at low coverage. Similar 1-D assemblies
become stable also on MgO(001) when its lat-
tice parameter is artificially increased to reduce the
effect of intermolecular coupling. In contrast on
SrO(001), the water residuals are always too far
away to form uniaxial or 2-dimensional hydrogen-
bonded arrangements [10.185].

The results presented for the alkaline earth
oxides demonstrate that not only the acid-base
properties of the oxide surface, but also the lattice
parameter and hence, the ability to form hydrogen-
bonds between neighboring hydroxyl groups, has
a major impact on the adsorbed water structures.

The examples discussed so far refer to wa-
ter adsorption on bulk-like thin films (i.e., films
of reasonable thickness and structurally similar as
the corresponding bulk oxides) at UHV conditions,
where no structural modifications of the oxide
lattice take place during adsorption. For com-
plete hydroxylation of the oxide surfaces, which
is expected to occur when environmentally more
realistic water partial pressure conditions (mbar
range) or higher water coverages are approached,
reactions between water and the oxide surfaces
have to be considered as well. For the more ionic
oxides in particular, this may involve hydrolysis
of cation-anion bonds and strong structural mod-
ifications. The hydroxylation of MgO and CaO
single crystal surfaces and the partial transforma-
tion into the corresponding hydroxide as a function
of relative humidity have been studied by am-
bient pressure XPS. Those studies revealed that
the CaO(001) surface gets fully hydroxylated even

under UHV conditions and transforms into the hy-
droxide, involving hydroxylation of the subsurface
regions, at elevated water partial pressure [10.194].
On the other hand, a certain threshold water
pressure in the sub-mbar range has to be ap-
plied to achieve sufficient surface hydroxylation of
MgO(001) [10.195]. Studies on the corresponding
thin film surfaces confirmed these results. Fig-
ure 10.27a compares STM images of the surface
of a clean CaO(001) film (top) and after a satura-
tion dose of water under UHV conditions at room
temperature (bottom) [10.185, 189]. Clearly, water
adsorption leads to strong structural modification
of the surface, which is due to complete surface hy-
droxylation and partial solvation of Ca2C ions. The
latter can in part be explained by the sufficiently
large structural flexibility of the CaO lattice, which
allows easy rupture of cation–anion bonds.

By contrast, hydroxylation of thick, bulk-like
MgO(001) films at room temperature and in UHV
conditions is limited to defect sites, and in order
to obtain complete hydroxylation a threshold wa-
ter partial pressure of about 0:01 mbar has to be
applied (Fig. 10.27b) [10.196]. Titration of Mg2C
sites with CO has shown that the number of low-
coordinated Mg2C sites gets strongly enhanced
upon hydroxylation, suggesting the occurrence of
similar structural modifications as in the case of
CaO(001). Interestingly, the threshold pressure for
hydroxylation decreases by 3 orders of magnitude
as the film thickness is reduced from 12 to 2ML
(Fig. 10.27b) [10.196]. This effect is not related to
an increased abundance of defects on the ultrathin
film, but can be explained by a decreased energetic
barrier for the rupture of Mg2C�O2� bonds, which
is related to the greater structural flexibility of the
MgO lattice in the ultrathin regime [10.197].

Polar oxide surfaces are intrinsically reactive
towards water because surface hydroxyls provide
compensating charges necessary to remove polar-
ity. Similarly, in polar oxide films grown on metal
substrates, while the compensating charge density
at the metal–oxide interface is readily provided
by the metal, the free film surface needs to be
compensated by conventional mechanisms, e.g.,
surface hydroxylation. Conversely, the thinnest
oxide films (monolayers) are intrinsically non-
polar, thus reducing their activity towards wa-
ter. In fact, the FeO(111) monolayer film is sta-
ble in pure water vapor environment, as shown
by the O 1sXP spectrum obtained after expo-
sure to 1mbar water vapor, which exhibits only
one component attributable to the lattice oxygen
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Fig. 10.27 (a) STM images (30� 25 nm2) of 10ML CaO(001)=Mo(001) (top) and of the same surface exposed to a sat-
uration dose of water at RT (bottom). Reprinted with permission from [10.189], © ACS (2016). (b) H2O pressure
dependent surface hydroxyl coverage on Ag(001)-supported MgO(001) films of different thickness obtained from fits of
the O 1sXP spectra. Reprinted (adapted) with permission from [10.196]. Copyright (2010) American Chemical Society

species, and no further contribution from hydrox-
yls (Fig. 10.28a) [10.198]. In addition, the struc-
tural integrity of the FeO(111) monolayer appears
to be maintained upon exposure to air ambient
and even liquid water, as shown by the STM im-
ages presented in Fig. 10.28c, where the long-
range ordered Moiré superlattice characteristic of
FeO(111)=Pt(111) is proven to persist in the corre-
sponding environment.

As will be discussed in more detail below
(Sect. 10.4.3), exposure of FeO(111) to a high-
pressure oxygen atmosphere leads to a transfor-
mation of the FeO bilayer to a O–Fe–O tri-
layer [10.35, 37, 39]. Both, the additional oxygen
incorporated in the film, which shows up in XPS
as a shoulder on the high binding energy side
of the main O 1s component (Fig. 10.28a), and
the similarity of the STM appearance suggest that
this transformation occurs also upon exposure of
the FeO film to air. In addition, the IRA spec-
trum of an air-exposed film reveals the presence
of hydroxyl species with characteristic vibrations
at 3650 cm�1. It can, therefore, be concluded that
the trilayer structure is not only highly active in the
catalytic oxidation of CO, but also in water disso-
ciation. As a result, an O–Fe–OH trilayer is formed
(Fig. 10.28d) and the additional O 1s signal in XPS
can be attributed to hydroxyl species [10.198].
XPS quantification reveals a maximum hydroxyl
coverage of 0:45ML. Together with the ordered
appearance in STM this suggests that the hydrox-
ylation activity is restricted to the most reactive

region within the Moiré unit cell, which, according
to DFT calculations, is the Fe-hcp region [10.37].
Note that also the hydroxylated FeO layer is highly
active in CO oxidation [10.198].

All UHV-based, well-defined silica models
have a common structural motif, which consists of
corner-sharing [SiO4] tetrahedra arranged in a hon-
eycomb structure (Sect. 10.2.2) [10.202]. The fact
that the surfaces are terminated by siloxane bonds
renders the regular parts of the films hydropho-
bic and, thus, unreactive towards water. Indeed,
the silica bilayer on Ru(0001) can be exposed to
air and pH neutral aqueous solutions without any
noticeable accompanying chemical and structural
modifications to the film (see also Sect. 10.5.1).
Hydroxylation of these model systems occurs only
at defect sites, which, on well-prepared films, are
scarce [10.203]. Since hydroxyl groups on silica
(silanol groups) are of enormous importance for
several technological applications, their creation
and further utilization on well-defined model sys-
tems may help obtain more fundamental insight
into specific interfacial reactions where silanols
are involved. Hydroxylation of the films could be
achieved with the help of electron bombardment of
the water (ice) layer [10.199]. This is exemplified
by the TPD spectra shown in Fig. 10.28e, which
have been obtained after dosing water (D2O) at
a substrate temperature of 100K and followed by
heating to RT (normal route, black curve), or with
an additional electron bombardment prior to heat-
ing (electron-assisted route, red curve). The strong
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Fig. 10.28 (a) O1sXP spectra, from top to bottom, of (i) clean FeO(111)=Pt(111), the film exposed to (ii) 1mbar D2O,
(iii) air, and (iv) 100mbar O2 and 1mbar H2O. (b) IR spectrum of the FeO(111)=Pt(111) film exposed to 100mbar
O2 and 1mbar H2O. (c) Ambient-STM images (60� 60 nm2) of the FeO(111)=Pt(111) film in air (top) and in liq-
uid water (bottom). Reprinted with permission from [10.198], © (2011) American Chemical Society. (d) Model of the
FeO(111)=Pt(111) film (left) and of the Pt–O–Fe–OH film (right) formed by exposure to air. (e) TPD (temperature pro-
grammed desorption) spectra (m=zC D 20 amu) of SiOx samples exposed to 5 Langmuir D2O at 100K and then exposed
(e-beam, light brown trace) or not exposed (normal, dark brown trace) to an electron beam (0:05mA, 200 eV, 60 s).
(f) Hydroxylation structures for silica films involving breaking of in-plane (structure Ia, top) and vertical (structures Ib
and II, bottom) siloxane bridges, obtained from DFT calculations. Reprinted (adapted) with permission from [10.199].
Copyright (2011) American Chemical Society

enhancement of water desorption from the elec-
tron-bombarded sample in this region is related to
a significantly increased abundance of D2O and
OD’s on the silica surface. More specifically, the
thermal route leads to the formation of isolated hy-
droxyl groups at defect sites within the film, which
recombine at elevated temperature and desorb as
molecular water at 900K, and some additional hy-
drogen-bonded physisorbed water, which desorbs
at lower temperatures (< 500K). The small amount
of water desorbing from this sample supports the

idea of the inert nature of the silica bilayer film
surface. By contrast, enhanced hydroxylation of
the electron-bombarded sample gives rise to much
larger and more clearly defined water desorption
peaks with maxima at 450 and 600K, as well
as an additional high temperature desorption fea-
ture at � 1070K [10.199, 204]. It is interesting
to see that in terms of peak temperatures asso-
ciated with individual desorption states, there is
general agreement with analogous TPD spectra
collected from hydroxylated bulk silica samples,
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Fig. 10.29 (a) STM topographs (50 nm� 50 nm) of 0:2ML of Au deposited on clean (top) and hydroxylated
MgO(001)=Mo(001) (bottom) at RT (left) and after annealing at 600K (right) [10.200]. (b) Top: TPD spectra track-
ing the m=zC D 4 (D2) evolution from hydroxylated MgO (gray) and hydroxylated MgO with 0:4ML Pd (brown)
deposited at RT. Reprinted (adapted) with permission from [10.200]. Copyright (2011) American Chemical Society.
(b) Bottom: Temperature-dependent Pd 3d electron binding energy variations relative to Pd(111) due to changes in the
initial states of the photoemission process for Pd–MgO (black) and Pd–MgOhydr (brown). Reprinted (adapted) with
permission from [10.201]. Copyright (2014) American Chemical Society

which suggests the presence of similar water and
hydroxyl species on the hydroxylated silica film.
According to the Zhuravlev model [10.205], the
desorptions are attributed to the following adsorp-
tion states and processes: Chemisorbed molecular
water gives rise to desorption at 400K, whereas the
high temperature peaks are assigned to recombina-
tive water desorption originating from vicinal (at
600K) and isolated hydroxyls (above 800K). The
creation of silanols requires the rupture of silox-
ane bridges and several possibilities how this could
be achieved have been modeled by DFT [10.199].
As shown by the structural models presented in
Fig. 10.28f, rupture of an in-plane siloxane bridge
results in two silanol groups, which are both en-
gaged as donor groups in hydrogen bonds (struc-
ture Ia). On the other hand, breaking the Si–O–Si
linkage between the two silicate layers results
in one hydrogen-bonded silanol and one termi-
nal silanol species (structure Ib). In addition to
these processes, which are basically the same as as-
sumed for bulk silica surfaces, the presence of the

metallic substrate underneath the silica film opens
the possibility for another mechanism, which in-
volves hydrogen release and Ru oxidation (struc-
ture II). According to the computed hydroxylation
energies and further experimental observations (D2

desorption observed in TPD and infrared signals of
terminal OD groups) [10.199], all three proposed
structures are likely to be formed initially during
electron bombardment or are created via transfor-
mation of one structure into the other during heat-
ing to elevated temperature. Further experimental
studies into the mechanism of electron-assisted hy-
droxylation of the silica films support the idea that
the primary effect of electron irradiation is not
the creation of defects (i.e., rupture of siloxane
bridges) in the films, but the formation of reactive
water radiolysis products (e.g., hydroxyl radicals)
in the ice layer, which diffuse to the silica-ice in-
terface and attack the siloxane bridges [10.204].”

Reprinted with permission from [10.60]. © 2019 Mate-
rials Research Society.
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Metal Nucleation
on Hydroxylated MgO Surfaces

Controlled creation of hydroxylated oxide thin film sur-
faces allows the influence of the hydroxyl groups on
surface processes to be studied. As an example, the ef-
fect of hydroxyls on metal nucleation on hydroxylated
MgO is presented. A most conspicuous evidence for
the influence of hydroxyls on nucleation and sintering
of Au on MgO(100) is provided by STM. The images
displayed in Fig. 10.29a present the surface morphol-
ogy for gold deposited at 300K and after subsequent
heating to 600K on clean MgO(100) and hydroxylated
MgO, respectively [10.200]. Two main conclusions can
be drawn from these results: (i) the density of nucleation
sites is much higher on MgOhydr, and (ii) the stability of
Au particles towards sintering is greatly enhanced on
MgOhydr. This latter point is essential for catalysis be-
cause it basically means that the high Au dispersion is
maintained at elevated temperature, a result that is cor-
roborated by related CO-TPD studies showing a higher
CO adsorption capacity for Au=MgOhydr as compared
to Au=MgO(100) [10.206]. With the help of additional
XPS and IRAS measurements the enhanced Au sin-
ter stability could partly be explained by the stronger
adhesion of Au to the hydroxylated surface, which is
a result of the chemical modification (oxidation) of
interfacial Au because of the interaction with hydrox-
yls [10.200]. In addition, one has to take into account
that the microscopic roughness of MgO increases upon
hydroxylation [10.196], which might also contribute to
limited diffusion of Au clusters on the surface.

Similar experiments have also been performed with
Pd instead of Au, and in this case more details about
the chemical interaction between the metal atoms and
the surface hydroxyl groups could be obtained [10.201].
The interaction of metal atoms with hydroxyls is ex-
pected to follow a redox reaction

MeC�OH� !�O�2 �MeC C 1

2
H2 ;

resulting in the simultaneous oxidation of the metal
and evolution of H2. This could indeed be observed
with Pd atoms deposited on MgOhydr (hydroxylation
was performed with D2O) as shown in Fig. 10.29b.
The top panel displays D2-TPD spectra taken from
MgOhydr and Pd deposited on MgOhydr, which shows
that the presence of Pd leads to a strong enhancement
of D2 evolution from MgOhydr at elevated temperature
(> 350K). To correlate D2 evolution with electronic
structure changes of Pd, Pd 3d spectra and in particu-
lar, a deconvolution of the Pd 3d binding energy shift
in initial-state and final-state contributions using Auger
parameter analysis was performed. The bottom panel
of Fig. 10.29b compares the initial-state binding en-

ergy shift relative to the Pd 3d binding energy of bulk
Pd (352:1 eV) for Pd on clean MgO(001) (black data
points) and Pd on MgOhydr (blue data points). The shift
from negative to positive �BE values for Pd�MgOhydr

at 373K, which correlates with the onset of D2 evo-
lution from the Pd�MgOhydr sample, indicates that Pd
gets oxidized at this temperature. Thus, the interrelation
of these processes provides direct evidence of the redox
reaction between Pd and hydroxyls, which results in Pd
oxidation and hydrogen (deuterium) evolution [10.201].

10.4.2 Methanol Partial Oxidation
on V2O3(0001) and V2O5(001)

An often studied reaction in model catalysis is the
partial oxidation of methanol. This can be readily in-
vestigated under low pressure conditions since the educt
(methanol) as well as the common precursor (methoxy)
are reasonably strongly bound to the surface and do not
desorb at low pressure and not too high temperature.
V2O5.001/ and V2O3.0001/ were studied with respect
to their catalytic performance using the partial oxida-
tion of methanol as a test reaction [10.132, 207, 208].
It turned out that the vanadyl terminated surfaces are
not reactive with respect to this reaction since methanol
just binds molecularly to the surface without forming
the methoxy intermediate [10.132, 208]. Therefore, the
surfaces were reduced prior to methanol exposure by
electron irradiation. For small electron doses the elec-
tron beam leads to the removal of vanadyl oxygen
atoms resulting in isolated or aggregated point defects,
see Fig. 10.30a,b. The surface structure after irradiation
with a high electron dose was studied with I/V-LEED
in the case of V2O3.0001/ [10.209]. An STM image
is displayed in the right panel of Fig. 10.30. It could
be shown that this surface exposes the SM termination
as schematically depicted in Fig. 10.14. The dark areas
exhibit the same surface structure as the more elevated
areas.

The following will discuss methanol adsorption for
the case of a low degree of reduction where isolated va-
cancies or small groups of them prevail. Figure 10.31
shows STM images of a V2O3.0001/ surface before
electron irradiation, after electron irradiation and after
dosage of methanol onto the reduced surface. The point
defects found at the surface of a freshly prepared oxide
layer (Fig. 10.31a) are not active for methoxy forma-
tion, but the vacancies produced by electron irradiation
are [10.132]. Therefore, only part of the surface defects
is covered by methoxy groups (seen as bright protru-
sions) in Fig. 10.31c.

STM data of the type shown in Fig. 10.31 were
recorded for two different energies of the reducing
electrons (50 and 500 eV) and different electron doses
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Fig. 10.30a–c STM images on vanadium oxide layers on Au(111) reduced by electron irradiation. (a) Weakly reduced
V2O5.001/, 20�20 nm2, U D 2V, I D 0:2 nA. (b) Weakly reduced V2O3.0001/, 25�25 nm2, U D�1:5V, I D 0:2 nm.
(c) Fully reduced V2O3.0001/, 20� 20 nm2, U D�1 eV, I D 0:2 nA. The electron doses (energies) used for reduction
are (a) 3mC (50 eV), (b) 1:5mC (50 eV), (c) 80mC (500 eV)

< 0:8mC (500 eV) and 1:6mC (50 eV), respectively.
In each series the number of defects before and after
electron irradiation and the number of methoxy groups
after exposure of the surface to methanol were counted.
The methanol layer was prepared by dosing multilayer
amounts of methanol at 90K and the STM images of the
methoxy-covered surfaces were recorded after a flash
to 400K in order to desorb the molecularly adsorbed
methanol.

Figure 10.32 displays the results of the evalua-
tion. The main outcome is that the number of methoxy
groups is approximately twice as large as the number of
surface defects which is the consequence of a self-lim-
iting chain reaction at the surface [10.132]. In the initial
step, which occurs already when methanol is adsorbed
at 90K all electron induced defects carry one methoxy

a) b) c)

Fig. 10.31a–c STM data of freshly prepared (a), reduced (b), and methoxy covered reduced (c) V2O3.0001/. Vanadyl
oxygen vacancies were prepared by irradiation with 1:5mC of 50 eV electrons. 25� 25 nm2, U D�1:5V, I D 0:2 nA.
After [10.132]

group

nCH3OHC nVC nVO! nCH3OVC nVOH (10.1)

V denotes a vanadium site produced by electron irradia-
tion, VO is a surface vanadyl group, and n is the number
of surface vanadyl oxygen vacancies.

If the sample is warmed up water forms at 270K
due to the recombination of hydroxyl groups as shown
by TPD [10.132]. This reaction consumes substrate
oxygen which is the signature of Mars–van Krevelen
type reactions [10.210]

nVOH! 1
2nH2OC 1

2nVOC 1
2nV (10.2)

This step occurs at a temperature where molecular
methanol is still at the surface. Therefore, the surface
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Fig. 10.32a,b Density of defects
induced by electron irradiation and
the number of methoxy groups
as a function of the electron dose
for two electron energies (a) ED
50 eV and (b) ED 500 eV. The
data were obtained from STM
images like the ones shown in
Fig. 10.27 (CH3OH=weakly reduced
V2O3.0001/). The number of surface
defects in this figure is the number
of surface defects in images recorded
after electron irradiation minus the
number of defects already present
at the surface before exposure
to the reducing electron beam.
After [10.132]

with its n=2V sites can split n=2 methanol molecules
into n=2 methoxy groups and n=2 hydroxyl groups

1
2nCH3OHC 1

2nVC 1
2nVO

! 1
2nCH3OVC 1

2nVOH
(10.3)

The n=2 hydroxyl groups produced in this step can
again form water

1
2nVOH! 1

4nH2OC 1
4nVOC 1

4nV (10.4)

With this reaction the cycle goes on. The overall num-
ber of methoxy groups produced in this reaction is

Nmethoxy D nC 1
2nC 1

4nC : : :D 2n (10.5)

This is in full agreement with the data in Fig. 10.32.
Figure 10.33 shows the effect of this self-limiting

chain reaction on IRAS spectra. The intensity increase
of the methoxy C–O vibration at � 1040 cm�1 can be
attributed to the chain reaction occurring at � 270K
where the hydroxyl groups at the surface react to form
water: the methoxy coverage doubles and so does (ap-
proximately) the intensity of the C–O vibrational band.
The band labelled VD18O and VD16O are due to vibra-
tions of vanadyl groups with 18O and 16O. The presence
of both isotopes is a result of the preparation history of
the V2O3.0001/ sample.

The case of methanol on V2O5.001/ is different
from the case of methanol on the case for methanol on
V2O3.0001/ due to somewhat different activation en-
ergies [10.132, 207]. The reaction kinetics of methanol
on V2O5.001/ has been studied in some detail with
TPD [10.208]. Figure 10.34 displays the amount of
formaldehyde formed by methanol partial oxidation at
the surface of slightly reduced V2O5.001/ as a function
of the methanol dose. This quantity was estimated from
the area of the formaldehyde mass 29 desorption peak
in TPD spectra. At elevated temperature the methoxy
groups react on the surface, forming formaldehyde and
therefore the mass 29 peak area is a good measure for
the methoxy coverage. The red line in Fig. 10.34 shows
the best fit to the data assuming a sticking coefficient
proportional to the number of unoccupied adsorption
sites. It is clear that this simple model is not correct
which means that the reality must be more complex.

Therefore a model considering water formation
from hydroxyl groups and methanol formation from
methoxy and hydroxyl groups was formulated, i.e., the
following two reaction step were incorporated

VOHCVOH! VOCVCH2O

(water formation)
(10.6)

VOHCCH3OV! VOCVCCH3OH

(methanol formation)
(10.7)
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Fig. 10.33 IRAS spectra of
methanol-dosed moderately re-
duced V2O3.0001/ after annealing at
240 and 270K, respectively. Methanol
was dosed at 90K and the surface
was reduced with an electron dose of
8mC. After [10.132]
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Fig. 10.34 TPD formaldehyde peak
area (solid black squares) as a function
of methanol dose for methanol on
weakly reduced V2O5.001/ in
comparison with surface methoxy
coverages calculated according to two
different models (solid red and dashed
blue line, see text). The sample was
reduced by irradiation with electrons
with a kinetic energy of 50 eV, dose:
1mC. Dosing was performed at room
temperature to prevent the formation
of a molecularly adsorbed methanol
layer. Reproduced from [10.208] with
permission of The Royal Society of
Chemistry

Herewith the following differential equation system
was set up for the time-derivative of the methoxy cov-
erage 	M and the hydroxyl coverage 	OH [10.208]

Ntot
d	M
dt
D S.	/˚M�Ntot	M	OH� exp

�
�E1

kT

�

(10.8)

Ntot
d	OH
dt
D S.	/˚M� 2Ntot	

2
OH� exp

�
�E2

kT

�

�Ntot	M	OH� exp

�
�E1

kT

�
(10.9)

S.	/ is a coverage-dependent sticking coefficient, t
is the time, Ntot is the number of vanadyl lattice

sites (4:8� 1018 m�2), � is the attempt frequency (set
to 1013 s�1), E1 and E2 are the energy barriers for
methoxy–OH recombination and OH–OH combination,
respectively, 	M is the flux of methanol molecules per
unit area and time, k is Boltzmann’s constant and T is
the adsorption temperature (T D 298K). It is assumed
that there are no further reaction paths and that diffu-
sion can be neglected which is reasonable if it is much
quicker than the water and methanol formation reac-
tions. The sticking coefficient S.	/ is assumed to be
coverage-dependent

S.	/D N0 �NM

Ntot
(10.10)
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with N0 and NM being the number of possible adsorp-
tion sites per unit area and the number of methoxy
groups per unit area, respectively (NM D 	MNtot).
Methanol molecules that hit the surface at an unoc-
cupied defect site do stick, while molecules that hit
a nonreduced or occupied surface site do not. We note
that the calculated water and methanol formation rates
are three orders of magnitude smaller than the rate at
which methanol molecules impinge onto the surface.
Therefore the reactive defect sites are nearly fully cov-
ered and details of the sticking coefficient equation do
not play a relevant role.

The set of differential equations was solved nu-
merically with E1 and E2 as parameters to fit the
experimental data in Fig. 10.34. N0 was set to 7:5%
which is approximately the density of surface oxy-
gen vacancies after exposing the surface to 1mC of
electrons with a kinetic energy of 50 eV. The best
fit was obtained for E1 D E2 D 0:85 eV (blue curve in
Fig. 10.34). The blue curve reproduces the experimen-
tal data quite well and the activation energies for water
and methanol formation are indeed identical within the
error range of the fit. Somewhat similar activation ener-
gies (E1 D E2 D 0:75 eV) could be obtained from a fit
of TPD data [10.208].

These studies highlight the role of hydroxyl groups
in the methanol partial oxidation reaction. Hydroxyl
groups are not just spectators in this reaction (with the
side effect that they reduce the substrate when they react
to form water), they can affect the kinetics and therefore
the reaction rate. They may also affect the selectivity as
observed for V2O3.0001/ [10.132] (not discussed here).

10.4.3 Strong Metal Support Interaction
Effects on Reactivity:
FeO=Pt in CO Oxidation

Reprinted with permission from [10.211]. © 2015 John
Wiley and Sons.

“The reactivity of ultrathin transition metal oxide
(TMO) films is closely related to so called strong
metal-support interaction (SMSI) [10.212], which
is mostly discussed in terms of a full or partial en-
capsulation of metal particles by a thin oxide layer
stemming from a support.

A number of studies have addressed this prob-
lem. In particular, our own studies [10.33, 38,
40] of Pt nanoparticles deposited onto well-de-
fined iron oxide surfaces showed encapsulation
of the Pt surface by an iron oxide layer identi-
fied as FeO(111) monolayer film that is virtually
identical to the one grown on a Pt(111) single
crystal [10.213]. However, the FeO(111) film, ini-

tially stacked as an O–Fe bilayer, transforms at
elevated oxygen pressures to an O-rich, FeO2�x
filmwith a trilayer (O–Fe–O) structure [10.37, 39].
Although the film stoichiometry implies Fe cations
in the formal oxidation state 4C, i.e., unusual for
iron compounds, DFT results showed that Fe ions
in the trilayer structure are in the oxidation state
3C due to a substantial electron transfer from the
Pt(111) substrate. However, for brevity, we will
use FeO and FeO2 for the bi-layer and tri-layer
structures, respectively. The CO oxidation reaction
has been used as a probe reaction.

The reaction mechanism of CO oxidation, ad-
dressed by DFT using the model of a continuous
FeO2 film, suggested CO reacting with the weakly
bound, topmost oxygen atom in the O–Fe–O tri-
layer, thus forming CO2 that desorbs leaving an
oxygen vacancy behind [10.39]. The vacancy must
be replenished by the reaction with molecular oxy-
gen to complete the catalytic cycle. Our systematic
study of reactivity of ultrathin oxide films formed
from a number of different transition metals, such
as Ru, Zn, Fe, and Mn, suggested the oxygen bind-
ing energy as a good descriptor for reactivity of
the ultrathin oxide films [10.214] which may also
be present at the rim of oxide islands.

Bao and coworkers have addressed the reactiv-
ity of FeO(111) and other TMO(111) monolayer
structures on Pt(111) exposing the oxide/metal
boundary [10.215–218]. On the basis of DFT cal-
culations [10.216, 218], a Pt–cation ensemble was
proposed, where coordinatively unsaturated TMO
cations at the edges of TMO islands are highly
active for O2 adsorption and dissociation. Dissoci-
ated oxygen binds to Pt at the TMO=Pt interface
and is responsible for the facile CO oxidation.
Note, however, that the calculations employed
a simplified model, using a TMO ribbon, which
does not account for the experimentally observed
epitaxial relationships of oxide and Pt and related
lattice mismatches, in turn resulting in various
edge structures as observed [10.219]. More im-
portantly, the oxide phase was modelled by the
bilayer, i.e., O–TM–Pt(111), structure, which is
not the structure relevant for technological CO ox-
idation reaction conditions, neither for FeO(111)
nor for ZnO(0001) films on Pt(111) [10.28, 39].
Nonetheless, following these studies, the highest
reactivity is expected to be on the rim of the
FeO(111) islands, which are oxygen deficient and
expose the unsaturated Fe2C cations [10.215, 217,
218].

Recently, Huang and coworkers [10.220] have
addressed the reactivity of FeO.111/=Pt.111/ sur-
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Fig. 10.35 (a) CO oxidation rate as a function of the FeO(111) coverage on Pt(111). Reaction conditions: 10mbar CO
and 50mbar O2, balanced by He to 1 bar; 450K. (b) Total CO2 production measured by TPD in low and high temperature
(LT, HT) regions as a function of FeO coverage in original films

faces in the water gas shift reaction and preferential
oxidation of CO in excess of H2 using tempera-
ture programmed desorption (TPD) technique. It
appears that the oxide structure is strongly af-
fected via the reaction with water and hydrogen.
A DFT study [10.221] performed on a more real-
istic model of FeOx=Pt.111/, showed that, beyond
terraces of the oxygen-rich FeO2�x phase, consid-
ered for a close film [10.39], also FeO2=FeO and
FeO2=Pt boundaries may be involved in reactions.
Finally, the metal–oxide synergy effect may also
result from oxygen spillover from the oxide to the
metal support.

We also studied the reactivity of FeO.111/=
Pt.111/ films at submonolayer coverage both un-
der near atmospheric and UHV-compatible pres-
sures in order to bridge the pressure gap that
may cause some controversy in results obtained
by different groups [10.211]. We have shown that
a much higher reactivity is, indeed, achieved by
exposing an interface between the Pt support and
the oxygen-rich FeO2�x phase. Two synergetic ef-
fects concur: a low oxygen extraction energy at the
FeO2=Pt interface and a strong adsorption of CO
on Pt(111) in its direct vicinity. Weak adsorption
of CO on oxide surfaces levels out the (negligible)
role of CO adsorption characteristics in the reac-
tion over the closed oxide films, thus rendering the
oxygen binding energy as the decisive parameter
for reactivity of ultrathin oxide films [10.214].

Figure 10.35a shows the CO oxidation rate
(measuredbygas chromatography)overFeO(111)=
Pt(111) films at 450K in the reaction mixture of
10mbar CO and 50mbar O2 (balanced by He to
1 bar) for different oxide coverages. (Note, that the
initial rate was solely measured in order to ne-
glect any deactivation effects). In the course of
the reaction the initially grown FeO(111) islands
transformed into the FeO2�x islands in agreement
with STM results of Fu et al. [10.217] The rate
vs coverage plot revealed a maximum at� 0:4ML
coverage. The rate is substantially (by a factor of
3:5) higher than obtained for a closed, monolayer
film, which is, in turn, more active than the pristine
Pt(111) surface, in full agreement with our previous
studies [10.39]. Obviously, the oxide/metal inter-
face provides reaction sites more active than those
on the (interior) surface of FeO2 islands.

More detailed experiments on FeO(111)=
Pt(111) films at sub-ML coverages using CO TPD
as a function of oxide coverage, exposure, and
preparation conditions revealed that CO2 produc-
tion from CO oxidation came in two temperature
regimes. The one at low temperature (LT, below
350K) is very similar to that obtained on pristine
Pt(111), whereas the reaction at high temperature
(HT, 350�550K) originates only on oxide covered
surface.

Figure 10.35b depicts the total amounts of CO2

measured in six consecutive CO TPD spectra in
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Fig. 10.36 (a) Computational model of a sub-monolayer FeOx film on the Pt(111) surface. The nonequivalent oxy-
gen sites are labeled 1–7: T–FeO (1), TI-FeO2 (2), TS-FeO2 (3), E-FeO=Pt (4), EI-FeO2=Pt (5), ES-FeO2=Pt (6),
E-FeO2=FeO (7). Pt, O and Fe atoms are represented by gray, red and blue spheres, respectively. (b) Most stable CO
adsorption configurations at the FeO2=Pt (left) and FeO2=FeO (right) boundaries depicted in panel (a). Pt, O, C and Fe
atoms are represented by gray, red, black, and blue spheres, respectively. Reprinted with permission from [10.211]

the LT and HT regions, respectively, as a function
of oxide coverage. The LT signal reversely scales
with the oxide coverage, in full agreement with re-
action taking place on uncovered areas of Pt(111).
The observed linear relationship also suggests no
(or negligible) oxygen spillover from FeO2 islands
onto the Pt(111) surface. In contrast, CO2 produc-
tion in the HT state goes through the maximum in
the same manner as observed for the CO oxidation
rate at near atmospheric pressures (Fig. 10.35a),
thus providing compelling evidence that the en-
hanced activity must be attributed to the reaction
at the interface between Pt(111) and FeO2 trilayer.

Also, DFT calculations have been performed
to estimate the thermodynamic stability of oxy-
gen at a variety of alternative terrace and boundary
sites, characteristic of Pt-supported FeOx film at
sub-ML coverage. The computational model de-
picted in Fig. 10.36a represents an oxide coverage
of 0:6ML, with an equal proportion of FeO and
FeO2, accounting for the case of large FeOx islands
on the Pt(111) surface. It consists of embedded
FeO2 islands, with trilayer O–Fe–O structure, lo-
cated primarily in the region of the so-called hcp
lattice registry (O ions on-top of surface Pt atoms,
Fe ions in the hollow sites), where the oxygen-rich
film forms the most easily [10.37]. Conversely,
bare FeO(111) is most stable in regions of fcc reg-
istry (both O and Fe ions in three-fold hollow sites
of a Pt(111) substrate). The large unit cell contains
also the region of a bare Pt(111) surface created
by removing the oxide from regions of top registry
(O ions in the hollow sites, Fe ions on-top of a sur-
face Pt), where the stability of a FeOx film is the
lowest [10.37, 222].

While the oxygen extraction thermodynam-
ics identified edge (E-FeO2=Pt and E-FeO2=FeO)
sites as the most plausible candidates to react
with CO (with a small preference for the latter),
the very different characteristics of CO adsorption
(2:05 vs 0:05 eV, respectively) clearly indicates
that these two sites have a different efficiency for
CO oxidation. Since CO binds only weakly to
the FeO2=FeO boundary, the Eley–Rideal reaction
mechanism is anticipated on these sites. Con-
versely, strong CO binding in the direct vicinity
of the FeO2=Pt boundaries makes the Langmuir–
Hinshelwood mechanism operative. Although in
the latter case CO and O binding characteristics are
close to those obtained on the bare Pt(111) surface,
the FeO2 oxide phase provides O atoms which do
not suffer from the CO blocking effect which, oth-
erwise, poisons the CO oxidation reaction on the
bare Pt surface.

Certainly, for the rate enhancement to occur
CO must adsorb sufficiently strongly, otherwise it
desorbs intact before reaction with oxygen. There-
fore, weakly adsorbing metal surfaces, such as
Ag(111), do not show such effect as previously re-
ported for ZnO(0001) films [10.223]. Accordingly,
using oxygen binding energy as a principal de-
scriptor for CO oxidation over ultrathin oxide films
seems to be valid only for the systems exhibit-
ing relatively weak CO adsorption which does not
compete for oxygen adsorption sites. In the case of
systems exposing a metal/oxide interface, the re-
activity may be considerably enhanced by metals
strongly adsorbing CO like Pt. In such cases, the
model of overlapping states [10.224] seems to be
fairly predictive, suggesting high activity when the
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desorption profiles for each individual molecule
reacting at the surface overlap.

Reprinted with permission from [10.211]. © 2015 John
Wiley and Sons.

10.4.4 Olefin Hydrogenation
over Pd=Fe3O4(111)

Reprinted with permission from [10.225], © 2013
American Chemical Society.

Real catalytic processes often require small
amounts of some additives (promoters), such as
e.g., alkali metals or halogens [10.100], that en-
sure high catalytic activity and selectivity. The role
that these compounds play at a microscopic level
remains unclear for most of the known catalytic
systems in operation. One of the most important
coadsorbates, particularly in hydrocarbon chem-
istry, is carbon resulting from decomposition of
the reactants. Accumulation of carbon was recog-
nized to considerably affect the activity and the
selectivity in hydrocarbon conversions promoted
by transition metals [10.226]. In our studies, by
comparing the hydrogenation activity of clean and
C-containing Pd nanoparticles we addressed the
underlying microscopic mechanisms of C-induced
changes in the catalytic performance for hydro-
genation of olefins [10.227–229].

Hydrogenation rates of cis-2-butene over
clean and C-containing Pd nanoparticles sup-
ported on Fe3O4.111/=Pt.111/ film are shown in
Fig. 10.37a. Pd nanoparticles were saturated first
with deuterium to form both surface and sub-
surface D species [10.230] and then short pulses
of cis-2-butene were applied. Clean Pd nanopar-
ticles exhibit high hydrogenation activity for an
initial short period of time (a few butene pulses),
after which it drops to zero. In contrast, if car-
bon was deposited on Pd nanoparticles before the
reaction, a sustained hydrogenation rate was ob-
served. Using CO as a probe molecule for different
adsorption sites, it can be shown that deposited
carbon modifies the low-coordinated site such as
edges and corners [10.230]. However, it is not clear
whether carbon resides on the surface or might
penetrate into the subsurface region as predicted
theoretically [10.231]. This effect demonstrates the
exceptional importance of carbon for olefin hy-
drogenation, which can be carried out in a truly
catalytic fashion for many turnovers, only on C-
containing Pd nanoparticles.

The role of carbon in promotion of sustained
hydrogenation was rationalized by employing tran-
sient molecular beam experiments and resonant
nuclear reaction analysis (rNRA) for hydrogen
depth profiling. First, we obtained the first direct
experimental evidence that the presence of H(D)
absorbed in the Pd particle volume is required for
olefin hydrogenation, particularly for the second
half-hydrogenation step [10.227], in agreement
with previous experimental evidences [10.232].
This result explains the high initial hydrogenation
rates, observed on the clean particles fully satu-
rated with D, and vanishing hydrogenation activity
in steady state because of the depletion of the sub-
surface D reservoir (Fig. 10.37a). Apparently, the
inability to populate subsurface D sites arises from
hindered D subsurface diffusion through the sur-
face covered with hydrocarbons. Further, it was
shown that even a submonolayer coverage of car-
bon significantly affects the H(D) depth distribu-
tion in Pd particles [10.227]. Based on these obser-
vations, and on the analysis of the hydrogenation
kinetics [10.229], we attribute the sustained hydro-
genation activity to facilitation of H(D) diffusion
into the particle volume by deposited carbon.

The proposed mechanism was confirmed both
theoretically and experimentally [10.233, 234].
Computational studies on Pd nanoclusters demon-
strated that deposited carbon dramatically en-
hances the hydrogen diffusion rate into subsur-
face, mainly due to a local elongation of Pd–Pd
bonds and a concomitant lowering of the activa-
tion barrier [10.233]. This dramatic reduction of
the activation barrier can account for the experi-
mentally observed unusual promotion of sustained
hydrogenation activity by carbon. In contrast, the
lateral rigidity of the extended Pd(111) surface was
predicted to hinder this effect, in agreement with
experimental observations [10.228]. The results
demonstrate the conceptual importance of atomic
flexibility of sites near particle edges, which, in
contrast to intrinsically rigid regular single crystal
surfaces, play a crucial role in H subsurface diffu-
sion on Pd.

Finally, we provided direct experimental ev-
idence for a faster subsurface H diffusion
through C-modified low-coordinated surface sites
on Pd nanoparticles by probing the diffusion
rate via H2CD2! HD exchange in different
temperature regimes [10.234]. It was previously
shown [10.230] that the formation of HD can oc-
cur either via recombination of two surface H and
D species or an involvement of subsurface H or
D species. The latter pathway dominates at low
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temperatures between 200 and 300K. Our exper-
imental results are consistent with the scenario
implying that one subsurface atom (H or D) re-
combines with a surface-adsorbed atom to form
HD. In the case of slow subsurface H(D) diffusion,
the formation rate of subsurface species will be
the limiting step in HD production, and can, there-
fore, be addressed by probing the rate of isotopic
scrambling.

Figure 10.37c shows the steady state HD for-
mation rates at 260 and 320K on clean and C-
modified Pd nanoparticles. C–modification of the
particles edges was found to affect the HD forma-
tion rate in a dramatically different way for two
reaction temperatures: whereas at 320K pread-
sorbed C reduces the overall reaction rate by about
30ı, the reaction rate increases by about 100ı at
260K on the C-modified particles. The decreased
HD formation rate at 320K, where HD formation
is dominated by the recombination of the surface
H and D species [10.230], can be rationalized as
a consequence of the blocking of surface adsorp-
tion sites by carbon. Interestingly, even though
a part of the surface is blocked by carbon, the HD
formation rate is significantly increased at 260K,

where desorption involves at least one subsurface
H(D) species. This effect can be explained only by
the higher formation rate of the subsurface H(D)
species on the C-modified particles, resulting in
a higher steady state concentration.

Such insight allowed us to identify an excep-
tionally important role of carbon in hydrogenation
chemistry on nanostructured catalysts that was pre-
viously not clearly appreciated. According to our
model, small amounts of carbon modify the low-
coordinated surface site of Pd nanoclusters (edges,
corners), thus allowing for effective replenishment
of subsurface H in steady state and enabling sus-
tained hydrogenation. These results also highlight
the crucial role of subsurface H diffusion, which
is a strongly structure-sensitive process on Pd
surfaces, in hydrogenation of the olefinic bond.
Computational studies suggest that the atomic flex-
ibility of the low-coordinated surface sites is an
important structural feature that is responsible for
easy subsurface diffusion of H under operation
condition.”

Reprinted with permission from [10.225], © 2013
American Chemical Society.

10.5 Oxide Films Beyond UHV

Reprinted with permission from [10.60]. © 2019 Mate-
rials Research Society.

“The investigations discussed so far were limited
to systems studied under UHV conditions which
immediately poses the question how these results
relate to oxide systems at ambient conditions such
as an aqueous environment. In the following we
illustrate how such well-defined systems prepared
under UHV conditions can be used to study the
properties of the oxide surfaces under ambient con-
ditions.

10.5.1 Alkaline Earth Oxides, Iron Oxides
and Silica Out of UHV into Solution

Stability and Dissolution of Thin Oxide Films
in Aqueous Environment

A variety of technologically important processes,
such as catalyst preparation by wet impregnation,
involve processes at the liquid/oxide interface.
Aiming at the investigation of such processes us-
ing well-defined thin oxide films the system has to
be stable under the specific environmental condi-

tions of interest. For surface science investigations
in particular, it is desirable that the structural or-
der is maintained. Since the chemical properties
of (most) oxide thin films are similar as those
of the corresponding bulk analogues, their stabil-
ity and dissolution behavior is expected to fol-
low the same trends. Dissolution rates for oxide
thin film samples can be derived from the mea-
sured decrease of film thickness upon exposure
to aqueous solution, which can straightforwardly
be determined from the intensities of the oxide
and substrate XPS or AES (Auger electron spect-
troscopy) emissions.

XP spectra (O 1s and Si 2p regions) taken af-
ter exposing bilayer SiO2=Ru to deionized water at
90 ıC, and NaOH(aq) at 25 ıC for various times are
displayed in Fig. 10.38a [10.204]. Clearly, deion-
ized water (pH 7) does not affect the film structure
to any significant extent, even at elevated tem-
perature. While a small shift of all silica-related
XP peaks to higher BE, which reflects a slight
change in the electronic structure of the system
(band bending), is noted, neither the Si 2p nor
the O 1s peaks suffer any loss of intensity. In
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Fig. 10.37a,b Hydrogenation rate of cis-2-butene at 260K over clean (a) and C-precovered (carbon adsorbed at Pd
nanoparticle edges) (b) model catalysts Pd=Fe3O4=Pt.111/. (c) The steady state HD formation (H2CD2! 2HD) rates
obtained on the pristine and C-precovered Pd nanoparticles supported on Fe3O4=Pt.111/ at 260 and 320K. Reprinted
(adapted) with permission from [10.234]. Copyright (2011) American Chemical Society. (d) Proposed reaction mecha-
nism of olefin hydrogenation on Pd nanoparticles
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Fig. 10.38 (a) Evolution of O 1s (left) and Si 2p (right) XP spectra of SiO2=Ru.0001/ samples as a function of time of
exposure to (top) deionized water at 90 ıC, and (bottom) 0:1M NaOH at 25 ıC. (b) Peak intensity ratios of Si 2p relative
to Ru 3d for bilayer SiO2=Ru samples exposed to aqueous NaOH solutions at pH 13 and various temperatures (left) and
varying pH at 90 ıC (right) as a function of time spent within the aqueous environments. Reprinted from [10.204], with
permission from Elsevier. (c) Left: Dissolution of MgO.001/=Ag.001/ films (initial thicknesses corresponding to the
values at time D 0 s) in various environments plotted as MgO film thickness vs. time of exposure to solutions; black:
0:01M NaOH solution (pH 12), blue: Millipore water (pH 6), red: 0:01M HCl solution (pH 2). (c) Right: Dissolution of
MgO.001/=Ag.001/ in 0:01M NaOH. Reprinted from [10.235], with permission from Elsevier. (d) Air-STM images of
Fe3O4.111/=Pt.111/ taken after transfer from UHV to air (left), after 60min exposure to 0:1M HCl, pH 1 (middle) and
after 60min exposure to NaOHaq, pH 10 (right)

contrast, the intensity of both peaks decreases sig-
nificantly, even at 25 ıC, when the silica bilayer
is exposed to alkaline media (NaOH, pH 13). The
equal relative signal intensity loss of Si and O
peaks observed with time of exposure allows to
conclude that, in accordance with general expe-
rience, the dissolution process in alkaline media
can be described as the OH� catalyzed hydroly-
sis of SiO2 (SiO2C 2H2O! H4SiO4). One can
further state that the bilayer SiO2=Ru films re-
semble the dissolution behavior of other, more
abundant forms of silica (quartz, amorphous sil-
ica), which are found to be practically insoluble in
the neutral pH range, and more strongly soluble in
alkaline conditions. From more systematic studies
of dissolution as a function of temperature and pH
(Fig. 10.38a, lower part) it is clear that removal of
SiO2 from the sample shows a preference for larger
values of both parameters, which is also quali-

tatively consistent with the behavior noted from
bulk-phase silica analogues [10.236]. The dissolu-
tion rates for the thin film sample can be modeled
by the general silica dissolution rate model de-
rived by Bickmore et al. [10.236], which accounts
for variations in pH, temperature, and the cover-
age of neutral (	Si�OH) and deprotonated (	Si�O�)
silanols. Because the silica film is hydrophobic and
lacks significant initial silanol coverage, the lat-
ter two contributions can be neglected and the rate
equation simplifies to

dSi

dt

mol

s
D e6:7˙1:8Te

�77:5˙6:0
RT ŒOH��:

A comparison of the dissolution rates predicted
from that relation to those estimated on the basis of
the initial rates of Si XPS peak attenuations from
the thin films shows good agreement between the
model and the experiment [10.204]. From this, it
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is concluded that dissolution of the film in alkaline
media is initiated by OH� attack at Si centers. Note
that this leads to rupture of siloxane bonds. Thus,
the initial step in the dissolution process can qual-
itatively be described by models that are similar
to those used to explain electron-assisted hydrox-
ylation of the silica film (Fig. 10.28f). In general,
the silica bilayer films were found to be stable (i.e.,
negligible dissolution rates observed) at room tem-
perature in acidic and neutral aqueous solutions,
and in alkaline media up to pH 10 [10.204].

MgO is a basic oxide (point of zero charge
(PZC) in the pH 10 range) and therefore ex-
pected to be more stable in alkaline media than
in neutral and acidic environment [10.237]. Re-
sults of dissolution experiments performed with
MgO.001/=Ag.001/ thin films are presented in
Fig. 10.38b, where the variation of MgO film
thickness as a function of time is displayed for
exposure to acidic (pH 2, 0:01M HCl), alka-
line (pH 12, 0:01M NaOH) and close to neu-
tral (pH 6, Millipore water) environments, respec-
tively [10.235]. The data shown in Fig. 10.38b is
consistent with the expected faster dissolution of
MgO in acidic media. In fact, in 0:01M HCl so-
lution the dissolution is so fast that a 11ML thick
filmwas completely dissolved within the first 5 s of
exposure. The dissolution rate is smaller at pH 6;
however, even under these conditions a 13ML thin
MgO film was completely dissolved within 5 s of
exposure. During the same period, only 3MLMgO
were dissolved from the MgO sample upon expo-
sure to alkaline (pH 12) solutions. For the latter, the
dissolution behavior was studied for prolonged ex-
posures (up to 90min), the results of which show
that the dissolution is initially fast and consider-
ably slows down with time, until a stable surface
state is obtained after 20�30min of exposure. This
suggests the formation of a brucite (Mg.OH/2)-
like passivating surface layer during exposure to
alkaline solution, for which dissolution rates are
considerably smaller than for MgO [10.238]. Be-
cause of the partial dissolution, and transformation
of the surface layers into a hydroxide, MgO films
exposed to alkaline media are subject to strong re-
structuring. Even if the crystallinity of the films
can partially be recovered by annealing at elevated
temperature, the initial structure of the MgO(001)
films cannot be restored [10.235].

Iron oxides are, according to the correspond-
ing Fe-water Pourbaix diagram, stable in aqueous
solutions in a wide range of pH. Thus, it is not
surprising that also thin iron oxide films are very
stable in aqueous solutions. As an example, STM

images taken in air from Fe3O4.111/=Pt.111/
films, which have been prepared in UHV and sub-
sequently transferred to air ambient and exposed
to aqueous solutions (pH 1, 0:1M HCl and pH 10,
NaOHaq) for 1 h, are shown in Fig. 10.40c [10.239,
240]. These images reveal that the island-terrace-
step structure of the thin film remains intact. Fur-
thermore, the step edges run straight along the
crystallographically preferred directions and the
terraces are atomically flat. XPS taken from the ex-
posed films indicates a slight oxidation of the sur-
face, but this does obviously not lead to structural
modifications. Both, Fe3O4.111/=Pt.111/ and bi-
layer silica films (and to a limited extent also
MgO.001/=Ag.001/) are therefore well suited for
further investigations of processes involving ox-
ide-liquid interfaces.”

Reprinted with permission from [10.60]. © 2019 Mate-
rials Research Society.

Surface Science Approach to Catalyst
Preparation: Pd–Fe3O4 as an Example

In Sect. 10.4.4 we have already shown that Pd nanopar-
ticles deposited on a Fe3O4.111/ surface are good cata-
lysts for hydrogenation reactions. The system discussed
above was prepared by physical vapor deposition of Pd
atoms onto the oxide surface under UHV conditions.
However, almost all supported catalysts employed in-
dustrially are prepared by wet-chemical methods such
as impregnation, deposition–precipitation, spreading,
and ion exchange [10.74]. The first step in a commonly
applied wet-chemical catalyst preparation procedure
consists of the interaction of the support with precur-
sor solutions that contain the metal component in the
form of salts or complexes. This is followed by drying,
calcination and reduction steps, which are necessary to
transform the adsorbed metal precursor into the catalyt-
ically active phase. Among other approaches, thin oxide
films have recently been used to model typical catalyst
preparation procedures with flat, single-crystalline sub-
strates [10.235, 239–242].

With Fe3O4.111/=Pt.111/ as support, the prepa-
ration of supported Pd nanoparticles using PdCl2 as
a precursor has been studied [10.239, 240]. The spe-
ciation of PdCl2 in aqueous solutions has been the
subject of intense research in the past. In strongly
acidic conditions, the tetrachloro complex PdCl2�4 is
the most abundant species (Fig. 10.39a). Upon hydrol-
ysis, the chlorine ligands are gradually replaced by
aqua or hydroxo ligands, leading finally to Pd.OH/2�4
species in strongly basic medium [10.243, 244]. Neutral
Pd complexes of the kind [PdCl2.H2O/2] are formed at
an intermediate stage of hydrolysis. These complexes
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Fig. 10.39 (a) pH-dependent speciation of PdCl2 in aqueous solution. (b) STM images (75� 75 nm2) of Pd nanoparti-
cles on Fe3O4.111/ obtained by exposure of freshly prepared Fe3O4.111/=Pt.111/ to PdCl2 solutions of different pH
followed by drying and annealing at 600K in UHV. (c) Schematic representation of the adsorption of Pd-complexes on
oxide surfaces in acidic (pH below the PZC of the oxide) and alkaline media (pH above the PZC of the oxide)

are most probably responsible, because of their ten-
dency for polymerization (! polynuclear Pd-hydroxo
complexes, PHC), for the formation of colloidal par-
ticles [10.245], seen with the appearance of the dark
brown color of the Pd solution (Fig. 10.39a). The pH at
which formation of PHC’s sets in can be slightly var-
ied by changing the Pd2C and Cl� concentration. The
strong influence of the solution pH on the Pd load-
ing and the particle morphology is demonstrated by
means of the STM images displayed in Fig. 10.39b.
These images were obtained following exposure of the
Fe3O4.111/ films to precursor solutions (5mM PdCl2)
exhibiting different pH (as indicated in Fig. 10.39b),
and subsequent thermal treatment at 600K in UHV,
which transforms the adsorbed Pd precursor into Pd
particles. First, the samples prepared with the low pH
solutions (pH 1.3–2.5), where the influence of PHC’s
can be excluded, are considered. The trend toward
higher Pd loading and slightly increasing Pd particle
size with increasing pH is obvious and in agreement
with results obtained for similar preparations carried
out with powder samples [10.246]. Within the strong
electrostatic adsorptionmodel (Fig. 10.39c, top), which
seems to be applicable for the given conditions (nega-
tively charged precursor and positively charge support
surface, PZC of Fe3O4 is � pH6.5) the suppression of
Pd precursor adsorption at low pH, which results in low
Pd loading, is typically explained by the lowering of
the equilibrium adsorption constant as an effect of the
higher ionic strength of the strongly acidified precursor
solution [10.247].

While small and homogeneously distributed Pd par-
ticles are formed following exposure to the low pH
solutions, a high Pd loading and large Pd particles
are obtained if the pH4.7 precursor solution is applied
(Fig. 10.39b). At first glance, this result might be re-
lated to the adsorption of colloidal particles present
in the precursor solution. However, deposited particles
could not be identified by STM directly after deposi-
tion. Therefore, a different adsorption mechanism for
the Pd precursor needs to be considered at this pH con-
ditions. Since at pH4.7 the Fe3O4 surface is essentially
uncharged and a considerable fraction of the solution
species is charge-neutral, a strong chemical interaction
via hydrolytic adsorption of the precursor complexes
could be the reason for the high Pd loading. With the
basic pH10 precursor solution the Pd loading decreased
again and a particle size distribution that is more ho-
mogeneous as compared to the one obtained with the
pH4.7 precursor solution was obtained. Since both the
oxide surface and the solution complexes are negatively
charged in this case, electrostatic adsorption is believed
to play a negligible role and the adsorption of Pd occurs
mainly via hydrolytic adsorption of the Pd-hydroxo
complexes on the surface hydroxyl groups (Fig. 10.39c,
bottom). Copyright Springer [10.242].

More detailed studies regarding the stepwise de-
composition of the adsorbed precursors into metallic
nanoparticles were conducted with samples prepared
by exposure to pH1.3 and pH10 precursor solu-
tions, respectively [10.239, 240]. As an example, the
results obtained with the alkaline precursor solution
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Fig. 10.40 (a) STM images (100� 100 nm2) and (b) corresponding Pd 3d XP spectra of a Fe3O4(111)/Pt(111) thin film
surface acquired after exposure to Pd precursor solution (5mM PdCl2, pH 10) and subsequent drying (RT, top), after
drying at 390K (middle), and subsequent heating to 600K (bottom). (c) IRA spectrum taken after adsorption of CO
at 80 K on a Pd=Fe3O4.111/ model catalyst prepared by exposure to pH 10 PdCl2 precursor solution. (d) STM image
(100�100 nm2) of Pd=Fe3O4.111/ prepared by physical vapor deposition of Pd onto a Fe3O4.111/ surface modified by
treatment with NaOH solution. After [10.242]

are reproduced in Fig. 10.40a (STM) and Fig. 10.40b
(XPS) [10.240]. An STM image of the Fe3O4.111/
surface following exposure to the precursor solution
(2mM PdCl2, pH 10) and subsequent water rinsing
and drying shows an apparently clean oxide surface
with the typical morphological features of Fe3O4.111/
(Fig. 10.40a, top). However, the corresponding XPS
spectrum confirms the presence of Pd on this surface
(Fig. 10.40b, top). Obviously, the adsorbed precursor
complexes are homogeneously distributed across the
surface and cannot be individually resolved in STM.
The two Pd 3d5=2 photoemission signals identified at

337:8 and 336:5 eV BE can be assigned to Pd-hydroxo
and PdO species, respectively. It has to be mentioned
that the high BE component was found to be sensitive to
x-ray irradiation, and the PdO component identified at
this stage of the preparation results most probably from
x-ray induced decomposition of the Pd-hydroxide into
PdO. Only mild drying at 390K completely changes
the surface morphology, which displays small particles
with an average diameter of 2:5�3 nm (Fig. 10.40a,
middle). This morphological change is accompanied by
an almost complete transformation of the adsorbed Pd-
hydroxide precursor into PdO, as deduced from the loss
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of the high BE component in XPS and the concurrent
increase of the 335:9 eV feature (Fig. 10.40b, middle).
Finally, fully reduced Pd particles (particle diameter:
3�7 nm) are found after further thermal treatment at
600K (Fig. 10.40a,b, bottom). These particles contain
some carbon contamination remaining from the prepa-
ration process, which can be eliminated by oxidation
at 500K in 1� 10�6 mbar O2. Subsequent reduction in
CO atmosphere restores the metallic state, which then
presents CO-IRAS signatures typical for supported Pd
nanoparticles (Fig. 10.40c) with two bands arising, re-
spectively, from on-top bound (2105 cm�1) and bridge-
bonded CO (1990 cm�1) [10.248]. Alternatively, the fi-
nal reduction step was performed in H2 instead of CO
atmosphere, which led to the formation of bimetallic
Pd–Fe particles due to strong metal support interaction
(SMSI). This modification can be easily understood on
the basis of the catalytic action of Pd in providing H
atoms for reduction of the Fe3O4 support via H2 disso-
ciation and H spill-over. Iron atoms from the reduced
support then migrate into the Pd particles.

An important question to ask at this point is whether
or not the morphology of a model catalyst prepared
by wet-chemical procedures as described above dif-
fers from that of a corresponding model catalyst pre-
pared exclusively in UHV. In other words, does the
nature of the precursor (single atoms in UHV vs.
metal complexes in solution) or the support proper-
ties (clean surface in UHV vs. a surface modified by
exposure to precursor solution) affect the properties
of the activated model catalyst? In order to answer
this question two additional Pd=Fe3O4.111/model cat-
alysts were prepared: One, where Pd was deposited
onto a clean Fe3O4.111/ support in UHV by vapor de-
position (Pd=Fe3O4(UHV), Fig. 10.40d), and another
one, where Pd was deposited by vapor deposition onto
a Fe3O4.111/ surface following a treatment with NaOH
(pH12) solution (Pd=Fe3O4(hydr), Fig. 10.42b,e). The
NaOH treatment was applied in order to achieve a sur-
face functionality comparable to the solution deposition
experiment. Inspection of the corresponding STM im-
ages (Fig. 10.40d,e) reveals differences between the two
samples with respect to the arrangement of the Pd par-
ticles and the particle size distribution. While the Pd
particles are uniform in size and arranged in an al-
most perfect hexagonal array on the clean Fe3O4.111/
surface, the surface order is lost on the pretreated
Fe3O4 surface and a deviation from the normal particle
size distribution is apparent. Most notably, the mor-
phology of the Pd=Fe3O4(hydr) sample (Fig. 10.40e)
closely resembles that of the model catalyst prepared

by deposition of Pd from the pH10 precursor solu-
tion (Fig. 10.40a, bottom). This finding suggests that in
the present case the morphology of the activated model
catalyst is mainly governed by the interfacial proper-
ties, and not by the nature of the precursor. The more
heterogeneous sintering of Pd particles on the modi-
fied surfaces is attributed to the presence of hydroxyl
groups and the existence of a variety of adsorption sites
with differing Pd adhesion properties [10.240], Copy-
right Springer [10.249].

10.5.2 Water/Silica Interface

To date, most of the research on silica bilayers has
been performed in idealized ultra-high vacuum environ-
ments. These conditions provide a high degree of exper-
imental control which enables unambiguous structural
assessment. Yet real world applications of silica and its
derivatives demand higher pressures and temperatures
and occur under ambient condition. Recent research
on silica bilayers beyond ultra-high vacuum addresses
these practical considerations by bridging the gap be-
tween UHV and ambient.

In order to bridge such gap, the structure of sil-
ica has been investigated with high-resolution liquid
atomic force microscopy (AFM). Silica films are grown
in UHV and subsequently transferred through ambi-
ent to the liquid environment (400mM NaCl solution).
Figure 10.41 shows images of the bilayer silica struc-
ture attained with ultra-high vacuum STM and high
resolution liquid-AFM [10.250]. The low-temperature
UHV STM images exhibit atomic resolution of the
silica structure while the resolution of the room tem-
perature liquid-AFM images allows to identify the ring
structures. The structures appear remarkably similar as
confirmed quantitatively from pair distribution func-
tions of the ring center positions. These results show
that the silica film is structurally robust against am-
bient and aqueous conditions; this result is consistent
with the conclusions of the previous study which found
the silica bilayer film to be exceptionally stable against
hydroxylation [10.199]. In contrast, many UHV sur-
face structures are not stable under ambient conditions
due to unsaturated bonds [10.198, 235]. The stability
of the silica bilayer makes it an optimal playground
to test the resolution of liquid AFM as the amorphous
structure circumvents the common challenge of dis-
tinguishing between true atomic resolution and lattice
resolution [10.251]. Furthermore, establishing the sta-
bility of the silica bilayer under ambient conditions
opens the door to future device applications.
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Fig. 10.41a–d An amorphous silica bilayer film with atomic resolution of silicon atoms by STM in UHV (a) and ring
resolution by liquid-AFM in (d). Both images have a scan frame of 5 nm� 5 nm. Red, orange, and yellow measurement
bars show examples of ring center–center distances for the first three families of ring neighbors identified in the amor-
phous silica bilayer. Several individual rings are marked in each image. (d) Reprinted from [10.250], with the permission
of AIP Publishing. The measurement in (a) has been obtained with a custom-made low temperature ultra-high vacuum
STM shown in (b) while (d) has been taken with a commercial liquid-AFM photographed in (c)
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Fig. 10.42 (a) Top and side view of a boron nitride layer in comparison to the silica bilayer (b) and (c). In contrast to
graphene both shown 2-D materials are wide band-gap insulators. (d) Schematic of the transfer procedure: silica bilayer
on ruthenium substrate, spin coating of system with polymethyl methacrylate (PMMA) layer, mechanical exfoliation
of PMMA, silica adheres to PMMA layer, silica supported on PMMA layer, placing the PMMA-supported silica layer
on clean Pt(111) substrate, subsequent heat treatment, after PMMA removal, silica is supported on Pt(111) substrate.
Reprinted (adapted) with permission from [10.57]. Copyright (2016) American Chemical Society

10.5.3 Peal-Off Experiments
with Silica Films

Silica bilayers are an ideal candidate material for in-
clusion in two-dimensional nanoelectronic heterostruc-

tures due to its insulating character and high degree of
structural integrity under ambient conditions [10.252].
Novel nanoelectronic heterostructure devices are de-
signed with tailored properties by bottom-up produc-
tion which combines two-dimensional insulating, semi-
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conducting, and conducting materials. Numerous op-
tions exist for two-dimensional semiconductors, yet
to date hexagonal boron nitride is the most widely
used two-dimensional insulator. Silica bilayers are wide
band-gap insulators with band gaps on the order of
6:5�7:3 eV [10.253, 254] and provide a two-dimen-
sional analog of the SiOx insulating layer used in the
semi-conductor industry. In order to use bilayer sil-
ica for nanoelectronic devices, transfer of the bilayer
from the growth substrate is necessary. This proce-
dure has been sketched in Fig. 10.42. Silica bilayers

are grown on Ru(0001) in vacuum and subsequently
moved to ambient [10.57]. The silica bilayer has been
successfully transferred to a new Pt(111) substrate via
polymer assisted mechanical exfoliation. The trans-
ferred sample is heated to remove polymer residue and
the structural integrity of the silica film is maintained
throughout the process. With this achievement, silica
has been added to the toolbox of two-dimensional ma-
terials for nanoelectronics, bridging the gap between
fundamental structural studies and technological appli-
cations.

10.6 Conclusions

In this chapter we have compiled a range of experimen-
tal results to address some of the important questions
that need to be understood if aiming at an atomistic
understanding of chemical processes at oxide surfaces.
The experiments described here use well-defined, sin-
gle crystalline oxide films as model systems, which
were proven to be suitable to address the properties
of oxide surfaces and allow for their characterization
with the rigor of modern surface science methodology.
The basis for the atomistic understanding is a detailed
knowledge of the structural properties of the system
at hand. Using some selected systems, we have shown
how the machinery of modern surface science can be
used to determine the structural properties of oxide
surfaces. It is important to emphasize the increased
complexity of oxide surface structures in comparison
to metals and we have addressed some of these such as
surface termination and defect structures, among oth-
ers. Oxides cover a wide range of chemical and physical
materials properties from wide band-gap insulators to
metallic systems. We provide some examples how the
properties of the oxides can be tuned focusing on the
ability to control charge transfer processes at the sur-
face of oxides using the film thickness or appropriate
doping of the system as exemplified for alkaline earth
oxide surfaces. Oxide surfaces play a pivotal role in
heterogeneous catalysis not only as support for transi-

tion metal nanoparticles but also as catalytically active
phases. In addition, alterations of the surface structure
may occur by reaction of the surface with gas phase
species not necessarily being educts of the chemical
reaction. To this end as well as because of its great
importance for a variety of technological and natural
processes, the interaction of water with oxide surfaces
is of great interest. We have compiled a variety of ex-
perimental results to indicate the level of information
that may be obtained. Furthermore, as an example for
transition metal oxide surfaces we allude to vanadia in
order to show how a detailed characterization of sur-
face species on model systems can help to gain insight
that may also be transferred onto more complex pow-
der systems. Apart from these studies we demonstrate
the ability to study the kinetics of chemical reactions
on such model systems in great detail using molecular
beam techniques. The model systems also lend them-
selves to studies at elevated pressures to learn about
modifications of the surface under those conditions,
which may have direct consequences for the chemical
reactivity of the system. Finally, we discuss the pos-
sibility to transfer these systems prepared under UHV
conditions into the ambient, exemplifying this by dis-
cussing the growth of metal nanoparticles from solution
as well as the ability to peal silica films off the support-
ing metal surface.
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Part C encompasses six chapters devoted to surface
electronic structure, presenting both experimental and
theoretical points of view. A number of experimental
techniques and related state-of-the-art theoretical meth-
ods are described. This field is characterized by a strong
interaction between experiment and theory, since the
latter is required to interpret the complexities often
encountered in experimental findings. A lack of corre-
spondence between theoretical and experimental results
also points to the need to refine the theory of surface
electronic structure to make it accurate enough to use
for reliable predictions in the future.

Chapter 11 initially describes the experimental
methods of photoemission and inverse photoemission
spectroscopy, which are widely used to investigate filled
and empty electronic states, respectively. Group the-
ory, dipolar theory, and the relevant selection rules are
then applied to explain the observed spectra of CO in
the gas phase and when adsorbed on metal surfaces.
In the second part of the chapter, x-ray photoelectron
spectroscopy and core-level shifts are introduced, and
examples are given of the possible effects that may be
observed and identified from the changes in the chem-
ical environments of adsorbates on both metallic and
organic substrates.

Chapter 12 describes electronic states at vicinal sur-
faces of metals. The presence of ordered sequences
of terraces and steps generates a high density of step-
based atoms with identical coordination numbers that
are lower than and relaxations that differ from those
of the atoms on the terrace, causing well-defined core-
level shifts. Moreover, the presence of atomic steps
leads to a periodic modulation of the surface poten-
tial, which in turn results in scattering and ultimately
the confinement of the surface electronic states. Inter-
estingly, one-dimensional quantization across the steps
is also observed. Therefore, all of the electronic lev-
els of the atoms in the steps are affected, from deep
core levels to surface states. This influences physical
and chemical phenomena at the surface/vacuum inter-
face, such as chemical reactions and epitaxial growth.
Detailed studies are performed either with samples cut
at a specific miscut angle, which produces a vicinal
surface with specified high Miller indices, or using
curved surfaces through which a number of vicinal
surfaces with varying high Miller indices can be ac-
cessed. At least in principle, stepped surfaces allow
the surface electronic structure to be tailored almost at
will.

Chapter 13 reviews the use of low-energy and
photoemission electron microscopes and their applica-
tion to the investigation of model systems of interest
for nanotechnology, nanomagnetism, materials science,

catalysis, energy storage, thin films, and 2-D materi-
als. After an historical overview of these techniques, the
chapter describes their basic operating principles, pro-
cedures for extracting spectroscopic information, and
the origin of contrast in the images. A number of ex-
amples are presented to illustrate state-of-the-art capa-
bilities, such as the identification of graphene domains
with different thicknesses and the magnetic imaging of
Fe nanowires.

Chapter 14 is devoted to scanning photoelectron
microscopy. In order to achieve the desired lateral reso-
lution without losing spectral resolution, it is necessary
to use third-generation synchrotron light sources. High
spatial resolution can be achieved by either magnifying
the image of the irradiated surface area using a suit-
able electron optical system, as described in Chap. 13
(LEEM and PEEM), or—as explained here—by de-
magnifying the incident photon beam to a very small
spot using x-ray photon optics and scanning the beam
over the crystal surface. Under realistic conditions,
subnanometer spatial resolution can be attained. The
advantage over optical microscopy is the contrast
achieved with x-ray photoelectron spectroscopy or x-
ray absorption spectroscopy. Many examples are given,
including those illustrating the surface reactivities of
metals used as catalysts and the degradation mechanism
of light-emitting diodes, as well as images of different
nano- and microstructures.

The section ends with two theoretical chapters.
Chapter 15 focuses on topological insula-

tors—materials which are insulating in the bulk
but host topologically protected metallic states at
the surface. Interest in these materials arises from
their possible use in spintronics and quantum com-
puting. This chapter is devoted to natural topological
heterostructures composed of different sublattices,
at least one of which is a topological insulator, and
demonstrates that they all support Dirac surface states.

Chapter 16 covers methods of calculating the ener-
getic ground state and electronic band structure of a sur-
face. First, DFT methods utilizing the local density and
general gradient approximations are introduced. Hybrid
functionals are also discussed. Then the issue of van
der Waals interactions is tackled. Several examples are
presented, ranging from clean single-crystal surfaces to
the adsorption of simple molecules at different surfaces
and recent results on organic adsorbates. The theoretical
results are compared with state-of-the-art experimen-
tal findings showing that the interplay of theory and
experiments has led to the successfully determination
of adsorption sites, geometries, possible surface re-
constructions, molecular orientations, potential energy
barriers, wavefunctions, and vibrational frequencies.
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11. Integrated Experimental Methods
for the Investigation of the Electronic Structure

of Molecules on Surfaces
Andrew J. Yost, Prescott E. Evans, Iori Tanabe, Guanhua Hao, Simeon Gilbert, Takashi Komesu

In this chapter, we introduce the efficacy of
photoemission and inverse photoemission in de-
termining the interactions of adsorbates with
a substrate, with an emphasis on simple adsor-
bates on various metallic and oxide surfaces. We
cover symmetry and selection rules, and how hy-
bridization, bonding, and molecular orientation
affect x-ray photoemission (XPS), angle resolved
photoemission (ARPES), and angle resolved inverse
photoemission (ARIPES). The application of ARPES
and ARIPES in the determination of the orienta-
tion of molecular adsorbates and the wave vector
dependence of the adsorbate molecular orbitals is
addressed. We also address some of the difficulties
associated with photoemission data interpretation
as they relate to initial states and screened and
unscreened final states, surface-to-bulk core level
shifts, and core level satellites. This chapter is
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intended to help those new to photoemission
spectroscopy with a basic understanding of the
photoemission phenomenon and the associated
intricacies that will be encountered in an experi-
mental setting.

11.1 Photoemission Spectroscopy

11.1.1 Introduction to Photoemission

Photoemission spectroscopy is an extremely powerful
technique in the identification and investigation of ma-
terials with reference to their electronic environment
and band structure. This process is also appropriate for
molecular adlayers on materials which can addition-
ally show bonding structure and orientation. Essential
to in-depth studies of materials are ARPES techniques,
which exploit the use of highly plane-polarized inci-
dent light. The combination of highly plane-polarized
incident light and angular resolution means that photoe-
mission selection rules can be applied. This means more
than simply atomic angular momentum conservation,
which restricts resonant photoemission to a change in `,
(orbital angular momentum quantum number), such
that �` = ˙1, but also symmetry selection rules. For
a highly symmetric molecule (as opposed to a molecule
which lacks invariance under applied symmetry opera-
tions), the molecular orbitals will have a photoemission

cross-section that varies with the photoemission geom-
etry and the symmetry of the molecular orbital. This
has a profound consequence for a molecule aligned
along the surface normal, or parallel to the surface and
aligned along a high-symmetry crystallographic axis
of the substrate, as the molecular orientation can be
determined. Similarly, overlapping molecular orbitals
within a material or molecular adlayer can sometimes
be isolated through changing photoemission geometry.
Here, one molecular orbital will have greater intensity
in the photoemission spectra than other closely lying
photoemission features based on selection rules. Vary-
ing photon energy can also be of great benefit, allowing
access to a wider portion of a material’s electronic
states. However, changing photon energy and exploit-
ing highly-polarized light generally implies the need for
a synchrotron light source, although bright laboratory
light sources with polarization capabilities are becom-
ing available. The details of the photoemission process
and the symmetry selection rules follow.

© Springer Nature Switzerland AG 2020
M. Rocca, T.S. Rahman, L. Vattuone (Eds.), Springer Handbook of Surface Science, Springer Handbooks,
https://doi.org/10.1007/978-3-030-46906-1_11
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11.1.2 Symmetry and Selection Rules
in Electron Spectroscopy

Photoemission Spectroscopy and Inverse
Photoemission Spectroscopy

In the past several decades, photoemission spectroscopy
has proven to be a powerful tool to study the band
structure and electronic structure of various types of
materials, including molecular adlayers. There are sev-
eral types of photoemission spectroscopies, dependent
upon the light source, such as a ultraviolet (UV) lamps,
x-rays, or synchrotron radiation. UV photoemission
spectroscopy, which uses ultraviolet photons with en-
ergy below 200 eV, has been a fundamental experi-
mental method to probe the occupied band (valence
band) structure of materials [11.1–11]. When a pho-
ton impinges on a sample, the electrons excited by the
photoelectric effect are ejected into the vacuum with
a kinetic energy, Ekin. From the principle of conser-
vation of energy, one can write the following equation
describing the photoemission process as

Ekin D h��Eb �˚ ; (11.1)

where h� is the incident photon energy, Ebis the bind-
ing energy of the electrons in the sample, and ˚ is the
work function (Fig. 11.1b). An electron energy analyzer
detects the photoelectron kinetic energy, Ekin, and its
angle with respect to the incident light .	iC 	f/ and the
surface .	f; �/ as schematically shown in Fig. 11.1a,
where 	f and � are the polar and azimuthal angles of
the photoelectrons, respectively. The momentum of the
photoelectrons is given as

Ekin D p2

2m
) pD

p
2mEkin (11.2)

and the direction of p=¯ is determined from 	f and
� [11.12].

Inverse photoemission spectroscopy (IPES) [11.14–
23] has been utilized to study the unoccupied electronic
structure of solids (conduction band). In the case of
IPES, an electron with energy Ei impinges the sample
surface, and the electron loses its energy and decays to
an unoccupied bound state with energy Ef, while emit-
ting a photon with the energy h� D Ei �Ef, as shown
in Fig. 11.2. A Geiger–Müller detector can be used
to measure the photon counts while the e-gun sweeps
a range of energy to elicit the photon energy emitted.
If the kinetic energy of the incoming electron, Ei, and
momentum are well defined from the experimental con-
ditions, then the energy of the unoccupied state, Ef, is
determined by the conservation of energy, as seen in
(11.3) below,

Ei �Ef � h� D 0 : (11.3)

Mirror plane
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Fig. 11.1a,b Ultraviolet photoemission spectroscopy.
(a) The photon with energy h� with the incident angle
	i with respect to the surface normal impinges on the
surface of the sample. Then, the photoelectron with kinetic
energy Ekin is emitted with an angle 	f. (b) Sketch of
the photoemission process (Reprinted from [11.13], with
permission from Elsevier)
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Fig. 11.2a,b Inverse photoemission spectroscopy. (a) An
electron with energy Ei with the incident angle 	i with re-
spect to the surface normal impinges on the surface of the
sample. Then, a photon with energy h� is emitted with an
angle 	f. (b) Sketch of the inverse photoemission process
(Reprinted from [11.13], with permission from Elsevier)
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The Theory of Photoemission
Let us consider the transition probability per unit time
between the initial state, �i, and the final state, �f,
given by time-dependent perturbation theory, both for
the photoemission process and the inverse photoemis-
sion process. Recall that the transition probability rate
describes the likelihood of transitioning from one en-
ergy eigenstate to another under the influence of some
perturbation. Assuming a small perturbation H0.t/ due
to the incident photon, the photoemission transition rate
! is calculated by Fermi’s golden rule

! / 2 

¯ jh�f jH0j�iij2 ı .Ef �Ei �¯�/ : (11.4)

The Hamiltonian of an electron in an external electro-
magnetic field is

H D H0CH0 D 1

2m

�
pC eA

c

�2

� eU� e� ; (11.5)

where A and � are the vector and scalar potentials,
respectively, and p is the momentum operator where
pD i¯r. Thus, the perturbation Hamiltonian H0.t/ is
given as

H0.t/D e

2mc
.A � pC p �A/

C e2

2mc2
A �A� e� : (11.6)

By choosing the appropriate condition such that the
scalar potential is zero, � D 0, and neglecting A �A,
which represents the two photon process, which is un-
likely and complicated, and is usually small compared
to p �A terms, i.e., A �A� p �A, (11.6) becomes

H0.t/D e

2mc
.A � pC p �A/ : (11.7)

Now, using the commutation relation, A �pCp �AD 2A �
pC i¯ .r �A/ and setting r �AD 0, because the photon
wavelength is much larger than the atomic dimensions,
we have

H0.t/D e

mc
A � p : (11.8)

In ultraviolet photoemission spectroscopy, one can
adopt the dipole approximation to treat the vector po-
tential A as a constant A0, because the wavelength of
the incident photon is much larger than the radius of the
atom. Therefore, the perturbation Hamiltonian H0.t/ is
finally written as

H0.t/D e

mc
A0 � p : (11.9)

Now, we should make some approximation to analyze
the transition matrix elements h�f jH0j�ii. In the pho-
toemission process, the irreducible representation of the
initial state, �i, is considerably different from that of
the final state, �f, after one electron is ejected by a pho-
ton. Unless it is a hydrogen atom, the systems under
study have many electrons with many degrees of free-
dom mutually interacting with each other. However, we
can adopt an assumption of a one-electron view for the
initial and final wavefunctions instead of the compli-
cated many-body theory to deal with the photoemission
analysis [11.3, 24–29]. When photoelectrons are cre-
ated by photoionization of the various orbitals the initial
wavefunction, �i.N/, is described as the product of
a wavefunction of a single electron which is to be pho-
toemitted, 'i;k, and the wavefunction of the remaining
.N�1/-electrons, � k

i .N � 1/, provided that the system
has N number of electrons. Thus, the N-electron initial
state, j�i.N/i, is

j�i.N/i D j'i;kij� k
i .N � 1/i : (11.10)

Similarly, the final wavefunction, �f.N/, is written as
the product of a wavefunction of the emitted electron,
'f;Ekin , with kinetic energy equal to Ekin and the wave-
function of the rest of the electrons, � k

f;s .N � 1/. Here,
s denotes the number of excited states the remaining
.N � 1/-electrons have, since the final .N � 1/-electron
states should, in general, be different from the initial
one due to energy relaxation. Thus, the N-electron final
state j�f.N/i is

j�f.N/i D j'f;Ekinij� k
f;s .N � 1/i : (11.11)

Then, the transition matrix element becomes

h�fjH0j�ii D h'f;Ekin jH0j'i;ki
� ˝�f;s .N � 1/ j� k

i .N � 1/
˛
: (11.12)

Therefore, the photoemission transition rate ! finally
yields

! / 2 

¯ jh'f;Ekin jH
0j'i;kij2

�
X

s

ˇ̌˝
�f;s .N � 1/

ˇ̌
� k
i .N � 1/

˛ ˇ̌2

� ı .EkinCEs .N � 1/�E0.N/� h�/ ; (11.13)

where E0.N/ is the ground state energy of the N-
electron system.

While the classical vector potential A for the pho-
toemission process generates mostly the same results,
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as it is treated quantum mechanically, the inverse pho-
toemission process requires the vector potential A to be
quantized as

A .x; t/D
X

q

X

r

� ¯c2
2V!q

� 1
2

� "r .q/


ar .q; t/ eiq�xC a�r .q; t/ e

�iq�x� ;

(11.14)

where !q D cjqj [11.30, 31]. This is due to the fact that
the inverse photoemission process is an excited elec-
tron system without an electromagnetic field, which
causes the transition matrix elements of the dipole
operator to become zero in the semiclassical expres-
sion [11.13]. Similar to the initial and final states of
photoemission, for inverse photoemission, the initial
state comprises an electron within a continuum state
with no photons and is expressed as j i; nh� D 0i, and
the final state comprises an electron in a bound state
and a photon with wave vector q and is expressed as
j f; nh�.q/D 1i [11.13].

Symmetry and Dipole Selection Rules
Exploiting symmetry and dipole selection rules gives
us a very useful insight to analyze the transition ma-
trix element presented as (11.12). Table 11.1 shows the
character table for the C2v point group which consists
of the four symmetry operations, E, C2, �v , � 0v . The left
column lists the name of the irreducible representations
A1, A2, B1, B2; known as Mulliken symbols, and the two
columns on the right-hand side of the table comprise ba-
sis functions for the irreducible representations. Since
these basis functions also correspond to the symme-
try of the atomic or molecular orbitals, dipole selection
rules predict, without the direct calculation of the tran-
sition matrix element, which transition is allowed or
not allowed using the symmetry properties of the initial
and final states in solids and the electric dipole oper-
ator of the perturbed Hamiltonian described in (11.9),
especially if polarized light is used. In photoemission
experiments, one can use p- and s-polarized light from

Table 11.1 C2v character table. The Mulliken symbols A1,
A2, B1, B2, are the irreducible representations of the C2v

point group, the row with E, C2, �v , � 0v represents the sym-
metry operations of the group, and the two columns on the
right-hand side of the table represent the basis functions of
the irreducible representations

C2v E C2 �v .xz/ � 0
v .yz/

A1 1 1 1 1 z x2, y2, z2

A2 1 1 �1 �1 Rz xy
B1 1 �1 1 �1 x, Ry xz
B2 1 �1 �1 1 y, Rx yz

C2v E C2 �v .xz/ � 0
v .yz/

A1 1 1 1 1 z x2, y2, z2

A2 1 1 �1 �1 Rz xy
B1 1 �1 1 �1 x, Ry xz
B2 1 �1 �1 1 y, Rx yz

a synchrotron radiation source, which is highly plane
(linearly)-polarized. p-polarized light has its vector po-
tential A parallel to the plane of the sample surface
(the incident beam is perpendicular to sample surface),
and s-polarized light has its vector potential A normal
to the plane of the sample surface (the incident beam
is parallel to the sample surface, at a shallow angle of
incidence). As an integral for an odd function will nec-
essarily be zero, the transition matrix element vanishes
if the product of the functions in h�fj A �pj�ii is orthog-
onal, which occurs when functions belong to different
irreducible representations of a group. In other words,
the direct product of the representations of the initial
and final state wavefunctions should contain the repre-
sentation of the dipole operator A � p [11.13, 32]. The
initial state must be symmetric (even) if the vector po-
tential A is parallel to the mirror plane, and the initial
state must be antisymmetric (odd) if the vector poten-
tial A is normal to the mirror plane.

If we consider a face-centered-cubic (fcc) metal as
an example, then the normal emission along the † di-
rection of the Brillouin zone (the principal direction
[110] at kjj D 0), as depicted in Fig. 11.3, has C2v sym-
metry. Table 11.2 is a result of implementing group
theory to the dipole matrix element [11.32]. For p-
polarized light, parallel to the † direction, the allowed
transitions are of the type †1!†1. For s-polarized
light, perpendicular to the † direction and also paral-
lel to the x direction, the allowed transitions are of the
type †1 ! †3, whereas for s-polarized light, they are
perpendicular to the † direction and also parallel to

z

x

y

U

S

XZWK
Σ

Λ

L

Г Δ

Fig. 11.3 Brillouin zone of the face-centered-cubic (fcc)
lattice. The high-symmetry points and lines are indicated
(Reprinted with permission from [11.32] Copyright (1980)
by the American Physical Society)
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Table 11.2 C2v dipole transitions along the † line of the
Brillouin zone of the fcc crystal. (+) stands for the vector
potential A k †, (0) stands for A? † and A k x, and (X)
stands for A? † and A k y
C2v †1 †2 †3 †4

†1 + � � � 0 X
†2 � � � + X 0
†3 0 X + � � �
†4 X 0 � � � +

C2v †1 †2 †3 †4

†1 + � � � 0 X
†2 � � � + X 0
†3 0 X + � � �
†4 X 0 � � � +

the y direction; the allowed transitions are of the type
†1 ! †4. Here, †1, †2, †3, and †4 correspond to
the irreducible representation A1, A2, B1, and B2, re-
spectively. Therefore, A1 (includes atomic orbitals s, pz,
dz2�r2 ), B1 (this includes atomic orbitals px, dxz), and B2

(this includes atomic orbitals py, dyz/ atomic or molec-
ular orbitals can be observed depending on the light
polarization, but orbitals with A2 symmetry cannot be
observed.

The derivations above are obtained by nonrelativis-
tic dipole selection rules. Taking into account the effect
of spin–orbit coupling suggests the use of relativistic
dipole selection rules [11.33, 34].

As can be seen from the previous example, as-
signment of the irreducible representation can be done
easily once the point group of the system is deter-

y
x

z

0

–5

–10
HOMO

LUMO
2�: 2px, 2py

5σ: 2px +2py

4σ: 2px +2py

3σ: 2s +∆2pz

1�: 2px, 2py

Energy (eV)b)a)

–15

–20

–25

–30

5

–35

Oxygen

Carbon

Fig. 11.4a,b Schematic of the CO molecule. (a) CO molecule without molecular orbitals (top of (a)) and with molecular
orbitals (bottom); (b) 3� , 4� , 1�, 5� , and 2� orbitals and corresponding energy levels calculated using a density func-
tional calculation based on the global hybrid generalized gradient approximation, with the B3LYP functional, and the
6-31G� polarization basis set in the Spartan 160 software package [11.35, 36]

mined by looking at how the state in question behaves
physically under the symmetry operations of the group.
Consider (11.13), as mentioned above, if the direct
product of the irreducible representation of A � p on the
irreducible representation of  i does not cast the initial
state into the same irreducible representation of the fi-
nal state, there will be no intensity as jh fj iij2 D 0.
Again, it is important to understand that the final state
in all photoemission is that of the free electron being
measured by the energy analyzer, which has the irre-
ducible representation A1. Thinking of the electron as
a geometric sphere, the free electron is fully symmet-
ric under all symmetry operators of any point group
which, in general, are forms of mirror and rotation oper-
ations (Cn, �v , �h, i, etc.). The forms of these symmetry
operators can be found elsewhere [11.37, 38]. In terms
of the vector potential for the geometries of diatomic
molecules bonded upright from the surface, if the vec-
tor potential A is parallel to the molecular axis (along z
in Fig. 11.4), A � p typically belongs to the A1 represen-
tation [11.13]. If the vector potential A is perpendicular
to the molecular axis (parallel to x–y plane in Fig. 11.4),
A � p, depending on surface geometry, belongs to the
irreducible representations B1, B2, E1, or E2 [11.13].
While the final state is well defined in general, it is
the initial state which is complicated; here we turn to
molecular orbital theory.
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In molecular orbital theory, we gain the structure
of the molecular orbitals in terms of energy and con-
tributions from atomic orbitals, and from this we can
form the wavefunction of the orbitals and assign sym-
metry. As with homonuclear molecules (N2) the equal
energy atomic orbitals produce molecular orbitals that
have vertical mirror symmetry, as each atomic orbital
equally contributes to each molecular orbital, and this
feature is clearly lacking in the CO molecule. As is
shown in Fig. 11.4, the molecular orbitals of CO all
have some apparent symmetry; however before the as-
signment of irreducible representation of each we must
knowwhich symmetry group the system belongs to, and
interestingly this is different for gas phase and adsor-
bate phase, as we will see in the following examples.

Gas Phase Carbon Monoxide. Gas phase carbon
monoxide belongs to the symmetry group C1v , due
to the molecule containing infinite rotational symme-
try (C1) about the molecular axis in addition to infinite
planes of mirror symmetry (�v ) parallel to the rotational
axis while lacking a dihedral mirror plane, as illus-
trated in Fig. 11.5. The assignment of symmetry groups
quickly becomes complicated for larger molecules and
systems, and the methodology of this assignment can be
found elsewhere [11.37]. Now that the gas phase carbon
monoxide system has been assigned a symmetry group,
we may allot irreducible representations to the molecu-
lar orbitals, as shown in Fig. 11.4, by using the character
table for the symmetry group shown in Table 11.3.

From the character table, we can note that the 3� ,
4� , and 5� occupied molecular orbitals (Fig. 11.4) be-
long to the A1 irreducible representation, as they are
symmetric under the identity operator (E), have in-
finite rotation (C1), and have infinite mirror planes
.�v / W .1; 1; : : : ; 1/. We also note that the 1� occu-
pied orbital belongs to the E1 irreducible representa-
tion due to a lack of infinite mirror plane symmetry:
.2; 2 cos.'/; : : : ; 0/. While assignment of symmetry
and irreducible representations can be done by using

∞σv

C∞v

C∞

Fig. 11.5 Depiction of the rotation operation, C1, and mir-
ror operation symmetries,1�v of the C1v point group for
the carbon monoxide molecule

Table 11.3 Character table for the C1v point group. The
Mulliken symbols A1, A2, and E1 are the irreducible repre-
sentations of the C1v point group, the row with E, 2C1,
1�v represents the symmetry operations of the group, and
the two columns on the right-hand side of the table repre-
sent the basis functions of the irreducible representations

C1v E 2C1 � � � 1�v Linear Quadratic
A1 1 1 � � � 1 z x2 + y2, z2

A2 1 1 � � � �1 Rz

E1 2 2 cos.') � � � 0 x, y, Rx, Ry xz, yz
� � � � � � � � � � � � � � � � � � � � �

C1v E 2C1 � � � 1�v Linear Quadratic
A1 1 1 � � � 1 z x2 + y2, z2

A2 1 1 � � � �1 Rz

E1 2 2 cos.') � � � 0 x, y, Rx, Ry xz, yz
� � � � � � � � � � � � � � � � � � � � �

a mathematical representation of the state in question,
it is far easier to think of or use a physical model and
apply the symmetry operations. Once the irreducible
representation is known, one can determine the neces-
sary configuration of the vector potential A from the di-
rect product table for the symmetry group, as provided
in Table 11.4. Using (11.13) together with the knowl-
edge that the final state free electron is of representation
A1, in order to access the 3� , 4� , and 5� occupied
molecular orbitals requires A � p to be of the form A1

(along z), as given by jhA1jA1jA1ij2 D jhA1jA1ij2 ¤ 0.
Similarly, to access the 1� occupied orbital requires
A � p to be of form of E1 (parallel to x–y plane), as
the resulting direct product has some A1 characteristic
jhA1jE1jE1ij2 D jhA1jA1ij2C � � � ¤ 0. Hence, the prob-
lem of gas phase carbon monoxide is seemingly solved;
if we pick the appropriate polarization of light, we ac-
cess different molecular orbitals. Overall, this process is
more easily done without consideration of mathemat-
ical complexity; it is simply a short and easy tool to
find selection rules. However, so far, we have only con-
sidered a single molecule of carbon monoxide. In the
real gas phase, the orientation of the carbon monoxide
molecules is random, such that there are portions of the
gas that are perpendicular to one another; hence there
is no polarization dependence for photoemission in the
free gas phase. Regardless of polarization, we will have
some portion of the gas in which the vector potential
falls along A1 or E1 in relation to the molecules, en-
abling access to all molecular orbitals given the correct
incident energy.

Table 11.4 Direct product table for the C1v point group.
The Mulliken symbols A1, A2, and E1 represent the irre-
ducible representations of the point group

C1v A1 A2 E1 � � �
A1 A1 A2 E1 � � �
A2 A1 E1 � � �
E1 A1CA2C : : : � � �
� � � � � � � � � � � � � � �

C1v A1 A2 E1 � � �
A1 A1 A2 E1 � � �
A2 A1 E1 � � �
E1 A1CA2C : : : � � �
� � � � � � � � � � � � � � �
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Fig. 11.6 Photoemission spectra of gas
phase carbon monoxide; all molecular
orbitals are accessed with the same
polarization of light (From [11.39])

The phenomenon of polarization independence is
evident from Fig. 11.6 for a free carbon monoxide
molecule where there is no indication of light source
polarization, in comparison to Fig. 11.7 which shows
polarization dependent photoemission spectra of carbon
monoxide on Ni(100). When the molecules are all ori-
ented in the same direction, we will have polarization
dependence, as is the case with carbon monoxide on
metal surfaces, which is also the next example.

Adsorbate Phase Carbon Monoxide. As discussed
with gas phase carbon monoxide, the symmetry group
of the system is vital when determining the irreducible
representations of the molecular orbital. The polariza-
tion dependence of the molecular orbital will develop
a framework for polarization-dependent photoemission
selection rules. Recall that we determined that gas
phase carbon monoxide is of C1v symmetry. Adsor-
bate phase carbon monoxide is slightly different in that
with the adherence of an adsorbate to a substrate, the
system takes on the symmetry of the lowest symmetry
component. Understandably, C1v has a very high de-
gree of symmetry, thus in the interaction of CO with
surfaces, the system symmetry is based on that of the
surface. A good example of this is the difference in
symmetry from different planes of fcc nickel where

Ni(100) is C4v or fourfold rotationally symmetric with
four corresponding planes of vertical mirror symmetry,
or Ni(111), which is C6v or sixfold rotationally sym-
metric with six corresponding planes of vertical mirror
symmetry, as shown in Fig. 11.8.

There must now be a quick discussion of the effects
of the bonding of the carbon monoxide onto the surface.
While the symmetry reduction is purely geometrical,
the chemical process of bonding must have influence
on the molecular orbitals. Interestingly, as can be seen
in Fig. 11.9, the process of bonding with the surface
pushes the 5� to higher binding energy through elec-
tron donation to the metal, while also making 2� the
highest occupied molecular orbital of the CO through
backbonding and electron contribution of the metal to
the 2�� orbital [11.39].

If a CO molecule is adsorbed on Ni(100), we know
that the system follows the symmetry operations of the
C4v group. If the molecular axis of the CO is along z,
from Fig. 11.9 and Table 11.5, the 3� , 4� , and 5� oc-
cupied molecular orbitals are of A1 representation, as
they are fully symmetric about the z-axis, both rota-
tionally and along mirror planes: (1, 1, 1, 1, 1). Hence
to access the 3� , 4� , and 5� orbitals in photoemis-
sion, following Table 11.6, we need A � p to be of the
form A1 (along z), as (11.13) allows jhA1jA1jA1ij2 D
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Fig. 11.7a–c (a) Photoemission spectra of carbon monoxide on Ni(100), geometry of the experiment indicating in (b) the
4� molecular orbital of carbon monoxide with the polarization vector parallel to the molecular axis (z axis) and in (c)
the 1� molecular orbital of carbon monoxide with the polarization vector perpendicular to the molecular axis (parallel
to x–y plane) ((a) from [11.39])

C6VC4V

Ni(100) Ni(111)
Fig. 11.8 Ni(100)
and Ni(111)
surfaces with C4v

and C6v symmetry,
respectively

jhA1jA1ij2 ¤ 0. Likewise, the 1� occupied orbital be-
longs to the E representation due to the lack of C4

rotational symmetry about the z-axis. This implies that
to access the 1� state A � p needs to be of the form E
(parallel to the x–y plane), as again from Table 11.4,
jhA1jEjEij2 D jhA1jA1ij2C : : :¤ 0. Subsequent appli-
cation of this methodology can be applied to the C6v

case of Ni(111). Here, we find that the 3� , 4� , and
5� occupied molecular orbitals are again of A1 rep-
resentation (Table 11.7) due to being fully symmetric
about the z-axis for rotational and mirror operations,
which according to Table 11.8 would require A � p to
be of the form A1 (along z) to observe photoemission.
Assignment of the 1� occupied orbital falls under the
E1 representation in Table 11.7, due to loss of C6 rota-
tional symmetry about the z-axis, requiring A � p to be
of the form E1 (parallel to x–y plane) for photoemission
(Table 11.8). Unlike the gas phase carbon monoxide,
the adsorbate phase has ordering and alignment of car-
bon monoxide on particular metal surfaces. Due to this
ordering, we observe polarization-dependent photoe-

Table 11.5 Character table for the C4v point group. The
Mulliken symbols A1, A2, B1, B2, and E are the irreducible
representations of the C4v point group, the row with E,
2C4, C2, and 2�v ; 2�d represents the symmetry operations
of the group, and the two columns on the right-hand side
of the table represent the basis functions of the irreducible
representations

C4v E 2C4 C2 2¢v 2¢d Linear Quadratic
A1 1 1 1 1 1 z x2 + y2, z2

A2 1 1 1 �1 �1 Rz

B1 1 �1 1 1 �1 x2 � y2

B2 1 �1 1 �1 1 xy
E 2 0 �2 0 0 x, y, Rx, Ry xz, yz

C4v E 2C4 C2 2¢v 2¢d Linear Quadratic
A1 1 1 1 1 1 z x2 + y2, z2

A2 1 1 1 �1 �1 Rz

B1 1 �1 1 1 �1 x2 � y2

B2 1 �1 1 �1 1 xy
E 2 0 �2 0 0 x, y, Rx, Ry xz, yz

Table 11.6 Direct product table for the C4v point group.
The Mulliken symbols A1, A2, B1, B2, and E, represent the
irreducible representations of the point group

C4v A1 A2 B1 B2 E
A1 A1 A2 B1 B2 E
A2 A1 B2 B1 E
B1 A1 A2 E
B2 A1 E
E A1CA2CB1CB2

C4v A1 A2 B1 B2 E
A1 A1 A2 B1 B2 E
A2 A1 B2 B1 E
B1 A1 A2 E
B2 A1 E
E A1CA2CB1CB2

mission (Fig. 11.7) for the C4v Ni(100) case, where
we do not for the gas phase (Fig. 11.6). The 4� and
5� of the CO/Ni(100) are accessed through parallel po-
larized light, and 1� is accessed through perpendicular
polarized light as predicted from symmetry arguments
(Fig. 11.7b,c).
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Fig. 11.9a,b
Bonding geom-
etry of carbon
monoxide to the
metal surface (a),
electron dona-
tion indicated
by arrows, and
molecular orbital
diagram of ad-
sorbed carbon
monoxide (b)
(From [11.39])

Table 11.7 Character table for the C6v point group. The Mulliken symbols A1, A2, B1, B2, E1, and E2 are the irreducible
representations of the C6v point group, the row with E, 2C6, 2C3, C2, and 3�v , 3�d represents the symmetry operations
of the group, and the two columns on the right-hand side of the table represent the basis functions of the irreducible
representations

C6v E 2C6 2C3 C2 3�v 3�d Linear Quadratic
A1 1 1 1 1 1 1 z x2 + y2, z2

A2 1 1 1 1 �1 �1 Rz

B1 1 �1 1 �1 1 �1
B2 1 �1 1 �1 �1 1
E1 2 1 �1 �2 0 0 x, y, Rx, Ry xz, yz
E2 2 �1 �1 2 0 0 x2 � y2, xy

C6v E 2C6 2C3 C2 3�v 3�d Linear Quadratic
A1 1 1 1 1 1 1 z x2 + y2, z2

A2 1 1 1 1 �1 �1 Rz

B1 1 �1 1 �1 1 �1
B2 1 �1 1 �1 �1 1
E1 2 1 �1 �2 0 0 x, y, Rx, Ry xz, yz
E2 2 �1 �1 2 0 0 x2 � y2, xy

Table 11.8 Direct product table for the C6v point group.
The Mulliken symbols A1, A2, B1, B2, E1, and E2 represent
the irreducible representations of the point group

C6v A1 A2 B1 B2 E1 E2

A1 A1 A2 B1 B2 E1 E2

A2 A1 B2 B1 E1 E2

B1 A1 A2 E2 E1

B2 A1 E2 E1

E1 A1CA2CE2 B1CB2CE1

E2 A1CA2CE2

C6v A1 A2 B1 B2 E1 E2

A1 A1 A2 B1 B2 E1 E2

A2 A1 B2 B1 E1 E2

B1 A1 A2 E2 E1

B2 A1 E2 E1

E1 A1CA2CE2 B1CB2CE1

E2 A1CA2CE2

ARPES and ARIPES at a Glance
ARPES can be used to explore the occupied molecular
orbital band structure of molecular crystals and ordered
molecular adlayers, while ARIPES can be used to ex-
plore the unoccupied molecular orbital band structure.
The band structure can be defined as the energy depen-
dence of the electron states as a function of the wave
vector [11.13]. The measured band structure is resolved
in reciprocal space, i.e., momentum space, and as such
is useful for investigating the wave-like nature of the
electron. As the band structure is represented in recip-
rocal space, it helps to define the Brillouin zone (BZ)
of the material under study. Before diving into experi-
mental examples, it is instructive to briefly discuss band
dispersion.

Electronic band dispersion in the case of ARPES
(ARIPES) refers to the relationship between the kinetic
energy of the emitted electron (photon) and the wave
vector k. As the kinetic energy is directly related to the
binding energy, the band dispersion can be viewed as
a variation of the molecular orbital binding energy as
a function of the wave vector [11.8–11, 13, 40–45]. It is
important to note that the wave vector also heavily in-
fluences the allowed irreducible representation, and any
changes in the wave vector could change the symmetry
of the point group [11.13].

We can follow the derivation from Dowben
et al. [11.13] where the one-dimensional periodic wave-
function is just a linear combination of wavefunctions
at each lattice site m, which can be represented by the
following equation

 k D
X

m

eikmam : (11.15)

When kD 0 the wavefunction becomes,

 kD0 D
X

m

m : (11.16)

When kD  =a, at the BZ boundary the wavefunction
becomes,

 kD =a D
X

m

.�1/mm : (11.17)
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Fig. 11.10 (a) Incidence angle dependence of the photoemission spectra for Ni(100)c.2�2/-N2. The features are assigned
with orbital contributions using dipole selection rules and (b) the band dispersion of the N2 molecular orbital taken from
� to X0 (Reprinted from [11.46], with permission from Elsevier)

The dependence on the wave vector influences the
overall wavefunction and the observed binding en-
ergy [11.8, 9, 11, 13, 41, 43]. If we apply the law of
conservation of momentum to the physical process of
ARPES (ARIPES), then the energy band dispersion
relation, as it relates to the wave vector k, can be de-
termined. Consider the process of ARPES (ARIPES):
in the UV energy range, an incident photon (elec-
tron) strikes the surface of the ordered material and
emits an electron (photon). The momentum of the in-
cident (emitted) photon is negligible compared to the
emitted (incident) electron, thus we can neglect the
momentum of the incident (emitted) photon [11.47].
The momentum is conserved in the direction parallel
to the surface, and as such the wave vector compo-
nent parallel to the surface, kk, is conserved. On the
other hand, the momentum is not conserved in the di-
rection perpendicular to the surface, and as such the
wave vector component perpendicular to the surface,
k?, is not conserved. The momentum is not conserved
in the perpendicular direction because of the cutoff at
the crystal surface [11.13]. The kinetic energy can be

written as,

Ekin D ¯
2

2m

�
k2k C k2?

	
: (11.18)

This leads to the following expression for the parallel
component of the wave vector,

kk D
r

2m

¯2 Ekin sin 	 ; (11.19)

where 	 is the emission angle of the photoelectron with
respect to the surface normal or the incident angle of
the electron in IPES.

Now that we have discussed the electronic energy
band dispersion in terms of the wave vector we can take
a closer look at an experimental example, specifically
the study performed by Dowben et al. on molecular
N2 on Ni(100) [11.46]. In this experiment, molecular
nitrogen adsorbs onto the surface of clean Ni(100) in
an ordered overlayer. Following N2 deposition, ARPES
was performed using an s-polarized ultraviolet light
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source, where A is parallel to the surface. The incidence
angle dependent photoemission spectra are shown in
Fig. 11.10a, which indicates two features: one at 8 eV
and the second at 12 eV binding energy. As N2 has C1v

symmetry (although, realistically, the symmetry is re-
duced to the C4v symmetry of the Ni(100) surface),
the feature observed at 8 eV is generally attributed to
the 1� and 5� orbitals, while the broad feature around
12 eV is considered the 4� orbital contribution [11.48–
51]. If one considers screened and unscreened final state
effects, the details of which will be discussed later in
the chapter,then there are six possible features that may
show up in the final state photoemission spectrum for
N2 due to the screened and unscreened 4� , 5� , and 1�
orbitals [11.50, 52].Dowben et al. [11.46] argue that the
N2 molecule is oriented on Ni(100) with the molecu-
lar axis perpendicular to the Ni(100) surface, as there
are only two features observed with s-polarized light
at the � point of the BZ. The two features observed

at � are assigned as 1� s and 1�u at 12:1 and 8:1 eV,
respectively. Here, the superscripts s and u stand for
screened and unscreened, respectively. At higher inci-
dence angles, 45ı and 60ı, the � features have the same
orientation as the N2 molecule, such that the molecular
axis of N2 is perpendicular to the Ni(100) surface. Dow-
ben et al. use Messmer’s [11.52] cluster calculations to
assign the features at 8:3, 11:4, and 12:8 eV to the 5� s,
5�u, and 4� s orbitals of N2, respectively.

Dowben et al. [11.46] also measured dispersion
curves from � to X0 in the BZ for N2 on Ni(100), which
are shown in Fig. 11.10b. The main point to take away
from the dispersion curves is that at � the � orbitals
are in bonding configurations, while the   orbitals are
in antibonding configurations. As the dispersion moves
from � to X0, we can see that the bonding configuration
changes, rather at X0 the � orbitals are now in antibond-
ing configurations, while the   orbitals have changed to
bonding configurations.

11.2 Chemical Shifts in XPS

11.2.1 Initial and Final State Effects and
Screened and Unscreened Final States

This section will deal with the possible effects that
may be observed and identified from photoemission and
inverse-photoemission spectra due to changes in the
chemical environment of adsorbates on both metallic
and organic substrates. To describe screened and un-
screened final states we must first discuss initial and
final state effects in general, and the influence these play
in spectroscopic data.

To begin with, initial state effects within the com-
bined inverse and photoemission spectra arise from
changes in the electrostatic potential of the core asso-
ciated with the Madelung energy, charge transfer, and
chemical bonding [11.53]. On the other hand, final state
effects arise from screening via charge transfer from
the bulk material to the adsorbate or vice versa. An-
other way to phrase this difference is that in the XPS
process, our incident x-ray is absorbed by the material,
whereby the latter is ionized; the characteristics of the
ionization process are dependent on the chemical envi-
ronment of the material as stated above, and this is our
initial state effect. Once in the ionized state, the relax-
ation of a core-hole from the excited state produces an
Auger photoelectron whose kinetic energy is measured
and, in turn, provides the binding energy of states within
the material. However, if during this relaxation process
there is charge transfer from the bulk, as contributed by
final state effects, then there exists a partial charge that
screens the hole produced from the ionization. Depend-

ing on the direction of the charge transfer, the binding
energy of the state moves accordingly.

Now we should discuss how initial and final state
effects can shift spectral features. As is apparent from
studies on gadolinium thin films [11.53], the shifting of
the HOMO (highest occupied states of the molecular or-
bital) and the LUMO (lowest unoccupied states of the
molecular orbital) structures within valence band (oc-
cupied states) and conduction band (unoccupied states)
spectra for initial and final states appears vastly differ-
ent. The central point introduced by Ortega et al. is
that changes in spectra from initial state effects result in
a shifting of the band gap, more so that both the HOMO
and LUMO are rigidly shifted higher or lower in bind-
ing energy [11.53]. This is obvious when considering
a change in chemical environment surrounding atoms
within the substrate; the addition of an adsorbate with
higher electronegativity will have a tendency to remove
electron density from the substrate. This depletion of
electrons forces the HOMO and LUMO to lower energy
as the filling of the energy levels within the substrate
with less electron density results in the highest occupied
state to be a lower bound state than before, and similarly
the lowest unoccupied state shifts to lower energy in re-
sponse. If these states are shifted to lower values, for
photoemission spectroscopy PES this requires a greater
photon energy to ionize and, thus, results in a higher
(more negative) binding energy. Similarly, for IPES, an
incident electron of lower kinetic energy may absorb
into the LUMO and, thus, we would observe both the
HOMO and LUMO to have greater binding energy.
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Fig. 11.11 (a) IPES and (b) PES plots of Gd(0001) with increasing levels of oxygen exposure (Reprinted from [11.53],
with permission from Elsevier)

In contrast to these observed initial state effects,
there are the final state effects wherein the HOMO and
LUMO shift toward or away from one another. This
phenomenon can be visualized on the basis of screened
and unscreened final states or charge transfer where
there exists a sign change in the induced charge when
transitioning from a hole in the occupied core level to
an extra electron in the empty core level [11.53]. Thus,
for a system where there is charge transfer of electron
density from an adsorbate to the substrate (screened
final state), this appears as a decrease in binding en-
ergy of the HOMO within PES due to electron transfer
screening the core-hole and producing a repulsive po-
tential with respect to the photoelectron and, hence,
increasing the kinetic energy of the ejected photoelec-
tron. Screening effects also produce an increase in the
LUMO binding energy within IPES, as the incident
electron experiences an attractive potential due to the
sign change in the charge transfer from the adsorbate
requiring an electron with less kinetic energy for the
absorption process and, thus, in turn produces a higher
(more negative) binding energy of the LUMO. Hence,
screened final states overall reduce the HOMO–LUMO
gap found within spectra. On the other hand, it is in un-
screened final states where there is a lack of net charge
transfer. In this case, within PES the photoelectron ex-

periences only the attractive potential of the core-hole
with no reduction from screening and, hence, the pho-
toelectron will have less kinetic energy, forcing the
HOMO to have higher binding energy. Within IPES,
the absorbed electron does not experience the attractive
potential seen within screening and, hence, requires an
incident electron with greater kinetic energy, producing
a LUMO with lower (less negative) binding energy than
in the presence of screening. Hence, unscreened final
states lacking a net charge transfer act in such a way to
increase the HOMO–LUMO gap.

Central to understanding the differences between
the aforementioned effects, we should discuss the case
of Ortega et al.’s oxygen coverage-dependent spec-
troscopy of Gd(0001) [11.53]. For the situation where
screened final states are dominant, as seen in Fig. 11.11,
at lower oxygen coverages, the Gd 4f peak in both PES
and IPES shifts to lower binding energy due to the
adsorbed oxygen pulling electron density away from
the Gd and, thus, reducing the binding energy of both
(initial state effect). At higher oxygen coverages it is
apparent that unscreened final state effects dominate as
the Gd 4f peaks move farther apart. In this situation the
strong electronic pull of the oxygen does not allow for
screening or results in reduced screening of the core-
hole.
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We may also observe systems where both initial and
final state effects are congruent, as in the systems of
PVDF=Au and CuPc=PVDF [11.54]. PVDF stands for
polyvinylidene fluoride, which is a type of fluoropoly-

Intensity (arb. u.)

Binding energy (eV)

Cover-
age

CoPc

CoPc

Theory

PVDF

5EF–5 10–10

Intensity (arb. u.)

Binding energy (eV)

Cover-
age

NiPc

NiPc

Theory

PVDF

5EF–5 10–10

Intensity (arb. u.)

Binding energy (eV)

Cover-
age

CuPc

CuPc

Theory

PVDF

5EF–5 10–10

a) b) c)

Fig. 11.13a–c PES and IPES spectra showing the band structure for different systems of (a) CoPc, (b) NiPc, and (c) CuPc
on PVDF (Reproduced from [11.55] with permission of The Royal Society of Chemistry)

mer, and Pc stands for phthalocyanine, which is a type
of organic compound. Initial state effects can be ob-
served in the two PVDF-based systems, for example as
can be seen in Fig. 11.12, in the PVDF=Au system with
the addition of Au, the band structure becomes n-type,
as HOMO and LUMO rigidly shift to higher (more neg-
ative) binding energy. However, in the CuPC=PVDF
system with the addition of the CuPc on PVDF, the sys-
tem becomes p-type as HOMO and LUMO rigidly shift
to lower (more positive) binding energy. Both of the
shifts in the Au=PVDF and CuPc=PVDF systems are
in response to a change in the chemical environment.
Additionally, some final state effects are present as the
HOMO–LUMO gap has widened or compressed due to
an adlayer, as can be seen in the insert of Fig. 11.12.
Although final state effects can be observed in both the
PVDF=Au and CuPc=PVDF systems, Xiao et al. con-
clude that final state effects are negligible as the rigid
shift in the band edges are far greater than the change
in the HOMO–LUMO gap [11.54]. Thus, in a sys-
tem where both effects are present, it is clear that the
initial state effects are dominating, and the final state ef-
fects are not large enough to change either system from
insulating to conductive in character, in other words,
changing a large band gap to a small band gap.

It is instructive to consider another example where
Xiao and Dowben studied CoPc, NiPc, and CuPc on
PVDF [11.55]. In these systems Co, Ni, or Cu, serve
as the metal centers of a phthalocyanine organic com-
pound. Again, within each system variable coverages
of the phthalocyanines produce small changes in the
size of the band gaps. However, the more interesting
comparison is the change in band gaps when compar-
ing phthalocyanines with different metal centers. As
illustrated in Fig. 11.13, the simple change in chemi-
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Fig. 11.14 N 1s spectra of N2 on
Ni(110) (Reprinted from [11.56], with
permission from Elsevier)

cal environment from the contribution of the Co2C 3d7,
Ni2C 3d8, and Cu2C 3d9 orbitals within these phthalocy-
anines vastly changes the characteristics of the valence
band [11.55]. Still, the initial state effects from varying
the metal II centers greatly overshadow any final state
effects present.

While the previous cases show initial state effects
dominating the final state effects, we may also observe
initial state effects causing splitting of final state spec-
tra peaks as is the case with N2 on Ni [11.46, 56]. As
illustrated in Fig. 11.14, the higher binding energy peak
within the N 1s spectrum is that of the unscreened final
states, and the lower binding energy peak belonging to
that of screened final states is further split by the sep-
arate chemical states of the nitrogen adsorbed on the
surface [11.56].

The initial state effects and screened and unscreened
final states effects may be further described in terms
of bonding and antibonding orbitals and in conjunc-
tion with photoemission selection rules as well as the
HOMO–LUMO position to determine adsorbate orien-
tation [11.46, 54]. Such further analysis and identifi-
cation is, indeed, complicated and better suited to be
described in more detail elsewhere. However, under-
standing how initial state and final state processes affect
spectroscopic data creates a good foundation for deeper
investigation.

11.2.2 Surface-to-Bulk Core Level Shift

It is apparent from the above discussion that the core
level binding energies are heavily influenced by the
chemical environment of the atom from which the elec-
tron is emitted. The core level binding energies can
experience a shift to either higher or lower binding
energies for several reasons. One type of peak shift ob-
served in XPS spectra is a core-level shift known as

a surface-to-bulk core level shift, which has an exten-
sive experimental history [11.57, 58] and is supported
by many theoretical studies [11.59–63]. The surface-to-
bulk core level shift is observed because surface atoms
have different chemical environments than their bulk
atom counterparts. If we consider how the neighboring
atoms differ for a bulk atom versus a surface atom, it
is apparent that the coordination number (number of
bonds) of surface atoms is reduced compared to that
of bulk atoms. The reduced coordination number leads
to a narrowing of the valence band due to charge re-
distribution, which causes a change in potential and
effectively results in a shift of the surface state as ob-
served in the XPS spectra [11.58, 64]. The shift can be
toward higher or lower binding energy, depending on
the degree of filling of the valence band.

As is appropriate when introducing any new con-
cept, an example of the surface-to-bulk core level shift
will help to illustrate what is observed in an experimen-
tal setting. As the first example let us consider the study
performed by Wooten et al. on Li2B4O7(110) [11.65].
The Li atom can exist in only one oxidation state, which
suggests that the observation of a surface-to-bulk core
level shift can be attributed to a large difference in the
electronic structure of surface versus bulk positions.
Wooten et al. used ARPES to identify the Li 1s surface-
to-bulk core level shift. As shown in Fig. 11.15, the
bulk Li 1s core level binding energy was measured at
�56:5˙ 0:4 eV for a geometry where the electron un-
dergoes normal photoelectron emission. Furthermore,
note there is a broad bump at lower binding energy,
�53:7˙0:5 eV, which is attributed to a surface compo-
nent. By increasing the emission angle from 0ı to 20ı,
the intensity of the lower binding energy component in-
creases, as is expected for a surface component of the
core level [11.57, 58]. The large separation in binding
energy between the bulk and surface peaks suggests that
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Fig. 11.15 ARPES spectra of Li2B4O7.110/ in the region
of the Li 1s core level, for photoelectron emission angles
20ı and 0ı. B denotes the bulk component and S the sur-
face component (Reprinted from [11.65], with permission
from Elsevier)

the surface electronic structure is vastly different from
the bulk [11.65].

As an additional example let us consider the n-type
Gd2O3 studied by Losovyj et al. [11.66]. In their study,
the x-ray emission spectroscopy spectra of Gd-doped
HfO2 and Gd2O3 are compared to one another with re-
spect to the Gd 4f states. Here, we focus on the observed
surface-to-bulk core level shift of Gd2O3, as it is ab-
sent in the Gd-doped HfO2 system. It is apparent from
the photoemission spectrum of the valence band, as is
shown in Fig. 11.16, that there are two major contribu-
tions to the band structure, one due to Gd and the other
due to O. The Gd contribution can be fit with two peaks
roughly centered at 9:5 and 11:5 eV. Using resonant
photoemission at various energies, Losovyj et al. [11.66]
observe a change in intensity of the Gd contribution,
as shown in Fig. 11.17a. The intensity of the resonant
photoemission spectra is plotted versus the photon en-
ergy in Fig. 11.17b, taking into consideration the two
peaks located at 9:5 and 11:5 eV. Losovyj et al. [11.66]
determine that the two Gd 4f contributions at binding
energies of 9:5 and 11:5 eV are due to bulk and surface
states, respectively. Their separation is roughly 2 eV
and may be ascribed to the oxide environment.

The two examples considered above show how the
surface state can appear at higher or lower binding
energy, depending on the system under investigation.
The physics behind the surface-to-core level shift is
rich and complicated, and for interested readers a more
thorough review and analysis of surface core level

Relative intensity (arb. u.)

2481012 6 EF

Binding energy (eV)
14

Gd O

Fig. 11.16 The photoemission spectrum of the valence
band of Gd2O3.N402/ with Gd and O contributions labeled
(Reprinted from [11.66]. © IOP Publishing. Reproduced
with permission. All rights reserved)

spectroscopy can be found in a perspective by Span-
jaard et al. [11.57].

11.2.3 Core Level Satellites

In XPS spectroscopy, there are sometimes additional
signals or peaks at higher binding energy (lower kinetic
energy), besides the main peak(s). These additional
higher binding energy peaks are called satellite peaks.
In principle, there are two types of processes that can
cause satellite structures. The first source of satellite
peaks can be understood if we consider the photoemis-
sion process. When an electron is excited from a core
level as it travels to the surface, it will have a tendency
to interact with the other electrons due to Coulomb and
exchange interactions. These excited electrons, in turn,
provide excitation to others in the systems, and these
interactions cause the system to make a transition from
the ground state to an excited state. Since extra energy
is needed in this process, the corresponding signal will
be at lower kinetic energy and as such appear as a peak
at a higher binding energy in the spectrum with respect
to the main peak. The second source of satellite fea-
tures can be attributed to inelastic collisions. As the
photoexcited electron makes its way to the surface it
passes through the space that is occupied by the other
electrons, so the likelihood of experiencing an inelas-
tic collision and thus exciting the system is large. Since
this excitation energy affects the kinetic energy of the
outgoing electron, this means the signal will appear at
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higher binding energy in the spectrum. No matter which
case occurs, the system will have excited states that are
close to the ground state. The ground state appears as
the main peak, and the excited states appear as satel-
lite peaks slightly higher in binding energy with respect
to the main peaks. The intensity of these peaks is pro-
portional to the overlap integral of their initial and final
state wavefunctions [11.39].

Generally, a satellite will occur if there exist more
than one final state during the photoemission process.
The main peaks and satellite peaks contain different
screening situations in the final state, but the analysis
of those satellite features still remains difficult in most
cases. Let us consider a simple case as a first example.

Transition metals possess the ability to exist in
a number of different oxidation states. Furthermore,
they experience what is known as multiplet splitting,
a type of satellite-like feature. Multiplet splitting is
caused by a coupling between the core level vacancy
left behind by the photoemitted electron and the un-

paired electrons in the valence state. This coupling also
results in an excited state and is quite difficult to inter-
pret. The energy separation and the shape of the multi-
plet peaks in combination with the main peaks can be
used to determine the oxidation state of transition met-
als [11.67–74]. In particular, Fe compounds have been
heavily investigated using XPS techniques [11.67–72,
74]. The Fe cation can take on a 2C oxidation state, fer-
rous (Fe2C), or a 3C oxidation state, ferric (Fe3C). The
position of the satellite peaks in core level Fe 2p1=2 and
Fe 2p3=2 spectra are sensitive to the oxidation states,
and this, in turn, allows for a way to qualitatively an-
alyze the chemical states of Fe. It has been shown that
the Fe2C(2p3=2) and Fe3C(2p3=2) shake-up satellites are
found at 714:5 and 719 eV, respectively, about 5�8 eV
higher in binding energy than the main core 2p1=2 and
2p3=2 lines, as shown in Fig. 11.18 [11.68]. This effect,
along with the separation between the multiplet split-
ting peaks allows one to determine the oxidation state
of Fe [11.70].
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As a second example let us take a look at the Fe
2p spectra of h-LuFeO3 shown in Fig. 11.19 [11.70].
There are two main peaks (2p3=2 and 2p1=2) with three
satellites labeled by A, B, and C in Fig. 11.19. In
the pristine sample, satellite C is located at 719 eV,
which indicates an Fe3C valance character. This fea-
ture does not change when the sample angle is changed
with respect to the normal along the detector opti-
cal path, so both the surface and the bulk Fe corre-
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Fig. 11.19 XPS spectra for the Fe 2p core level electron
structure in h-LuFeO3 for pristine (both at 0ı and 60ı
take-off angle), sputtered only, and sputtered and annealed
samples taken at 0ı take-off angle (Reprinted from [11.70].
© IOP Publishing. Reproduced with permission. All rights
reserved)

spond to Fe3C states. However, after sputtering and
annealing, the satellite moves to a lower binding en-
ergy, and the separation of energy between the satellite
and the main 2p3=2 peak becomes smaller. This in-
dicates that the oxidation state changes from Fe3C
to Fe2C, so the local environment of Fe changes af-
ter sputtering and annealing, and it is due to the
decrease of electron density around Fe by oxygen
deficiencies [11.70].

The previous examples are just a couple well-
studied cases of satellite features, and they are by no
means exhaustive. Obtaining a thorough understanding
of all the information involved with satellite transitions
is still challenging and requires precise measurements
coupled with extensive modeling.

11.3 Concluding Remarks

While photoemission is often used as a method to fin-
gerprint molecules adsorbed on surfaces, this valuable
tool has much more to offer for the understanding
of the complicated nature of these systems. Photoe-
mission can be used to identify molecular orientation,
and in this sense it is complementary to near edge
x-ray absorption spectroscopy. For ordered molecular
adlayers, photoemission and inverse photoemission (if
angle resolved) can be used to determine the extent
of intermolecular interaction from the dispersion of
the occupied (photoemission) and unoccupied (inverse

photoemission) molecular orbitals. The often complex
interactions between adsorbate and substrate can be
probed through study of the photoemission spectra and
asking questions such as: are there satellite features?
Are screening effects present and which ones? The in-
sight that one should gain from this brief overview
is to be aware that photoemission is multifaceted and
often quite complex. This means that interpreting pho-
toemission spectra often needs caution and diligence
to understand all the subtlety and value that photoe-
mission and related spectroscopies have to show. This
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chapter has shown how powerful a tool photoemission
can be when used together with appropriate physi-
cal principles. It is hoped that the above discussions
will provide assistance to those beginning their jour-
ney in photoemissionmeasurement techniques and help
to divulge some of the deeper physics hidden in our
world.
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12. Electronic States of Vicinal Surfaces

J. Enrique Ortega, Aitor Mugarza, Frederik Schiller, Jorge Lobo-Checa, Martina Corso

Vicinal surfaces are crystal planes oriented a few
degrees off from a high symmetry direction. Such
a small deviation (called miscut) from a high
symmetry axis leads to a characteristic periodic
roughness at the nanoscale, namely atom-height
step arrays that separate atomically-flat terraces.
The alternating series of “terraces” and “steps”
makes electronic properties of vicinal surfaces very
peculiar, distinct from those of atomically-flat sur-
faces. On the one hand, terraces and steps feature
atoms with distinct coordination and complex
and varied elastic relaxations, influencing their
core-level energies. We show how core levels at
a vicinal surface exhibit a miscut-dependent stress
release, as well as fine structural relaxations, such
as faceting. On the other hand, atomic steps cre-
ate a periodic modulation of the crystal potential,
affecting two-dimensional (2-D) surface states of
metals. This leads to Bloch scattering of surface
electrons by the step lattice, and eventually, to
one-dimensional (1-D) quantization by confine-
ment at terraces or step edges. We discuss the
occurrence and observation of superlattice scat-
tering and 1-D confinement at a vicinal surface,
the importance of the atomic nature of the surface
state wave function, the dependence on the lattice
constant of the step array, and the rich scattering
phenomenon that arises in faceted structures and
spin-textured bands.
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12.1 General Considerations About Vicinal Surfaces

Vicinal surfaces have been always fundamental in tech-
nologically relevant fields, such as catalysis [12.1] and
crystal growth [12.2], and are more recently becoming
very attractive as growth templates for nanostructure
research [12.3]. Cutting a crystal at a vicinal angle
results in a regular pattern of atomic steps that de-
limit high-symmetry mini-facets called terraces. Such
an ideal, periodic monatomic step-terrace structure is
sketched in Fig. 12.1a. The surface plane is defined
by the (high index) crystallographic orientation (e.g.,

(557) in Fig. 12.1a), or simply by its macroscopic de-
viation (miscut ˛) from the high-symmetry plane of
the terrace ((111) in Fig. 12.1a). Beyond the periodic
atomic discontinuities at steps, the vicinal surface is
characterized by varied atomic coordination. For the
face centered cubic (fcc) crystal shown in Fig. 12.1a,
the atomic coordination varies from bulk BD 12, to
terrace T D 9 and step SD 7, whereas the corner C
depends on the orientation of the miscut, as depicted
in Fig. 12.1b. For A-type steps with f100g-like pack-

© Springer Nature Switzerland AG 2020
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Fig. 12.1a–c Atomic structure of
a vicinal surface: (a) the (557)
surface (˛ D 9:5ı), which is vicinal
to the (111) high-symmetry surface.
Miscut angle ˛, terrace size d, and
monatomic step height h are the
characteristic magnitudes describing
these step arrays. B, C, T , and
S indicate the atomic sites with
different coordinations. (b) Top-view
description of the different A-type and
B-type steps found in (111) vicinals of
fcc crystals. (c) STM image (100 nm2)
of a Au(788) surface (˛ D 3:5ı),
featuring straight monoatomic steps
with a low density of kinks and
reconstructed terraces

ing at step edges (Fig. 12.1b, square), we find CD 10,
whereas for B-type with f111g-like packing (Fig. 12.1b,
triangle), CD 11. Changing the miscut ˛ will change
the periodicity of the step lattice, i.e., the step mod-
ulation of the surface potential, but also the relative
abundance of T , S, and C atoms, and consequently, all
physical and chemical properties of the surface.

Real vicinal surfaces deviate from perfect step ar-
rays. Ideal step and terrace networks exhibit fine struc-
tural properties that influence the electronic states. Such
characteristic features are best observed in scanning
tunneling microscopy (STM) images. In Fig. 12.1c, we
show the case of the Au(788) vicinal plane, imaged by
STM at 300K. Terraces show atomic reconstructions,
whereas monatomic steps occasionally contain kinks,
i.e., step edge atoms with a missing neighbor, and hence
with the coordination further reduced to 6. The terrace
reconstruction may substantially vary as a function of
the miscut angle ˛ [12.4], whereas the density of kinks
depends on the in-plane orientation (azimuth) of the
step array. However, the most important property ob-
served in Fig. 12.1c is the randomly varying width of
the terraces around the nominal d value. Such a phe-
nomenon affects any vicinal surface irrespectively of
the miscut or azimuth. It is linked to the thermal ex-

citation of kinks that leads to a temperature-dependent
terrace width distribution (TWD). As we shall see in
this chapter, the shape of the TWD reflects the elas-
tic equilibrium of the vicinal surface, which in turn is
fundamental to understanding subtle variations in its
spectrum of electronic states.

Due to the step corrugation and the varied atomic
coordination, electron energy levels at a vicinal surface
are different from those of the high symmetry plane. In
Fig. 12.2a, we sketch the fundamental features that can
be expected at two different energy ranges, i.e., near the
Fermi energy in 2-D surface states and at the deeply ly-
ing core levels. Delocalized surface electrons will sense
the periodic perturbation of the crystal potential at step
edges, affecting their in-plane, 2-D dispersion. Such
step-edge potential is connected to the spill-out charge
or charge smoothing around step atoms that leads to
a net step dipole [12.7]. Figure 12.2b shows the case
of Au(788). Due to the step dipole potential, the vici-
nal surface effectively becomes a periodic superlattice,
at which the 2-D Shockley state scatters. As a result,
the otherwise free-electron-like parabolic dispersion is
broken up into subbands separated by mini-gaps, whose
size determines the step dipole barrier strength [12.5,
8]. The step dipole also leads to a local reduction of the
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Fig. 12.2a–c Electronic states at a vicinal surface: (a) the surface potential (dashed lines) at a vicinal surface. Core levels
exhibit energy shifts due to different coordinations of surface atoms at step (S) and terraces (T). Surface states scatter
at step edges modulating their wave functions. (b) The Shockley state in Au(788), showing step superlattice bands and
gaps [12.5]. (c) 3-D core-level emission from Rh(335), showing distinct B, C, T , and S features. (Figure reprinted with
permission from [12.6]. Copyright 2003 by the American Physical Society)

work function in the proximity of the step edge. This
has been shown to affect 2-D image states of vicinal
surfaces, which also become superlattice states, where
a 1-D step-edge state may eventually split off [12.9,
10]. On the other hand, changes in surface atomic co-
ordination, e.g., from S to T will influence core-level
energies. This is shown in Fig. 12.2c for the vicinal
Rh(335) surface, where the Rh 3d5=2 core-level peak
appears split into four different contributions, i.e., at
the highest binding energy, the peak of bulk atoms in
subsurface layers, followed by the small contribution
from corner atoms below step edges, and by the ter-
race and step atom emission from the vicinal surface
plane [12.6].

Step density, type, azimuthal orientation, as well as
terrace reconstructions can be readily selected through
the macroscopic miscut, allowing one to tune sur-
face bands and core-level energies. Step type and
azimuthal orientation (kink density) lead to different
average dipole potentials, and hence to different scat-
tering strengths for 2-D surface states. The step density
changes the superlattice parameter, but also the rel-
ative abundance of T and S atoms, and hence the
physical–chemical response of the vicinal surface. The
miscut angle can be chosen to modify reconstruction
patterns in terraces or to achieve complex hill-and-

valley step superlattices. As a result, the electronic
states are modified. In the case of Au(111) vicinal sur-
faces, the electronic properties at the surface are even
more perturbed by the tendency to form herring-bone
patterns at (111) terraces. In Au.21 23 23/, monatomic
steps and fcc/hexagonal close packed (hcp) patches
of (111) terraces define a square pattern of quan-
tum wells that confines surface electrons, as shown in
Fig. 12.3a,b [12.11]. In contrast, the Au.9 9 11/ vic-
inal surface undergoes a faceting transition, resulting
in a periodic superstructure formed by one wide (re-
constructed) and two narrow (unreconstructed) (111)
terraces, which, respectively, bind the nD 1 (confined)
and nD 2 (propagating) superlattice states (Fig. 12.3c),
as probed by angle-resolved photoemission (ARPES,
Fig. 12.3d [12.5], see also Sect. 12.2).

The rich variety of structures and electronic states
that arise as a function of miscut and azimuth can be
systematically explored with curved crystal samples.
Although distinct macroscopic shapes have been histor-
ically tested, the ˛ D 30ı cylindrical sections shown in
Fig. 12.4a are gaining popularity, since they are com-
patible with standard techniques and setups utilized in
surface science [12.4, 8, 12–16]. On such surfaces, steps
are aligned parallel to the cylinder axis, whereas the
step density smoothly varies across the perpendicular,
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Fig. 12.3a–d Surface states at vicinal Au(111) surfaces: (a) STM image of Au.21 23 23/ showing fcc/hcp patches in
terraces separated by discommensuration lines (bright horizontal) that run practically perpendicular to step edges (ver-
tical). The resulting square pattern of potential wells leads to the surface state wave function modulation shown in (b).
(Reprinted by permission from MacMillan Publishers Ltd.: [12.11]). (c) Faceted structure in Au.9 9 11/, defined by
bunches of unreconstructed dn D 13Å terraces separated by a single reconstructed dw D 39Å terrace. (d) Schematic
wave functions (top) and measured Shockley bands (bottom) of Au.9 9 11/; dw-related 1-D quantum-wells appear under
the dn-modulated 2-D superlattice state [12.5]

curved direction. For example, the Au, Cu, and Ag sam-
ples of Fig. 12.4a were designed to have both A-type
and B-type steps separated by the (111) high-symmetry
plane at its center, as sketched in Fig. 12.4b. The use
of small (< 100�m) size probes allows one to scan the
different crystallographic orientations, such as to test,
e.g., the characteristic miscut-dependent Shockley state
shift (terrace shift) shown in Fig. 12.4c. In the latter,
the presence of the reference (111) plane in the same
sample and the smooth variation of the miscut with the
surface position allows us to accurately determine the
strength of the dipole potential at step edges [12.8].

In this chapter, we review the state-of-the-art in
experiments and theory of electronic states at vicinal
surfaces. Much general understanding has been gained
through recent experiments performed on curved sur-
faces [12.4, 8, 13–16]. These have neatly demonstrated
the subtle, but important variations in the spectrum
of surface electronic states as the miscut is varied.
Such an understanding will pave the way towards
the rational choice of vicinal surface planes for tech-
nology and research applications, namely for catal-
ysis, electron scattering problems, and nanostructure
growth.
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Fig. 12.4a–c Tunable vicinal surfaces using curved crystals in the form of cylindrical sections: (a) photography of Au,
Cu, and Ag single crystal samples curved around the (111) direction. (b) Sketch description of a curved c-(111) sin-
gle crystal sample with the different surface crystallographic orientations indicated. (c) ARPES scan of the Shockley
band minimum probed from the (111) to the (335) plane in the c-Cu(111) crystal exhibiting the characteristic terrace-
dependent energy shift

12.2 Structural Properties of Vicinal Surfaces

The electronic properties of a vicinal surface are con-
nected not only to the local atomic structure of terraces
and steps, but also to the particular way steps self-
arrange at the nanoscale level. At the local scale, the
fundamental feature is the variety of atomic coordi-
nations and their corresponding core-level energies,
although one will need to be aware of relaxation ef-
fects, which lead to subtle core-level energy shifts as
a function of the miscut. Elastic relaxation also explains
the shape of the TWD at thermal equilibrium, and the
occurrence of step bunching and faceting, i.e., the re-
arrangement of the step lattice at the nanoscale that
further shapes surface electronic bands.

12.2.1 Atomic Relaxations Around Surface
Steps

After bond breaking and creation of the surface, ten-
sile stress appears at the topmost crystal plane. Such
surface stress can be relieved through local atomic re-
arrangement, i.e., by terrace reconstructions, but also
through a characteristic crystal lattice relaxation in the
vicinity of steps. Ab-initio density functional theory
(DFT) calculations performed for slabs with vicinal
orientations reveal the displacement of surface atoms
with respect to the expected position in the bulk lattice.
This is shown in Fig. 12.5 for the case of the Au(233)
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Fig. 12.5a–c Crystal lattice relaxation at a vicinal surface: (a) DFT calculations of atomic displacements at the Au(233)
surface. Arrows indicate the relative magnitude and direction of the atomic relaxation with respect to the fcc bulk crystal
position. (b,c) Damping of the atomic relaxation away from the steps, parallel (see atom numbering in (a)) and per-
pendicular to the surface, respectively. Solid lines fit the DFT data (dots) assuming a force-dipole potential model to
calculate atomic relaxations. Dashed lines fit x-ray diffraction data (not shown) using the same force-dipole model.
(Figures reprinted with permission from [12.17]. Copyright 2010 by the American Physical Society)

crystal [12.17], and analogous results are obtained for
other surfaces [12.18, 19]. In the side-view sketch of
Fig. 12.5a, the arrows indicate the direction in which
atoms relax with respect to the ideal fcc lattice, and their
length represents the relative magnitude of such atomic
displacement, affecting all atoms at several outer layers.
The maximum displacement corresponds to the top and
the bottom atom at the step edge (S and C in Fig. 12.1),
which effectively move inwards and outwards of the
nominal fcc lattice. The relaxation effect damps away
from the step in both the surface and the bulk direction
with a similar decay constant, as shown in Fig. 12.5b,c.
In particular, when looking at all T atoms as a whole in
Fig. 12.5a, we note that they move away from the step

edge and against one another, i.e., the terrace becomes
laterally compressed. This leads to the characteristic
core-level shift that will be discussed in Sect. 12.3.

The individual atomic relaxations of the vicinal sur-
face obtained from first-principles DFT can be well
reproduced assuming lines of force dipoles at step edges
and then calculating the linear elastic response of the
atomic lattice. Note that a net torque is exerted at the
step edge, which explains the opposite displacements
shown for S and C atoms in Fig. 12.5a. Solid and dotted
lines in Fig. 12.5b,c, respectively, fit DFT results (dots)
and grazing incidence x-ray diffraction (GIXD) data
from vicinal crystals, using the step-force dipole as a fit-
ting parameter. The latter allows one to experimentally
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estimate the strength QA of the repulsive step–step elastic
interaction U.d/D QA=d2, which arises in the classical
elastic approach of the vicinal surface [12.20, 21].

12.2.2 Step–Step Interactions and Terrace
Width Distribution

In the continuum model, the equilibrium shape of the
surface is driven by the minimum free energy � . In the
case of vicinal planes with monatomic steps, � can be
expressed in terms of the miscut ˛ and as a function of
the temperature T as [12.21, 22]

�.˛/D �0Cˇ j tan˛j
h
C B.T/

akh3
j tan˛j3 ; (12.1)

where �0 represents the surface energy per unit area
of the terraces, ˇ the step energy per unit length, h
the step height, ak the lattice constant at the surface
(Fig. 12.7b), and B.T/ the step interaction term. The
latter includes the so-called entropic interaction g.T/

and the elastic step–step interaction. The entropic term
g.T/ arises due to the inability of two contiguous steps
to cross as they meander on the surface. Step wan-
dering is activated through thermal excitation of kinks,
and hence it is the key ingredient to explain the TWD
that characterizes all vicinal surfaces at thermal equi-
librium. In Fig. 12.6, we show the case of Pt(335) and
Pt.17 18 18/, namely two Pt(111) vicinals with A and
B-type steps, respectively, and different ˛ angles. The
bottom panels show the TWD in each case, resulting
from the statistical analysis performed over a num-
ber of STM images such as those shown on the top
panels. Such analysis immediately renders the average
terrace size hdi and the standard deviation � indicated
in each panel. The TWD peaks close to the expected
value for the respective ideal plane, but it shows a size-
able width and a characteristic asymmetry, which is
more pronounced for the wider hdi D 8:4 nm terraces
of Pt.17 18 18/ [12.14].

On the grounds of the elastic theory described
by (12.1) and assuming step meandering through
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Fig. 12.7a,b Terrace width distribution variation in
a curved crystal: (a) evolution of the TWD histogram
as a function of the mean terrace width hdi measured
in the A-side of a curved Pt(111) sample. Horizontal
stripes correspond to individual histograms with the
probability shown in gray scale. The white dotted line
tracks histogram maxima, suggesting a gradual change of
the statistical function from WS-1 at small hdi to WS-4
at large hdi. The diverse WS functions are represented
in (b) [12.14] I

thermally activated kinks, TWDs are expressed
through mathematical functions called “Wigner sur-
mise” [12.23]. The specific d-dependent Wigner sur-
mise is defined by the order parameter %, depend-
ing on the nature of the step–step interactions. For
elastic-like step repulsions following U.d/D QA=d2, the
%D 4 Wigner surmise should explain the TWD at all
miscuts [12.23]. However, the latest experiments per-
formed on curved crystals point to a smooth variation
from %D 1 (attractive step interaction) to %D 4 (repul-
sive elastic), as a function of the miscut ˛ [12.14–16].
In Fig. 12.7, we show the TWD for vicinal Pt(111) sur-
faces with A-type steps, measured by STM on a curved
crystal sample [12.14]. Horizontal stripes represent the
individual TWDs obtained at the indicated mean terrace
width hdi D h= sin˛, plotted against the normalized co-
ordinate d=hdi. A clear shift of the TWD maximum
from d=hdi � 0:8 to d=hdi � 0:94 is observed when
moving from large to small hdi values. Such a shift can
only be accounted for by assuming a Wigner surmise of

tan α

γ
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αw (dw) ααn (dn) dn dndw

γunrec

20 nm

a) b)

Faceting

Fig. 12.8a,b Phase-competing structural model of faceting in vicinal Au(111): (a) the surface free energy for recon-
structed and unreconstructed Au(111) surfaces. The dotted line joins inflexion points in both curves, defining a region
(shaded area) at which phase segregation into dw and dn phases is energetically optimal. (b) STM image of the Au(566)
surface showing large dw and dn phases [12.4]
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12.2.3 Faceting

Vicinal surfaces with terrace reconstructions, such as
the herringbone in Au(111), generally exhibit faceting
or step bunching instabilities at critical miscuts [12.20,
22]. This can also be explained through (12.1), by as-
suming the existence of two competing phases, i.e.,
vicinal surfaces with reconstructed terraces of � rec0 and
step-formation energy ˇrec, versus a second phase de-
fined by strained, unreconstructed terraces with �unrec0 >
� rec0 and low step energy ˇunrec < ˇrec. As is schemati-
cally represented in Fig. 12.8a, the surface free energy

in each case will generally exhibit a local minimum, or
inflection point at distinct ˛w (corresponding to recon-
structed dw-wide terraces) and ˛n (corresponding to un-
reconstructed dn terraces). Therefore, for a macroscopic
˛w < ˛ < ˛n, the minimum free energy is achieved
through a weighted sum of dw and dn phases (facets),
as is schematically depicted in the bottom of Fig. 12.8b,
and, in fact, observed in Au(566) (Fig. 12.8b, top). This
phenomenon, which strongly affects vicinal Au(111)
surfaces with both A and B type steps, will dra-
matically influence the electronic states, as discussed
below.

12.3 Surface Core-Level Shifts at a Vicinal Surface

Core-level spectroscopy is widely utilized to assess
changes in the chemical environment of atoms through
energy shifts. The simplest case is that of the crystal
surface, where the reduced atomic coordination with re-
spect to the bulk manifests in its characteristic surface
core-level shift (SCLS). Although many-body (also
called final state) effects are also important [12.24], the
SCLS is generally explained by the different filling of
electron bands at the surface with respect to the bulk,
which in turn is caused by the band narrowing asso-
ciated to the lower atomic coordination. If the band is
nearly filled, its center of gravity is below the Fermi
energy. Therefore, band narrowing leads to further elec-
tron filling (reduction), and the surface core level will
shift to a lower binding energy. If the band is nearly
empty, band narrowing will lead to electron depletion
(oxidation), and hence to a SCLS towards higher bind-
ing energy. The central panel of Fig. 12.9 displays the
Pt 4f core-level spectrum measured from Pt(111) with
high-resolution photoemission. Pt possesses an almost
filled d-shell, and hence band narrowing leads to the
observed surface peak (T) shifted by� 0:4 eV to lower
binding energy with respect to the bulk peak (B).

At a vicinal surface, new atomic coordinations ap-
pear at step sites, namely the corner C and step S
(Fig. 12.1b), which are thus expected to lead to dis-
tinct SCLSs. In practice, core-level emission from both
C and S atoms has been resolved in W and Rh vicinals
only [12.6, 25]. Both W and Rh have the d-band cen-
ter below EF, and hence a progressive shift to a higher

Fig. 12.9 Surface core-level shift in flat and vicinal
Pt(111) surfaces: Pt 4f core-level photoemission spectra
from Pt(111) (center), as compared to spectra measured
from Pt(335) (top) and Pt(355) (bottom). Dotted linesmark
the emission from T surface atoms, which shifts towards
the bulk B line at the vicinal surface [12.14] I

binding energy is consistently observed from B to C, T ,
and S (Fig. 12.2c). A notable feature that is common to
all vicinal surfaces examined so far is the subtle shift
observed in the surface T peak when going from flat
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Fig. 12.10a,b Pt 4f peak scan across curved Pt(111) (˛-scan): (a) Pt 4f core-level emission intensity plot represented
against the step density 1=d, as measured in a c-Pt(111) crystal. The surface peak shows a characteristic 1=d-dependent
shift to higher binding energy (positive T-shift), reflecting that the tensile stress at the vicinal surface, in average, is being
relieved. (b) Average compressive strain of surface atoms as deduced from the T peak shift (filled symbols) and using an
effective coordination model (solid-dashed line). Results are compared to DFT calculations (open symbols) [12.14]

to vicinal surfaces [12.6, 14, 25]. The case of Pt(111)
vicinals is shown in Fig. 12.9. The Pt 4f T emis-
sion of Pt(335) and Pt(355) reveals a � 50meV shift
with respect to the T peak in the Pt(111) surface. This
small effect has been investigated in more detail using
a curved Pt(111) crystal, in which the density of steps
is smoothly varied. The result is shown in the core-level
scan of Fig. 12.10a. The image is made of 15 differ-
ent spectra, systematically recorded across the curved
surface (˛-scan). Taking the center of the crystal as
a reference, the ˛-scan allows one to visualize a con-
sistent and symmetric shift to a higher binding energy
in both Pt 4f5=2 and Pt 4f7=2 surface core-level lines as
a function of the step density 1=d. Since the main con-
tribution to this peak originated from terrace T atoms,
this 1=d-dependent shift is called a terrace shift.

The terrace shift is the spectroscopic signature
of the surface layer relaxation of the vicinal surface
sketched in Fig. 12.5. Such relaxation becomes more
pronounced as the density of steps 1=d increases, such
that the T peak shifts towards the bulk B peak. This
connection between core-level energy and relaxation
has been proven in first-principles calculations [12.14].
Substantial core-level energy variations appear in the
terrace T atoms depending on the local degree of
strain with respect to the fcc lattice. The T peak in
Figs. 12.9 and 12.10 is thus made by contributions from
the differently-relaxed T atoms of Fig. 12.5. As dis-
cussed earlier, steps allow terrace T atoms to partially
relieve their tensile stress by compressing against each
other. Such compression results in the larger overlap of
wave functions with neighboring atoms, and hence to
an effectively enhanced coordination [12.26]. Since the

compression is larger for T atoms closer to step edges
(Fig. 12.5), this explains the shift of the T peak towards
the B peak as the step spacing d decreases. Moreover,
an effective coordination model can be utilized to di-
rectly determine the average compressive strain of T
atoms from the measured T core-level energy [12.14,
26]. The result is shown in Fig. 12.10b. It agrees with
the lattice strain determined in both first-principles
calculations and surface x-ray diffraction experiments
(Fig. 12.5b,c).

The evidence that surface core-level energies mir-
ror lattice strain variations at the surface can be of great
help to investigate relevant processes in which sub-
strate stress is a key parameter, such as catalytic reac-
tions [12.27]. Although the expected core-level energy
shifts are small, experiments on curved crystals may
facilitate their accurate determination. In Fig. 12.11a,
we show the ˛-scan of the C 1s for the CO-saturated
c-Pt(111) surface. The Ttop C 1s line for CO adsorbed
on top of terrace atoms exhibits a terrace shift, although
it goes in the opposite direction to that of the Pt 4f in
Fig. 12.10, i.e., toward low binding energy. In reality,
both shifts originate from the same stress-relief effect of
surface steps, but their opposite direction indicates that
the Pt(111) surface stress has changed sign upon CO
saturation, that is, the negative shift of Fig. 12.11a indi-
cates that the CO saturated Pt(111) terrace is submitted
to compressive stress [12.28], in contrast to the tensile
stress of the clean Pt(111) surface.

Changes in the lattice strain also occur during the
spontaneous relaxation of high symmetry planes, e.g.,
in Au(111), where the (111) surface atomic plane forms
a herring-bone reconstruction, characterized by a 4%
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Fig. 12.11a,b Core-level ˛-scans for CO-covered c-Pt(111) and faceted c-Au(111): (a) ˛-scan of the C 1s level for a c-
Pt(111) crystal saturated with CO. The negative Ttop shift suggests that compressive stress diminishes from the CO-
covered (111) plane to the CO-covered vicinal surface [12.14]. (b) Negative T shift in the Au 4f7=2 ˛-scan performed
on a c-Au(111) surface. This is explained by the reduction of the atomic density in unreconstructed (111) terraces that
progressively appear beyond � 4ı

larger atomic density with respect to the bulk (111)
plane. In vicinal Au(111), (111) terraces exhibit herring-
bone-like patterns at low miscut angles, but the recon-
struction is progressively suppressed across the 4�10ı
faceting transition. In Fig. 12.11b,we show the˛-scan of
Au 4f7=2 performed on the B-step side of the c-Au(111)
surface (Fig. 12.8b). From the high-symmetry (111) sur-
face and for small miscuts, the T peak exhibits a sub-
tle shift to higher binding energies as a function of ˛,

similar to c-Pt(111), due to the stress-relief effect of
the steps. However, the terrace shift is reversed around
3:5�5ı at the threshold of the faceting transition shown
in Fig. 12.8b. In fact, beyond � 4ı, wide, densely-
packed reconstructed terraces are smoothly replaced by
narrow, unreconstructed Au(111) terraces with lower
atomic density. The lower binding energy T shift is
mostly due to the increasing presence of this second
phase featured with terraces of higher tensile stress.

12.4 Surface States at Vicinal Noble Metal Surfaces

The (111) surface of noble metals is characterized by
a projected bulk band gap that binds 2-D surface elec-
tronic states. These can be derived in a very intuitive,
yet accurate way assuming a 1-D quantumwell (QW) in
the bulk z-direction [12.29]. As depicted in Fig. 12.12,
such a 1-D QW is defined by the bulk band gap on
one side and the vacuum potential barrier on the other.
QW energy levels correspond to a series of 2-D elec-
tronic states located, according to their expected value
hzi, at an increasing distance from the surface, which

makes them sensitive to surface scatterers at a differ-
ent degree [12.30]. The nD 0 QW level, also called the
intrinsic or Shockley state, is located close to the out-
ermost atomic layer, and hence it is highly sensitive to
surface impurities or structural defects such as atomic
steps. As we move to higher lying states of the series,
the so-called image potential states (n 	 1) are located
farther away from the surface, being perturbed only by
the possible distortion of the vacuum level around such
defects (Fig. 12.2a [12.31, 32]).
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The step superlattice in a vicinal surface repre-
sents an additional nanoscale potential that adds to
that of the atomically flat surface. The dipolar fields
originated at the undercoordinated edge atoms give
rise to fully anisotropic, 1-D rows of periodic poten-
tial barriers. Understanding the effect of such peri-
odic potential barriers on surface electrons is relevant
from two different perspectives: on the one hand, it
will affect electron-mediated phenomena such as ad-
sorbate interactions, [12.33, 34] self-assembly, [12.35,
36] and chemical reactions [12.37–39]. Even the su-
perlattice stability itself can be entangled to the final
electronic structure either via electronic step–step inter-
actions, [12.40, 41] or the induction of energy gaps at
the Fermi level [12.42]. On the other hand, the combi-
nation of a 2-D nearly free electron gas in the presence
of a 1-D superlattice potential grid provides a perfect
scenario for modeling electronic confinement and su-
perlattice band engineering.

The following subsections are focused on the inter-
action of Shockley states of (111) noble metal surfaces
with monatomic steps, gradually increasing complexity
from isolated pairs of steps, to simple step arrays, faceted
vicinals, and, finally, to heterogeneous superlattices.

12.4.1 Electron Confinement in Isolated Step
Resonators

Quantum electron confinement on metallic surfaces was
elegantly demonstrated in pioneering atomic manipula-
tion experiments performed by STM [12.43, 44]. The
possibility of fabricating quantum corrals of different
geometry and chemical nature by moving atoms one
by one boosted research on electron confinement phe-
nomena, providing simple model cases for quantitative
studies of the QW resonator parameters, [12.44, 45] and
for the exploration of more exotic phenomena such as
the quantum mirage and invisibility [12.46, 47].

Similar quantum resonators can also be fabricated
in a pristine surface using the intrinsic potential barriers
of monatomic steps. Indeed, atomic and vacancy islands
constitute effective 2-D resonators, similar to atomic
quantum corrals, as shown in Fig. 12.13 [12.48]. An
advantage of using steps instead of adatoms is that one
can build simple 1-D resonators out of parallel steps,
which can be simulated with analytical multiple scatter-
ing models. Bürgi and coworkers exploited this concept
by artificially inducing straight parallel steps by con-
trolled tip crashes and using the Fabry–Pérot model
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Fig. 12.13a–d Electron confinement inside a step resonator: (a) topographic STM image of a triangular, monatomic
vacancy island on an Ag(111) surface. The length of the edges is 20 nm. (b) dI=dV spectra acquired on the flat terrace
(red) and at the center of the island (black). Quantization of the Shockley band gives rise to sharp peaks in the latter.
(c) dI=dV map acquired at the energy of the quantum-well state at C172mV, marked with an arrow in (b). (d) Multiple
scattering that gives rise to quantum-well states inside the resonator

to analyze resonances [12.49]. The scattering coeffi-
cients extracted from this analysis indicated that steps in
isolated resonators behave as quasi-infinite hard walls
with negligible transmission. Reflection was shown to
be significantly reduced by scattering into bulk states,
which in the model appeared as an effective absorption.
The results also revealed strongly asymmetric potential
barriers that led to larger reflection coefficients for the
step descending direction.

A weakness of the Fabry–Pérot model is that trans-
mission depends on the wave function phase shift at the
resonator barriers. This is determined by fitting the tail
of the resonance in this region, which can be hindered
by step-related local-density-of-states (LDOS) features
and uncertainties in the precise barrier position. In
order to directly address transmission coefficients, Yaz-
dani and co-workers designed a different experiment
consisting in measuring the energy-dependent LDOS
modulation of the continuum electron gas outside the
resonator [12.50]. For leaky barriers, transmission an-

tiresonates at the QW energies, resulting in dips in the
LDOS outside the resonator. Then, an analytical multi-
ple scattering model can be applied to relate the energy
modulation of the LDOS with the transmission coeffi-
cient [12.50].

In Fig. 12.14, this method is applied to investigate
the transmission of Shockley states across steps on the
Ag(111) surface [12.13]. The topographic image shows
a step resonator that consists of a d D 57Å wide ter-
race, surrounded by two larger terraces. Transmission
measurements are carried out on the right terrace. Its
width, dD 1220Å, is well above the coherence length
of Shockley states near the Fermi level, [12.51] the
maximum distance where phase coherence of incom-
ing and scattered waves permits quantum interference.
Quantization effects can, therefore, be excluded here.
Conductance (dI=dV) spectra acquired along a line that
crosses the resonator reveal the different LDOS corre-
sponding to the resonator and the semi-infinite terrace:
coherent scattering at the two steps results in discrete
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Fig. 12.14a,b Transmission across isolated steps: (a) topographic image of a step resonator of dD 57:5Å (top), profile
along the green line (center), and color scale dI=dV spectra acquired along the same line (bottom). (b) dI=dV spectra
spatially averaged over the resonator (blue) and over the large terrace on the right (red). A background spectrum acquired
at the center of a large terrace has been subtracted to all spectra in order to remove features related to the DOS of the
infinite terrace and the tip [12.13]

electronic levels (dashed lines) separated by forbid-
den energy gaps in the resonator terrace. Outside the
resonator, scattering at a single step gives rise to quasi-
particle interferences that spatially modulate the LDOS
over the continuum of energy. Energy modulations due
to such interferences are best detected by getting rid
of spatial modulations, either averaging spectra in real
space or by performing the Fourier transform. Fig-
ure 12.14b shows the spatial average on the resonator
(dashed lines) and on the right terrace (solid lines). The
curves have been normalized by subtraction of a ref-
erence spectrum obtained far away from scatterers, in
order to remove the density-of-states (DOS) onset of
the noninteracting surface state and any contribution
from the tip DOS. The normalized dI=dV curve is flat,
without any sizeable dip at the resonant energies of
the QW states (dashed vertical lines), indicating that
transmission of Shockley states across isolated steps is
negligible, in agreement with the Fabry–Pérot analy-
sis [12.49]. An upper limit of T < 0:3 (i.e., jTj2 < 0:1)
can be estimated by fitting the normalized fast Fourier
transform (FFT) intensity with the analytical function
developed in [12.50] (not shown here).

In summary, STM studies of surface electron con-
finement within isolated step resonators on Ag(111) re-
veal that monatomic steps lead to asymmetric upward-
s/downwards scattering with negligible lateral transmis-
sion and significant absorption via coupling to bulk
states. Similar studies on quantum corrals built by

adatoms of different nature on other noble metal sur-
faces suggest that this is a general behavior, i.e., insen-
sitive to the type of scatterer [12.52–54].

12.4.2 Superlattice Bands in Coupled Step
Resonators

A vicinal surface can be conceived as a self-assembled
periodic array of step resonators. Depending on the
electron coupling strength between contiguous res-
onators, the resulting surface electronic structure will
consist of either an array of noninteracting QW states
or of propagating superlattice bands. Both cases are
schematically depicted in Fig. 12.15a.

In strong contrast to the total electron confinement
probed by STM on isolated step resonators, a vast num-
ber of studies demonstrate that surface electrons on
vicinal surfaces propagate across steps and behave as
superlattice states [12.4, 5, 8, 13, 42, 55–66]. These are
mainly based on the analysis of ARPES measurements,
where band perturbations such as energy shifts, back-
folding and gap opening can be readily observed. Such
parameters can be related to the step-barrier strength,
periodicity, and scattering coefficients by fitting the
bands, e.g., with the periodic Kronig–Penney potential
model (Fig. 12.15b) [12.5, 64, 67]. Figure 12.15c is an
illustrative example of the electronic structure of a vic-
inal Au surface, Au(788), where the free electron-like
parabola of the flat (111) terrace is split into subbands
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Fig. 12.15a–d Surface states at vicinal surfaces: (a) decoupled and coupled resonators confining QW states and giving
rise to superlattice bands, respectively. Kronig–Penney potentials with barrier strength U0 b and periodicity d are de-
picted below each case. (b) 1-D band structure of a free electron gas (black), superlattice states (red), and QW states
(blue). (c) ARPES data of a Au(788) vicinal surface, with dD 39Å, exhibiting superlattice bands, in inverted gray scale.
The second derivative of the photoemission intensity is used to enhance the peak maxima, which explains the (bright)
depression around the band. (d) Energy shift of the band bottom as a function of superlattice periodicity obtained from
the ARPES data measured on curved Au, Cu, and Ag crystals [12.8]. Colored lines are fits of the data with the Kronig–
Penney model (12.2), and the black line represents the hard-wall case

separated by small gaps. The red curves are a fit of
the Kronig–Penney bands, from which the step-barrier
strength U0 b and periodicity d can be derived. The
spectral weight of each subband is dominated by the
zero-order Bloch component that follows the nonper-

turbed parabolic dispersion, minimizing the contribu-
tion of the nD 2 and nD 3 folded subbands in the first
Brillouin zone [12.68].

A more reliable way of obtaining U0 b resides on
varying the miscut angle of the vicinal surface to ana-
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Fig. 12.16a–c Analysis of the Fourier components of the surface states through kx–kz diffraction plots: (a) The bottom
part sketches the exponential decay of the surface state wave function towards the bulk for QW states confined in
(111) terraces (green) and superlattice states propagating along the macroscopic plane (red). In the kx–kz plot on the
top, corresponding rods represent the momentum distribution of the decaying waves, peaking at the L points. For QW
states, Fourier components spread along the [111] direction, whereas for superlattice states, vertical rods locate at kx D
.2nC 1/ =d (n integer), i.e., the superlattice zone edge boundaries. (b) Photon-energy-dependent band dispersions for
a curved crystal at a position where dD 71Å. Vertical lines mark zone-boundary edges of the step superlattice. Free-
electron-like dispersion curves (red) that fit data are included. (c) kx–kz diffraction plots for several points of a curved Au
crystal. Red data belong to lattices that exhibit split bands, where band minima are determined by parabolic fitting and
the point size correlates with the ARPES intensity. Blue data points correspond to lattices where a double band cannot
be resolved, and kx data are determined from intensity maxima. In this case, split rods are not perfectly resolved around
the intermediate kz values, although alignment along the [111] direction never occurs [12.13] I

lyze the band bottom energy shift with respect to that
of the flat surface, namely the terrace shift as a function
of d: �E.d/D E.d; kD 0/�E0. For that purpose, the
continuous tunability of d offered by curved surfaces
turns out to be extremely useful, enabling the acquisi-
tion of systematic, high data density plots such as the
one shown in Fig. 12.15d [12.8]. Here, �E.d/ obtained
for the Shockley state on curved Au(111), Cu(111), and
Ag(111) crystals are plotted and fitted to the Kronig–
Penney relation [12.8]

�ED 2„2
m�

1

d2

�
tan�1

�
q0
q

��2
; (12.2)

where q0 D .m�=„2/U0 b and qD
p
.2m�=„2/.E�E0/.

Both E0 and m� are obtained from fitting the parabolic
dispersion on the flat region of the crystal, whereas
U0 b is left as the only fitting parameter in (12.2).
A single value U0 b holds for each crystal at all d
regimes, except in Au, where the interplay between
steps and the surface reconstruction results in com-
plex relaxations and faceted regions (Sect. 12.2.3). The
largest barrier strengths correspond to Au, ranging from
2:0 to 3:7 eVÅ depending on step density and type,
then Cu with 1:7 eVÅ, and Ag presents barriers as
low as 0:6 eVÅ. Such differences can be scaled with
variations in the step dipole moment of each crys-
tal, as suggested by partial comparative measurements
in surface-vacuum [12.63] or surface-electrolyte inter-
faces, [12.69] supporting the electrostatic origin of the
step barrier.

An alternative proof of the superlattice nature of
the wave functions in the whole energy region explored
with curved crystals is provided by the direction of the
plane that defines its 2-D character, also called mod-
ulation plane. QW states are terrace modulated, i.e.,
with the bulk decaying tail perpendicular to the (111)
direction, whereas superlattice bands are step modu-
lated, i.e., propagating along the macroscopic surface
plane and hence exhibiting a decaying tail perpendicu-
lar to it (Fig. 12.15a). In reciprocal space the oscillatory

damping towards the bulk, with fundamental frequency
kL D

p
3 =a, gives rise to a broad spectral momentum

distribution along the decaying direction that peaks at
the L points [12.13]. Taking the parallel direction to the
vicinal surface plane and perpendicular to the steps as
the x-direction, the two cases are represented as cigar-
shaped rods in the kx–kz cut of Fig. 12.16a, also called
kx–kz diffraction plot for its resemblance with the low-
energy electron diffraction (LEED) analysis of vicinal
surfaces [12.70]. The spectral rods of terrace-modulated
states spread along the [111] direction, whereas those of
step-modulated states appear vertically aligned at kx D
.2nC 1/ =d (integer n), the superlattice zone edges.
This spectral distribution can be elegantly probed by
scanning the photon energy in ARPES measurements,
i.e., by sweeping the Ewald sphere across the reciprocal
space. The latter is shown in Fig. 12.16b for the curved
Au crystal at a position of dD 71Å. By a parabolic fit-
ting of the data, disregarding superlattice minigaps for
simplicity, one can extract the position and intensity of
the band bottom. These are represented in the diffrac-
tion plots of Fig. 12.16c, the dot size being proportional
to the intensity. The vertical umklapp rods indicate that
the Shockley state is clearly step modulated for peri-
odicities as large as dD 108Å, and similar results are
obtained with the curved Ag crystal for values of d up
to 180Å [12.13]. The slight deviations found for some
points at the largest d values (blue points) appear to be
a consequence of the terrace width distribution (TWD,
see Sect. 12.2.2), which is expected to lead, in analogy
to LEED, to broadening and effective overlap of con-
tiguous reciprocal lattice rods .2nC 1/ =d. One can,
therefore, conclude that Shockley states on vicinal sur-
faces behave as propagating superlattice states all the
way from rather small periodicities (d � 10Å) up to
the largest values that can be reliably probed in ARPES
(d D 100�200Å), i.e., up to the limit set by natural
TWD broadening in step arrays.

The above scenario is not compatible with the tran-
sitions from superlattice to QW states proposed in
previous studies on single-miscut vicinals. Those were
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attributed to different mechanisms, such as a transition
from deeper lying surface resonances to true surface
states, [12.5] the depopulation of surface states, [12.72]
or lattice disorder at the proximity of the Fermi nest-
ing period dD �F=2 [12.42]. The fundamental role
of lattice disorder in the induction of confined states
was recently confirmed at the local scale by STM

measurements in regions with significant disorder, re-
vealing the coexistence of 1-D QW states and superlat-
tice 2-D bands, as can be seen in Fig. 12.17 [12.71,
73]. In general, as we vary the miscut angle, com-
plex electronic phenomena may emerge, in parallel to
the also complex structural variations that real vicinal
surfaces exhibit. However, all experiments in curved
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Fig. 12.17a–c Coexistence of 1-D QW states and 2-D superlattice bands: (a) dI=dV spectra acquired by STM along
the white line indicated in the topographic image displayed at the top (the topographic profile is added right below it).
(b) Energy shift (normalized by d2) of the lateral 1-D resonances, obtained by fitting the spectra in (a) with Lorentzian
peaks. Data are compared to the 1-D hard-wall potential expectation (line). Values obtained at different terraces are
plotted in different color. (c) Individual dI=dV spectra extracted from the set of (a) (vertical lines). Both spectra exhibit
clear 1-D resonant peaks. The onset of the dispersing 2-D state (E2D

0 ) is only visible in the spectra of the smaller terrace
(green curve), where it does not overlap with the 1-D resonant peaks [12.71]

crystals with reasonably ordered, coherent step lat-
tices exhibit Shockley bands that can be interpreted
within a simple Kronig–Penney model, using a sin-
gle value of the step barrier for all miscut angles
at experimental reach. Interestingly, this step barrier
can be manipulated by decorating the step superlat-
tice with metallic and molecular wires and stripes. One
can tune the step-barrier strength and even invert the
sign from repulsive to attractive, [12.74] switch from
macroscopic to (111) terrace modulation plane [12.75],

or passivate the dipole to make the step transpar-
ent [12.76].

12.4.3 Electronic States in Faceted Surfaces

The surface electronic structure becomes rather com-
plex at vicinal surfaces that exhibit periodic faceting.
As discussed above, faceting is triggered by the recon-
struction of the high-symmetry plane of the terraces.
This is the case of vicinal Au(111) surfaces with miscut
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Fig. 12.18a,b Shockley bands in faceted Au(111) surfaces: (a) photoemission intensity maps measured with 43 eV pho-
ton energy in the B-type side (left panel) of the c-Au(111) surface at 6:9ı miscut angle; dw and dn surface bands appear
superimposed. Solid lines are guide-to-the-eye parabolic functions that agree to the periodic faceting. The right panel
corresponds to bands at the A-side of the crystal measured at 6:4ı miscut angle. The surface band splits into a quasi-1-D
state (low energy) and a 2-D band (high energy). (b) Calculated photoemission intensity maps for B- and A-type faceted
surfaces (left and right panels). For the B-side we assume 30 small dn D 14Å terraces embedded between two facets
made up of 30 large dw D 30Å terraces. For the A-side we consider a periodic succession of six small dn D 14Å terraces
and a single dw D 40Å terrace [12.4]

angles between � 4ı and � 10ı, which exhibit peri-
odic faceting that results in a hill-and-valley structure
of wide (dw D 31�41Å) and narrow (dn D 13�14Å)
terraces. As shown in Fig. 12.3c, for A-type steps, the
dw phase is characterized by a single terrace, while the
dn phase consists of several steps [12.4, 5, 77]. There-
fore, a periodic superstructure with lattice constantDD
dwCm�dn arises, wherem depends on the local miscut
angle. For B-type steps, bunches of terraces are formed
in both dw and dn phases, resulting in much larger
D periodicity (Fig. 12.8b). Due to faceting, Au(111)
Shockley states split into low (EB D 0:45 eV) and high
(EB D 0:29 eV) energy bands for dw and dn phases,
respectively. For B-type steps, with large dw and dn
phases, dw and dn states are decoupled, whereas the
single dw terrace in A-type faceting allows dw and dn
bands to hybridize, leading to a complex band struc-
ture [12.5]. Such A=B faceting differences are readily
observed when monitoring the evolution of the Shock-
ley state on the curved Au(111) sample [12.4, 12]. At
the upper and lower onsets of faceting, both A and B ex-

hibit free-electron-like bands folded with gw D 2 =dw
(as in Fig. 12.2b) and gn D 2 =dn umklapp vectors, re-
spectively. In Fig. 12.18a, we show the characteristic
spectra taken at ˛ miscuts within the faceting region
in both A and B sides (�6:4ı and 6:9ı). At the B
side, with no dw–dn interactions, independent dw and dn
bands appear superimposed. In contrast, on the A-side
the dw–dn interaction leads to a coherent band struc-
ture, made of 2-D (dispersing) band features with the
characteristic 2-D�kx D 2 =D umklapps near EF, plus
a (weakly dispersing) 1-D quantum-well-like state split-
off at EB D 0:4 eV [12.4, 5].

Despite the apparent complexity of band structures
of Fig. 12.18, these can be well reproduced within
the same free-electron-like plus step-barrier-potential
framework discussed for simple step lattices. However,
the photoemission matrix element must be accounted
for in order to disentangle experimental observa-
tions [12.4]. The simulated photoemission intensity
maps shown in Fig. 12.18b were calculated within the
dipolar approach, assuming free-electron waves as final
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to the step array on the local surface plane for (a) c-Au(111) and (b) c-Cu(111) surfaces. Differences stand out at a critical
� 5�7ı miscut range. In c-Au(111), faceting occurs with a characteristic kF oscillation in both dw and dn phases. In c-
Cu(111), no apparent instabilities are observed at EF

states and Shockley states as initial states [12.78]. The
latter are free-electron-like parallel to the steps, while
in the kx-direction they scatter with a periodic 1-D step
potential that mimics the faceted superstructure. Using
the step-barrier potential width U0 D 2Å and height
bD 1 eV (in agreement with Fig. 12.15d), effective
mass m� D 0:27me, and reference energies of terraces
E0.dw/D�0:53 eV and E0.dn/D�0:42 eV, the model
fits the experimental bands in the top panels for both
A and B-like superlattices. Blue and red colors are
assigned to electronic states with higher probability at
dw and dn facets, respectively. The simulation validates
the wave function model for the A-type superstructure
sketched in Fig. 12.3. The weakly dispersing quan-
tum well state at EB D 0:4 eV appears connected to
electron confinement into single dw terraces, whereas
the higher-lying 2-D band manifold corresponds to
wave functions that are strongly modulated within dn
nanofacets [12.4, 5].

A closer look at ARPES experiments and simula-
tions of Fig. 12.18 reveals the existence of peculiar
Shockley state modulations near EF. At the lower � 4ı
onset, we notice that dw bands nest at the Fermi en-
ergy with kF D  =dw vectors. In fact, a superlattice gap
opens up for dw bands around EF, as shown in the model
calculation for B-type steps. In this panel, we also ob-
serve that, despite their different energy and periodicity,
Shockley bands of both dn and dw phases exhibit the
same Fermi wave vector kF D  =dw. Such kF coinci-
dence for dn and dw phases appears as a characteristic
property for Au faceting, since it is also present in
the more coherent A-type faceted superstructure. This
can be readily visualized in the ˛-scan of the Shockley

state for the c-Au(111) crystal, which is compared with
the corresponding ˛-scan of the c-Cu(111) crystal in
Fig. 12.19. Each image represents the photoemission in-
tensity at EF, at fixed ky D 0, along kx (perpendicular to
the steps), and across the curved surface. The two dark
spots at ˛ D 0 mark ˙kF values of the Shockley state
in the (111) surface, which are similar for both Au(111)
and Cu(111). The pair of oblique kF-lines that split from
each ˛ D 0 point are superlattice umklapps. For a reg-
ular step array with a linearly-dependent step density
1=d, such as that of c-Cu(111), opposite kF lines cross at
a critical (� 7ı) miscut, where the 1-D Fermi surface is
nested with step-lattice vectors. On Au(111), however,
the faceting transition prevents the kF line crossing, i.e.,
the nesting of the Fermi surface in the kx-direction. In-
stead, a 2kF-wide neck-like feature opens up at N� and
across the faceting region, for both steps A and B.

Although it is clear that the herringbone recon-
struction of the Au(111) plane is the driving force in
faceting, specific dw and dn values might be partly ex-
plained by the interplay with the electronic states [12.4].
The 2kF neck of Fig. 12.19 indicates that both dw and
dn phases share a characteristic Fermi wavelength. This
property appears to be rather intriguing. In reality, the
photoemission data and the model shown in Fig. 12.18
indicate that the step superlattice gap lies at the Fermi
energy for the dw phase in B-type faceting. This may, in
fact, suggest that a charge-density wave-like instability
with critical  =dw wavelength may occur around dw,
as discussed long ago [12.81]. Such a possibility has
been evaluated by comparing elastic (12.1) and elec-
tronic energy variations in vicinal noble metal surfaces
as a function of miscut [12.8]. The size of the step su-
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Fig. 12.20a–c Electronic structure modification of the Ag=Cu(223) system: (a) graphical representation of the evolution
of Ag=Cu(223) with increasing Ag coverage (	Ag). Ag stripes (gray overlayers on the Cu substrate) grow in width (wAg),
creating a step-bunching effect underneath them. The depletion of steps at neighboring clean Cu stripes increases the
average terrace size inside the stripe, changing the local nanofacet orientation. (b) Photoemission gray scale plots (darker
color corresponds to more intense features) of the surface states as a function of photon energy for pristine Cu(223) (left),
0:40ML Ag (middle), and 0:60ML Ag (right). The white vertical lines mark the center minima of the states. For best
visualization, the Fermi step has been removed from the data and the photoemission intensity scaled to a common
range. (c) kx–kz diffraction plots for the three cases shown in (b). Data points line up at different angles, ˛ and ˇ, which
correspond to the average direction in the respective Ag-free Cu nanofacet (˛ for 0:4ML and ˇ for 0:6ML) [12.79, 80]

perlattice gap, i.e., the strength of the step dipole barrier
becomes a key property. For Ag(111), where the bar-
rier is too small, electronic energy variations are not
significant, but for Au(111) and Cu(111), electronic en-
ergy instabilities are much larger. On Au(111), these
can stabilize a particular lattice spacing (dw) around
the faceting transition. On Cu(111), nesting and gap-
ping of the Shockley state could, in fact, explain the
TWD instabilities observed around the � 7ı critical
miscut [12.8].

Surface reconstructions can generally be induced by
small amounts of adsorbates. Therefore, adsorption on
a vicinal surface may also lead to a faceting transition,
i.e., to the segregation of adsorbate-covered (recon-
structed) and adsorbate-free facets. This option opens
the way to the observation of complex surface elec-
tronic states with potential tunability, by simply modi-
fying the coverage of the adsorbate in the submonolayer
range. This is the case of Ag on vicinal Cu(111) [12.5,
65, 79, 80, 82]. By varying the Ag coverage, the sur-
face morphology presents structural tunability due to
Ag-induced periodic faceting of the Cu substrate. In
particular, Ag close-packed stripes have a preference
for the (112) orientation, since this allows substrate/ad-

sorbate lattice matching, providing an efficient way to
relieve the surface stress. Ag-covered and clean Cu self-
assembled nanostripes appear aligned along the step di-
rections, generating coverage-dependent hill-and-valley
structures (Fig. 12.20a). By increasing the Ag cover-
age the clean Cu facets are progressively depleted of
steps, until Ag-free Cu areas become (111)-oriented na-
nostripes. Consequently, the Ag coverage has a direct
influence on both the Ag and Cu stripe widths and on
the local, vicinal angle of the clean Cu facet.

Laterally-modulated Ag and Cu phases are both
featured with Shockley states. However, in contrast to
the electronic coupling between phases observed in
faceted Au(111), in the Ag=Cu nanostripe system, the
Shockley state appears confined within each nanofacet.
However, Shockley states still reflect the coverage-
dependent changes of the structure (Fig. 12.20b). In
particular, the binding energy as well as the photo-
electron emission angle from Ag and Cu nanostripes
mirror both the nanostripe size [12.5, 65] and its lo-
cal surface orientation [12.5, 65, 79, 80]. Figure 12.20b
shows that for Ag=Cu(223) the emission angle of the
Cu nanostripe state varies strongly with Ag coverage
and photon energy. The white lines that mark the mini-
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mum position of the Cu-like surface state show smaller
separations between umklapps (two are visible for pris-
tine and 	Ag D 0:4ML). Indeed, the angular separation
between the parabolas decreases with increasing cover-
age, as expected from the progressive increase in terrace
size inside the Ag-free Cu nanofacet. Indeed, when
the coverage approaches 	Ag D 0:6 monolayers (ML)
only (111) terraces remain, so no splitting is observed.
The photon-energy dependence allows a quantitative
kx–kz diffraction plot analysis of the Fourier space for
each superstructure (Ag coverage), in a similar way

as performed for curved crystals (Fig. 12.16). This
plot is shown in Fig. 12.20c. The average (223) direc-
tion is taken as the common kx reference for all the
data, i.e., for the band minima of the selected cover-
ages in Fig. 12.20b. Separate pairs of lines fit each
set of data, showing different line spacings and in-
clinations. Spacing and inclination angle correspond,
respectively, to the step density and orientation of the
local Cu nanostripe, evidencing that electrons photo-
emitted from the Cu facets are referred to its local facet
direction [12.79].

12.5 Quantum Well States in Stepped Thin Films

In past decades, QW states of metal thin films became
widely popular, due to their connection to quantum size
effects in heterostructures, such as magnetic coupling
in multilayers [12.83]. Such vertical QWs arise when
a strong reflection of electron waves at the substrate in-
terface is produced, resulting in electron confinement
in the perpendicular direction of the film, in contrast
to the lateral confinement of Shockley QWs discussed
in Sect. 12.4.1. Therefore, the basic requirement for
a metallic QW to exist is the presence of an elec-
tronic band gap in the crystal substrate at the right
energy and momentum, whereas the film thickness (�)
is the fundamental structural parameter that defines its
energy spectrum [12.83, 84]. Laterally nanostructured
thin-film/substrate systems that exhibit vertical QWs,
such as those that can be grown on vicinal surfaces, may
have potential interest in technology applications [12.2,
3]. Although QWs are bulk-like, their electron wave
function may have an important weight at the surface or
the interface, and hence be influenced by the presence
of surface scatterers such as steps. Thus, the ques-
tion arises whether and to which extent vertical QWs
undergo, as Shockley states do, lateral scattering by
a surface/interface step potential.

The Ag=Au(111) thin-film system exhibits smooth
layer by-layer growth and abrupt Ag=Au interface, both
resulting in sharp QW spectra in ARPES [12.85]. This
is the perfect scenario to test the existence of (poten-
tially small) lateral quantum size effects on vertical
QWs. The spectrum of QWs of Ag films grown on vic-
inal Au(111) surfaces is thoroughly probed in ARPES
experiments using a curved Au(111) sample (#-axis)
and a Ag wedge (�-axis, 7�12ML) grown on top, as
sketched in Fig. 12.21a. Figure 12.21b shows the nD 1
QW spectrum evolution by scanning the Ag wedge at
the Au(111) surface, in the center of the curve. In a �-
scan, one can observe the characteristic upward energy
shift as a function of the Ag layer thickness in the nD 1
QW state. Figure 12.21c shows the in-plane 2-D band

dispersion of the nD 1 QW state at 11:4ML thickness,
together with the Shockley band emission from the sur-
face of the film and near EF. Both the upward shift and
the dispersion undergo strong variations at the stepped
part of the film, as is shown in Fig. 12.22.

The Shockley band of the clean Au(788) surface
(˛ D 3:5ı) is again displayed in Fig. 12.22a, in order to
be directly compared with the electronic states for the
15ML Ag film at the same ˛ miscut. In the latter, the
intense emission at � 50meV below EF corresponds to
the Shockley state at the surface of the vicinal Ag(111)
film. At higher binding energies, one can observe the
entire dispersion of two QW states (nD 1 and nD 2)
and traces of nD 3. The momentum scale is referred
to the local surface normal ˛ D 3:5ı away from the
[111] direction. The dashed lines mark the minima of
QW bands, which coincide with those of surface states
of both the Au(788) substrate and the Ag film sur-
face. Umklapp bands for both surface and QWs have
minimum energies at  =d and 3 =d zone centers, sug-
gesting that both undergo a similar process of scattering
by the step lattice.

To qualitatively assess the strength of the step scat-
tering in the Ag QW, constant energy cuts are compared
for surface states of the Au(788) substrate and the nD 1
QW in a 9ML film in Fig. 12.22c,d. The ky–kx intensity
maps displayed were acquired at E�EF D�0:36 eV for
the surface state and at 120meV above the nD 1 band
minimum for the QW, i.e., the energies at which surface
state and nD 1 QW umklapps, respectively, nest. Con-
stant energy surfaces in both cases consist of a double
ring structure (dashed lines are added as a guide for the
eye) with a depleted intensity around the N�-points, indi-
cating the presence of a superlattice gap. Figure 12.22e
illustrates a typical ˛-scan (equivalent to the #-scan
in Fig. 12.21a) for a 7ML film. For the sake of com-
parison, the zero in the momentum scale refers to the
normal emission with respect to the local surface plane
in each case. A single nD 1 QW band is observed,
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the film is selected along the grown wedge in the� direction, whereas the miscut ˛ varies along the # direction. (b) Film
thickness-dependent shift of QWs for a 7�12ML wedge at ˛ D 0. (c) 2-D band dispersion of the nD 1 and the Shockley
state for the 11:4ML film at ˛ D 0 [12.71]
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wave functions in
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which exhibits the miscut-dependent 2 =d umklapp
characteristic of curved surfaces [12.8]. The quantita-
tive analysis of the step-scattering effect in QWs of the
Ag=Au(111) system is shown in Fig. 12.23a. The se-
ries represents the energy minimum of the nD 1 QW
band at different Ag film thickness and as a function
of the miscut in the A (negative miscut) and B (posi-
tive miscut) sides of the curved crystal. Only small ˛
angles below the faceting transition in the Au substrate
are considered. We observe the characteristic upward
(� 20meV at ˛ D 5ı) terrace energy shift, which barely
depends of the film thickness in the whole 8�13ML
range.

The terrace shift and the superlattice effects (um-
klapp and gaps) shown in Figs. 12.22 and 12.23 prove

the existence of lateral step scattering in metallic (verti-
cal) QWs, quantitatively and qualitatively similar to that
observed in surface states. This is a surprising result,
since QW states are expected to have a much smaller
probability in the surface plane compared to surface
states, and hence are unlikely to sense the surface step
dipole. However, it has been discussed that the terrace
shift in QWs could result from an equally intense dou-
ble contribution, i.e., a pure step-scattering effect, due
to the sizeable probability density located at the sur-
face/interface, plus a topological effect, arising from the
tilt in the bulk-band quantization axis of the film, which
is observed to switch from the [111] direction in flat
films to the vicinal crystal direction in stepped Ag lay-
ers [12.71].

12.6 Spin-Textured Surface Bands at Vicinal Surfaces

In the absence of spin–orbit interaction (SOI), electron
bands are spin degenerated and, hence, any scattering
vector can connect a pair of states with the same spin
and give rise to the quasiparticle interferences observed
by STM (Fig. 12.24a). A very different scenario arises
when the spin–orbit interaction lifts the spin degener-
acy, resulting in nonconventional spin-textured bands.

These occur in metals where the 2-D electron gas is af-
fected by a sizable Rashba interaction, [12.86] or in the
surfaces of topological insulators, [12.87] both depicted
in Fig. 12.24b.

The Rashba effect is a consequence of the breaking
of the 3-D translational symmetry at the surface or at
the interface of materials with different atomic lattices.
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Fig. 12.24a,b Scattering within spin-textured bands: spin-polarized 1-D band structure (top) and 2-D constant energy
cut (bottom) of (a) a free electron gas with no SOI and (b) an ideal Rashba system (left) and topological insulator (right).
The spin polarization is represented in blue/red color code. Examples of forbidden/allowed scattering transitions are
illustrated by orange/green arrows. Bottom images show a pictorial description of incoming and outgoing electrons
scattering from a step, with their red/blue arrows representing their spin. In the absence of SOI, backward scattering
between k and �k give rise to quasiparticle interferences (QPI). In the presence of SOI, the orthogonal spins of k and �k
states cannot give rise to QPIs. These, however, can be formed by intraband scattering between k1 and k2 states

In the presence of SOI, this symmetry rupture lifts the
degeneracy of a 2-D electron gas by a momentum split-
ting of bands with opposite spin. In an ideal Rashba
system, the SOI locks the spin to the momentum of
the 2-D electron gas, confining it at the surface plane,
always at 90ı with respect to the momentum. This par-
ticular entanglement gives rise to the helical spin texture
depicted in Fig. 12.24b. In this scenario, the scattering

between k and �k states is forbidden by the lifting of
Kramers degeneracy (only orthogonal states with oppo-
site spin exist at k and�k). Other scattering events, such
as the intraband transition highlighted in Fig. 12.24b by
a green arrow, can still be allowed by spin conservation
rules.

A more exotic spin texture is that of topological
surface states, characterized in the ideal case by a spin-
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polarized Dirac cone dispersion. In one dimension,
the only scattering events connect orthogonal Kramers
pairs, i.e., states with opposite momentum and spin,
leading to an effective quenching of backscattering.
Signatures of reduction of backscattering have indeed
been detected by several STM quasiparticle interfer-
ence experiments using randomly distributed impuri-
ties, [12.88, 89] and also monatomic steps [12.50].

In the field of spintronics, spin-momentum locking
that is responsible of the unconventional spin textures
of these materials represents a novel and effective strat-
egy for controlling spins with charge currents [12.90]. It
is, therefore, crucial to understand spin-dependent scat-
tering mechanisms, and how steps may act as structural
defects that filter or enhance the spin signal, or even
trigger new spin textures. In this respect, vicinal sur-
faces might pave an exciting route towards spin-texture
engineering, spin-polarized confinement, or anisotropic
charge and spin transport.

A model example of a nondegenerated spin texture
is that of the Shockley state in Au(111). A sizeable
Rashba-type interaction in this surface gives rise to
the splitting of the spin-degenerated band into two
parabolic 100% spin-polarized subbands, shifted in mo-
mentum by 0:026Å�1 with respect to each other, as
measured in high-resolution ARPES [12.91–93]. The
resulting momentum distribution close to the Fermi
level consists of two concentric rings with spin polariza-
tion vectors lying in-plane and tangential to the circular
shape (Fig. 12.25). According to ab-initio calculations,
the largest contribution to spin-splitting on Au(111)
originates from its topmost atomic layer [12.94], mak-
ing it susceptible to modifications in the presence of
steps.

Vicinal Au(111) surfaces may, therefore, be uti-
lized to investigate the interplay between spin–orbit
coupling and scattering. This is done in Fig. 12.25 for
Au(788) and Au(223). High-resolution ARPES mea-
surements reveal an intact pair of Rashba-split Shockley
bands propagating parallel to the steps, [12.96], but
the broadening induced by both the reduced lifetime
and the TWD hinders the observation of any split
bands perpendicular to the steps (Fig. 12.25b) [12.60].
Only dedicated experimental techniques, such as spin-
resolved ARPES (SR-ARPES) are able to detect the
subtlety of the expected changes [12.95, 97]. The top
panels of Fig. 12.25c, corresponding to a momentum
distribution curve (MDC) perpendicular to the steps (di-
rection marked with dashed lines in the top sketch in
Fig. 12.25a), are obtained using SR-ARPES [12.95].
They show that spin textures persist in the presence
of different step densities, indicating that neither scat-
tering within the step superlattice nor the disorder
introduced by the TWD destroy the overall spin struc-

ture. The number of peaks used for the data fitting
match the expected components from the top sketch,
each presenting its own spin vector. In consequence, the
main and umklapp subbands still exhibit 100% polar-
ization and maintain the spin helicity of the Au(111)
surface. The spin textures observed closely relate to the
flat case independently of the presence of the herring-
bone reconstruction. The main difference is found in the
high step density Au(233) surface, where an increase
of spin splitting, �k, is observed. The cause of this
has been interpreted in terms of an effective increase
of one of the parameters that determine the strength of
Rashba interaction, namely the out-of-plane potential
gradient that the electron wave functions experience,
as also illustrated by the dependence observed on the
Miller indices of the surface, [12.98] the presence
of adsorbates, [12.99] or the buckling of the surface
layer [12.100].

Rashba interaction on vicinal Au surfaces does not
seem to lead to qualitatively different electron scat-
tering behavior due to an efficient spin-conserving in-
traband transition (Fig. 12.24b) [12.101, 102]. This is
reflected on the value of its step-barrier, even higher
than for Ag, with negligible SOI, and the endurance
of the helical spin texture. Such an analogy of spin-
degenerated systems is expected in model Rashba sys-
tems, where each Shockley subband is 100% spin
polarized and, hence, momentum conserving intraband
scattering is allowed. However, the scenario becomes
more entangled in other materials with mixed orbital
and spin texture. This is the case of the monolayer-
thick BiAg2 surface alloy grown on Ag(111), which is
characterized by surface bands with record-high Rashba
splitting [12.103, 104].

Highly-perfect BiAg2 surface alloy domains can be
grown by simply depositing 0:33ML of Bi on Ag(111),
followed by a soft annealing. The electronic structure
of the surface alloy near the Fermi level consists of var-
ious sets of split parabola, all with negative effective
mass, and each one with different spin and orbital com-
position (Fig. 12.26b) [12.100, 105]. The hybrid px–py
band above the Fermi level is particularly interesting,
since its spin–orbital texture is far from the 100% of
ideal Rashba systems. In fact, the pair of initial and final
states that leads to the spin-conserving intraband scat-
tering observed in Au(111), exhibit spin polarization of
opposite sign in BiAg2 (dashed line on the right panel
of Fig. 12.26a). Such a scattering process would not be
allowed in a spin-conserving process. However, quasi-
particle interference measurements performed near an
individual step reveal strong interference patterns re-
lated to such intraband scattering transitions, as can
be seen in Fig. 12.26a [12.100, 105]. Here, we show
dI=dV spectra acquired along a line perpendicular to
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The upper graphs show the spin-integrated intensities that include the necessary peaks to fit the data and directly below
the corresponding spin polarization curves for the three spatial directions [12.95]

several steps. The energy-dependent quasiparticle in-
terferences found in real space are converted into scat-
tering wavevectors by an FFT transformation along the
x-axis (central panel), resulting in two clear branches
labeled D1 and D2.

We focus on the D1 branch, which very nicely fits
intraband transitions of the unoccupied split bands, as
is shown in the right panel of Fig. 12.26a, by making
use of the band structure obtained by ab-initio cal-
culations. This can only be explained by considering
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that the spin–orbit interaction in the scattering enables
combined orbital and spin flips that conserve the total
momentum. That is, px orbitals of a given spin scat-
ter into py orbitals of opposite spin and vice versa (see
the inset in Fig. 12.26b). Electron confinement studies
on step resonators built on the surface alloy demon-
strate that this spin-flip scattering mechanism can be as

effective as the conventional spin conserving one in no-
ble metals, leading to negligible transmission [12.105].
The effectiveness of this spin–orbit-dependent scatter-
ing mechanism, nevertheless, depends on the presence
of Bi, and hence varies with the chemical composi-
tion of the step (Fig. 12.26c). The different scattering
properties of each step type can be visualized in the
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Fig. 12.26a–c Electronic scattering on the BiAg2 surface alloy. (a) Left: a series of dI=dV spectra acquired along a line
crossing a pair of A-steps (see (c)). The line is displayed in the topographic image on top. QW states can be observed
in the small terrace, whereas larger terraces show oscillations in the continuum DOS. Center: Fourier transform of the
spectra along the x-coordinate, showing two different branches of scattering vectors D1 and D2. Right: ab-initio calcu-
lation of the Rashba split bands, with initial and final scattering states resulting from vectors D1 and D2 superimposed
as green diamonds. The color and size of the points in the band structure correspond to the sign and magnitude of spin
polarization in the kk � z-direction [12.105]. (b) Orbital and spin decomposition of the ab-initio band structure. The size
of the symbols indicates the Bi pz (left), px (middle), and py (right) contribution to the state. Opposite spin directions
are shown by full and empty symbols. Inset: combined spin and orbital flip occurring in the scattering between the states
marked by the yellow dots in the graph (same as the green arrows in (a)) [12.105]. (c) Topography (left) of a region with
different step types and simultaneously acquired dI=dV map (right) displaying interference patterns from scattering at
steps. The standing waves parallel to A-steps are clearly more pronounced. The chemical composition of each step type
is illustrated on the right schematics J

spectroscopic map of Fig. 12.26c, where A-type steps
induce significantly more pronounced standing waves
than B-type steps, where the Bi concentration is more
dilute.

The experiment discussed abovewas carried out uti-
lizing individual steps on the flat BiAg2 surface grown
on Ag(111). However, in contrast to the more challeng-
ing case of topological insulators, the growth of stepped
BiAg2 alloys can be envisioned by deposition of Bi on
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Fig. 12.27a–c Fermi surface of Bi(111), Bi(114), and Bi(441): the (a) Bi(111) flower-like contour presents a definite spin
texture (sketched at the bottom) that transforms into dominant 1-D-like streaks in the direction perpendicular to the steps
for both vicinal surfaces. Adapted from [12.106], with permission from Elsevier. (b) Bi(114) [12.107] and (c) Bi(441).
Adapted from [12.108], with permission from the American Physical Society. These 1-D states are nondegenerate and
give rise to Fermi contours consisting of two narrowly separated parallel lines with mainly in-plane opposite spin vectors,
as schematically shown in the Bi(114) and Bi(441) graphs. Such small spin splitting cannot be resolved with spin-
integrated ARPES. The complex atomic structure of these vicinal surfaces is shown in the STM images of the insets ((a)
and (c) adapted from [12.106, 108])

vicinal Ag(111) surfaces. In fact, exciting phenomena
may arise when combining spin–orbit interaction with
real stepped surfaces, as experimentally demonstrated
for several high Miller index bismuth surfaces, namely
Bi(441) and Bi(114). With, respectively, 45ı and 56ı of
miscut, they cannot be considered vicinal to the (111)
surface, and thus their electronic structure cannot be de-
scribed in terms of the 2-D states of the (111) surface
under a periodic step potential. In fact, the STM to-
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pographic images show strong surface reconstructions
where the terraces lack single (111) planes separated by
monatomic steps. Figure 12.27 compares the Bi(111)
surface states with those of Bi(114) and Bi(441). The
flat surface exhibits a flower-like Fermi contourwith op-
positely rotating in-plane spin directions, a signature of
the spin–orbit interaction in this material (Fig. 12.27a).
In the stepped surfaces, the 2-D contour is replaced by
extended 1-D streaks in the direction perpendicular to
the steps, a signature of 1-D localization in such direc-
tions (Fig. 12.27b,c). Interestingly, the 1-D states are

also spin-split, as demonstrated by SR-ARPESmeasure-
ments [12.107, 108]. Constant energy surfaces in the vic-
inal planes consist of two narrowly separated parallel
lines mainly featuring in-plane opposite spin vectors, as
shown in the sketch in Fig. 12.27b,c. These, together
with the Dirac-like dispersion along the steps, make
these spin-polarized states analogous to the quantum
spin Hall states of topological insulators [12.108]. Sim-
ilar one-dimensional topological states have also been
observed at the edges of bulk Bi islands [12.109] and iso-
lated Bi bilayers [12.110].

12.7 Summary and Outlook

Vicinal surfaces are characterized by a varied atomic
coordination and by a nanoscale step-edge corrugation,
both leading to significant changes in surface electronic
states. All electron wavefunctions are affected, from
deep core levels to surface states, thereby influencing
the variety of physical-chemical phenomena that oc-
cur at the surface–vacuum interface, such as chemical
reactions and epitaxial growth. From this perspective,
selecting different vicinal planes by simply changing
miscut angle and azimuthal orientation, opens vast pos-
sibilities. To this aim, the use of curved surfaces with
a smooth variation of the miscut are crucial, not only to
choose the optimal vicinal plane for practical applica-
tions, but also, as shown in this chapter, to understand
the subtle electronic effects that characterize vicinal
surfaces and their relation to its structural properties,
such as the atomic relaxation occurring around surface
steps.

Future research based on curved crystals will surely
be aimed at three different directions: nanostructure
growth, chemical reactions and catalysis, and electron
scattering. The growth of low-dimensional structures
using vicinal surfaces, such as nanowires and nanorib-
bons [12.111], can notably gain from the use of curved
surfaces, since they can speed up the choice of the ap-
propriate surface template. The combined use of curved
crystals and surface-sensitive techniques that operate
in real conditions, such as ambient-pressure core-level
photoemission, may considerably help the advance in
heterogeneous catalysis research [12.112]. For exam-
ple, to investigate the balance between more active

(step) to less active (terrace) sites, which determines the
optimal mass flow of reactants, or to directly visualize
different active sites (steps and kinks) on the same sam-
ple, i.e., under the same reaction conditions [12.15].

An important amount of research is still neces-
sary to shed light upon the fundamental scattering
processes at single steps and vicinal surfaces. Cru-
cial spectroscopic magnitudes connected to the very
nature of the step-potential barrier, such as the life-
time, have barely been investigated. In this sense,
pump–probe techniques, such as two-photon photoe-
mission are best suited. Early results on image po-
tential states of Cu vicinals validated key properties,
such as the existence of quasi-elastic intraband and
interband decay channels [12.113], the asymmetric
inelastic decay for electrons moving up and down
the steps [12.63], and the change in the modulation
plane across the image-state series [12.55]. The use
of curved surfaces could foster more systematic, ac-
curate investigations. This also applies to research on
spin-dependent scattering at steps, in both single-crystal
and epitaxial systems [12.114], in combination with
spatially averaging spectroscopic techniques, such as
SR-ARPES. The early experiments on vicinal Au(111)
and stepped Bi surfaces discussed in this chapter re-
veal complex and intriguing spin-dependent properties.
In this particular field, as demonstrated by the impact
of quantum well research on magnetic recordings in
past decades [12.115], the knowledge obtained has the
prospect of becoming key to future devices in the field
of spintronics.
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13. Imaging at the Mesoscale (LEEM, PEEM)

Alessandro Sala

The capability to display images containing chem-
ical, magnetic, and structural information and to
perform spectroscopy and diffraction from a �m-
sized area makes cathode lens electron microscopy
one of the most used and reliable techniques to
analyze surfaces at the mesoscale. Thanks to its
versatility, LEEM/PEEM systems are currently em-
ployed to study model systems in the fields of
nanotechnology, nanomagnetism, material sci-
ence, catalysis, energy storage, thin films, and 2-D
(two-dimensional) materials. In this chapter, we
will present a brief but complete review of this
class of instruments. After a historical digression
in the introductory section, we will first show the
basic operating principles of a simple setup and
then the elements that can be added to improve
performance. Later, two sections will be dedicated
to LEEM and PEEM, respectively. In both cases,
a theoretical discussion on the contrast mecha-
nisms will prelude to a showcase of the operating
modes of the instrument, with clear examples that
will show the best performance available today.
Finally, a brief discussion about the future devel-
opments of cathode lens electron microscopy will
close the chapter.
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Cathode lens electron microscopy is a technique that
uses slow electrons as information carriers [13.1]. Dif-
ferently to the case of scanning or transition electron
microscopy, in this system electrons interact with the
probe at very low kinetic energy, below a few hun-
dred electronvolts (eV). In such a range, the inelastic
mean free path (IMFP) ensures a probing depth of just
a few atomic layers, making cathode lens microscopy
a surface-sensitive technique. It is therefore not sur-
prising that its history parallels the history of surface
science since the early years. The first example of an
emission microscope with slow electrons goes back
to 1932, a few years after the Davisson and Germer
experiment [13.2], when Brüche and Johansson pro-
duced the first thermionic emission microscope [13.3,
4]. They used coils as magnetic lenses to produce
magnified images of a hot cathode’s surface on a flu-

orescent screen. Glass enclosures and diffusion pumps
provided the vacuum system, necessary to avoid dis-
persion of the electrons. One year later, Brüche built
the first prototype of the photoemission electron micro-
scope (PEEM) [13.5], using a cold cathode illuminated
by UV light (Fig. 13.1a). These milestones and the rise
of theoretical electron optics gave birth to a flourish-
ing scientific community. Several theoretical calcula-
tions concerning magnification, chromatic and spheri-
cal aberration of magnetic lenses, electrostatic mirrors
and einzel lenses, were made available [13.6–9]. It was
soon understood [13.10] that resolution performance
could be enhanced well above that of light microscopy
if electrons travel through the lens system at relatively
high energies—tens of keV. The suggested setup was
then to place the sample on a negative bias, i.e., using it
as a cathode, in order to accelerate electrons after take-
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off. This basic principle is still used today for modern
microscopy. The development of electron optics then
suffered a sudden pause during the 1940s, not only
because of World War II, but also because of the tech-
nological limitations of that age.

The renaissance period of the 1960s coincides with
the development of UHV technology: several new so-
lutions, such as ion pumps, Cu gaskets, valves and
sample transfer systems, boosted surface science and
hence the creation of more sophisticated instruments.
In 1962, Ernst Bauer conceived the low-energy elec-
tron microscope (LEEM) [13.12, 13], which uses elas-
tically backscattered electrons as a probe (Fig. 13.1b).
In this system, electrons generated by a gun are de-
celerated to a few eV before interaction with the sur-
face. Once backscattered, the outgoing electron beam is
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Fig. 13.1 (a) Top: schematic of Brüche’s first PEEM system and the first PEEM image of a scraped Zn plate with holes
(Reproduced from [13.5] with permission, copyright 1933 Springer Science + Business Media). Bottom: scheme of an
ideal PEEM system. (b) Top: picture of the original LEEM instrument in the 1960s (Reproduced from [13.11] with
permission, copyright 2012 Elsevier). Bottom: scheme of an ideal LEEM system with 120ı deflection

separated from the incoming one by a magnetic field,
and then processed by the lens system. In the same
period, emission electron microscopy reached a pe-
riod of maturity, when the demonstrated resolution of
� 10 nm made explicit new limitations, such as lens
aberration and astigmatism, energy dispersion, electron
detection, surface stability and cleanness. The atten-
tion of the microscopy community was then gradually
driven away by the success of transmission electron mi-
croscopy (TEM); during the 1970s the LEEM project
was frozen, while the few PEEM systems were mainly
dedicated to investigation of biologic systems [13.14]
and test additional light sources, such as lasers and syn-
chrotron radiation [13.15]. Only in the following decade
did cathode lens electron microscopy manifest itself as
one of the principal surface science tools. Many up-
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grades were introduced, enhancing the versatility and
the power of such systems in the investigation of sur-
faces at the mesoscale. The microscopy approach was
combined with other investigation methods such as
spectroscopy and diffraction, already known for their
successful application in surface science. In 1981, low-
energy electron diffraction (LEED) patterns were dis-
played in LEEM systems using the backfocal plane of
the objective lens [13.16–18], giving the possibility to
spatially select the probing area. Tonner et al. demon-
strated the feasibility of PEEM with synchrotron radia-
tion in the late 1980s [13.19], while Ertl’s group at the
Fritz Haber Institute increased interest in the chemistry
community for PEEM showing the oscillatory behavior
of gas adsorption on active surfaces during catalytic re-
actions [13.20]. A few years later, the first cathode lens
system equipped with a hemispherical energy analyzer
(spectroscopic photoemission and low-energy electron
microscope, SPELEEM)was planned and later hosted at
BESSY and Elettra synchrotrons. The first x-ray PEEM
(XPEEM) image, i.e., made with core-level electrons
photoemitted by x-rays, was published in 1998 [13.21].
In the same years, two LEEM systems were equipped
with a spin-polarized electron gun [13.22, 23], pioneer-

ing magnetic imaging. Magnetic contrast was achieved
also in PEEM using circular and linear dichroism of
polarized light [13.24]. The development of new op-
eration modes continues today, with the construction
of aberration-free systems towards the ultimate spatial
resolution [13.25–27], the use of pulsed light to en-
able time-resolved dynamic microscopy [13.28], and
the design of special sample holders to modify the me-
chanic, electric, and magnetic properties of the probe
in operando [13.29]. Moreover, firms started to cre-
ate commercial versions of LEEM and PEEM systems.
The most notable examples are Elmitec GmbH in 1995
(based on Ernst Bauer’s design) and SPECS GmbH
(based on Ruud Tromp’s design) [13.30, 31].

Although the cost of such systems is relatively high
compared to other microscopes, the openness of the
labs to external users, e.g., at the synchrotron end-
stations, helped to create a vast and heterogeneous
user community. Nowadays, cathode lens microscopy
is widely appreciated by surface scientists. Thanks to
its multidisciplinarity and to the interplay between mi-
croscopy, spectroscopy and diffraction, it has become
an essential technique for the overall comprehension of
surface phenomena.

13.1 Cathode Lens Microscopy

13.1.1 Operating Principles

The first optical element electrons run into after takeoff
from the sample surface is also the most important. The
cathode lens, often integrated with other refocusing ele-
ments and called the objective lens,must both accelerate
the electrons emitted from the sample and form a first
magnified image. To do so, the sample is placed at neg-
ative potential V of about 10�50 kV to act as a cathode.
The first electrode is grounded and attracts the electrons
towards its central aperture, where they pass through the
other magnetic or electrostatic elements of the objec-
tive lens. An equipotential plot of a lens is displayed
in Fig. 13.2a. The overall focal length is determined by
two opposite contributions, one divergent generated by
the anode aperture and one convergent generated by the
other elements of the lens [13.32, 33]. Figure 13.2b helps
to explain the relevant physics in detail.

When electrons are emitted from the surface at a dis-
tance L from the entrance aperture of the microscope
with kinetic energy E0 and angle 	0, the acceleration in
the quasihomogeneous electric field in the cathode lens
imposes a parabolic traj>ectory (in blue). This real situ-
ation can be converted to a virtual frame, in which elec-
trons assume a linear trajectory and appear to have orig-

inated from a virtual image plane located at a distance
2L from the anode (green trajectory). Since in the real
case the anode aperture distorts the electric field, the op-
tical effect is to create a thin diverging lens with focal
length �4L, called the aperture lens [13.35]. The final
virtual image is then placed at a distance 4L=3 from the
anode (red trajectory), magnified by a factor 2=3. After
the aperture, the field of the other elements of the objec-
tive lens magnifies the electron beam by a factor ofMM.

This conversion can be defined as a change of
relative coordinates, from real spatial and angular co-
ordinates at takeoff (x0, 	0,) to virtual coordinates (x, 	 )
[13.36]. Given the overall lateral magnification of the
objective lens M and defining the immersion factor as
kD E=E0, one has the following relations

M D 2

3
MM ; MA D

�
k

1
2M
	�1

;

x

x0
DM ;

	

	0
DMA ;

q0
q
DM ;

where q0 D 	0=�0 and qD 	=� are the spatial frequen-
cies parallel to the surface in the real and virtual plane
respectively, andMA is the angular magnification. In the
case of low-energy electrons, i.e., if E0 is just a few eV,
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Fig. 13.2 (a) Field contour plot of a tetrode objective lens. The equipotential lines are 1250 V apart (Reproduced
from [13.34] with permission, copyright 2002 AIP Publishing). subfigref Scheme of the cathode immersion lens

the application of a potential of a few tens of kV guar-
antees a large immersion factor.

In the simplest configuration, the objective lens dis-
plays the magnified image to the electron detector, e.g.,
a phosphorescent screen. In this case, only a limited
magnification can be reached: the overall lateral mag-
nification of the modern objective lens ranges typically
between 15 and 40. To increase the performance of
the microscope, a series of magnetic and electrostatic
lenses can be added, to constitute the so-called imaging
column. The focal length of the lenses can be con-
trolled by changing the current of magnetic lenses, or
the potential of electrostatic lenses. Electrons travel
through the imaging column with kinetic energy equal
to ED E0C eV. Since usually electrons can escape
from a surface with different E0 simultaneously, their
trajectory in the imaging column can differ consider-
ably from the optimum one. To guarantee that electrons
with a selected initial kinetic energy pass through the
lenses along the optimal trajectory, a tunable bias must
be subtracted from the potential V between sample
and aperture. The bias value, also called start voltage
(V0), imposes the optimal trajectory and speed to only
the electrons with initial kinetic energy E0 D eV0. For
them, the final kinetic energy will be ED eV. Electrons
with different kinetic energy still pass through the ob-
jective lens, but can be easily filtered at a later stage
due to their different trajectories. Moreover, the fixed
trajectory and speed of the electrons allow the lenses of
the imaging column to be set once and for all. This not
only improves the usability of the instrument, but per-
mits apertures and slits to be placed to mold the image
in a convenient plane.

The advantage of having an imaging column is
twofold. Besides the improved magnification, it gives
access to the angular distribution of the emitted elec-

trons. In optics, for objects a finite distance away, rays
that leave the object with a given angle (Fig. 13.2b,
brown trajectory) cross at a precise point in the back-
focal plane of the objective lens. There, the image
maps the distribution of electrons as a function of their
emission angle, i.e., in the reciprocal space. In the
case of electrons backscattered or photoemitted from
a crystalline surface, this plane contains the diffraction
pattern. The imaging column can then be set to display
a magnification of the backfocal plane on the screen in-
stead of the image plane.

At the end of the imaging column, it is possible to
place an energy filter that excludes electrons with dif-
ferent kinetic energy. By knowing the displacement as
a function of energy, one can filter out the electrons by
placing a slit of given size. Typically, the energy an-
alyzer is optically neutral, i.e., the entrance plane is
displayed in the dispersive plane at the exit with unit
magnification. Finally, another series of lenses project
the desired plane onto the detector.

In conclusion, three different operation modes can
be defined:


 In the Microscopy mode (Fig. 13.3a) the image
plane is displayed on the screen. In the imaging
column, the backfocal plane is reproduced and an
aperture (called contrast aperture) can be inserted
to limit the acceptance angle of the electrons. If an
energy analyzer is installed, the imaging column is
set to display the reciprocal plane at its entrance.
The energy slit is placed at the dispersive plane and
only lets electrons with a selected kinetic energy
pass. The projector displays the image plane back
onto the detector. Since the apertures are inserted on
diffraction planes, the real image is still fully avail-
able.
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Fig. 13.3a–c Scheme of PEEM optics with energy filtering. Three main operational modes are presented: (a)microscopy
mode, (b) diffraction mode, (c) spectroscopy mode. The hexagon represents the image plane, while the gray dots represent
the diffraction plane. Rainbow colors symbolize the dispersive plane. The gray ring indicates the presence of an aperture


 The Diffraction mode (Fig. 13.3b) displays the dis-
tribution of electrons in the reciprocal space. In this
case, no contrast aperture has to be placed. Nonethe-
less, an aperture in the image plane of the objective
lens, called the field limiting aperture, can filter the
electrons in the real space: the diffraction image is
then made only from electrons emitted in a partic-
ular area. The imaging column transfers the image
plane to the entrance of the energy filter: the slit at
the dispersive plane does not influence the recipro-
cal image. The projector converts the image plane
at the exit of the analyzer to the diffraction plane.
 In the Spectroscopy mode (Fig. 13.3c) the projec-
tor magnifies the dispersive plane at the end of the
energy filter. In this case, both the contrast aper-
ture and the field-limiting aperture can be inserted,
to limit conveniently the acceptance angle and the
probed area. The reciprocal plane is usually dis-
played at the entrance of the energy analyzer. The
dispersive plane then looks like a line with mod-
ulated intensity. The intensity line profile over the
spread electron beam reveals the energy distribution
of the electrons.

The easy switch between the three operational
modes is at the origin of the versatility of cathode lens
microscopy. In addition, the insertion of apertures and
slits in the convenient planes allows microscopic, spec-
troscopic, and diffraction information to be combined
in a single experiment: the active filtering in real space,
reciprocal space, and kinetic energy can be simultane-
ously activated to obtain a unique characterization of
the probed surface.

13.1.2 Instrumentation

The simplest setup, with objective lens, imaging col-
umn and electron detector, is already capable of per-
forming microscopy and diffraction measurements on
surfaces. Over the years, cathode lens microscopes have
become more sophisticated, with the addition of multi-
ple optical elements. This section will show the most
common components available today, with a brief dis-
cussion on the working principles and the experimental
advantages introduced.

Beam Separator
The beam separator is a magnetic element that imposes
different trajectories to electron beams with opposite
direction by using the Lorentz force. While in stan-
dard PEEM it has no practical use, it is an essential
element in LEEM and in aberration-corrected instru-
ments equipped with an electrostatic mirror. The decou-
pling between incident and reflected electrons allows
a separate treatment of the two beams, i.e., in LEEM
a full-field detection of the illuminated area, with no
shadows cast by the electron gun (like for standard
LEED optics). The beam splitter is usually placed after
the objective lens, so apertures and slits can be intro-
duced along the incident or the reflected path separately.

The first separator installed in the original LEEM
was a simple Archard–Mulvey type with 10ı deflec-
tion [13.39]. Very soon it became clear that the mag-
netic field strongly impacts the image quality [13.16],
therefore more sophisticated and multipolarMPAs were
developed. Over the years, two geometries emerged as
standard: 120ı deflection (Bauer/Elmitec) and 90ı de-
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Fig. 13.4a–f Scheme of beam separators (a–c) and energy filters (d–f) used in cathode lens microscopy. (a) Diagram
of the magnetic prism array (MPA) used in Tromp’s IBM LEEM-II system. The orange boxes around the MPA in-
dicate the position of diffraction planes. Intermediate image planes are located on the MPA diagonals (Reproduced
from [13.26] with permission, copyright 2010 Elsevier). (b) Layout of Mankos’ magnetic prism array with four pairs
of rectangular sectors (Reproduced from [13.37] with permission, copyright 2007 Elsevier). (c) Midsection view of the
twofold-symmetric beam separator that equips SMART microscope. Vertical cross section along A–A is represented
below. Symmetry plane S1 and S2 are highlighted (Reproduced from [13.25] with permission, copyright 1997 Elsevier).
(d) Diagrams of energy filtering with a double MPA. The induced dispersion is depicted with light brown lines (Re-
produced from [13.26] with permission, copyright 2010 Elsevier). (e) Schematic layout of the NanoESCA instrument
equipped with the imaging double energy analyzer. The three electron paths are indicated: (1) PEEMmode, (2) selected-
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flection (Tromp/SPECS, SMART, PEEM3, and others).
For the first case, unfortunately no detailed information
has been published. In the other case, several solutions
have been employed. In the square MPA used by Tromp
(Fig. 13.4a) a large central squared and four rectangu-

lar magnetic field segments provide the deflection and
a stigmatic refocus of the electron beam [13.26, 40], so
that the images produced at the entrance and exit plane
are equivalent. The lenses of the microscope are set to
display the focused incoming electron beam and the
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outgoing diffraction plane at the entrance planes. With
this geometry, the image plane is created on the diag-
onal plane of the MPA. The contrast aperture is then
displaced in the exit plane of the MPA, together with
the first projective lens. A similar design, but with more
elements, is used in a LEEM with dedicated optics for
high-throughput performance (Fig. 13.4b; [13.37]). In
this case, four pairs of smaller rectangular sectors, in
which the magnetic field is about three times stronger,
surround the central squared magnetic field. The advan-
tage to have a pair of independent coils per side is that
the same 90ı deflection can be achieved with different
pairs of flux density values, favoring a more precise
alignment of the device and allowing a larger field of
view without significant distortions.

It is worth noting that the Lorentz force imposes
different deflection to electrons with different kinetic
energy, i.e., the MPA displays a chromatic dispersion
on the exit plane. As will be discussed in Sect. 13.1.2,
Energy Analyzers, the beam deflector can be used as an
energy filter. Moreover, the four sectors can be indepen-
dently set to deploy different magnetic field strengths,
so as to deflect electron beams when the incoming and
outgoing electrons have different kinetic energy. This
is the case of secondary electron microscopy (SEM)
and Auger electron microscopy (AEM), which use slow
secondary electrons or Auger electrons as information
carriers. In both cases, the kinetic energy of the emitted
electrons is lower than the one of the electrons used for
illumination: the beam separator must then be set to de-
flect properly both beams along the optimum trajectory.

The performance of beam separators became more
crucial with the advent of aberration-corrected instru-
ments. In LEEM/PEEM systems, the compensation of
aberrations is made with the introduction of a par-
ticular electrostatic mirror along the electron path
(Sect. 13.1.2,Aberration Correctors). Its application re-
quires a second deflection that separates entering and
reflected beams. The beam separator used for this pur-
pose needs not only to be stigmatic and distortion-free,
but also with no chromatic dispersion. To do so, two
solutions have been employed. The first is to use two
identical deflectors, one in front of the objective lens
and one for the electrostatic mirror, connected by trans-
fer optics. In this case, most of aberrations and the
chromatic dispersion are canceled out by symmetry.
Rose and Preikszas proposed a second solution with
the development of a highly symmetric four-quadrant
beam separator (Fig. 13.4c; [13.41]), used successfully
by SMART and PEEM3 instruments [13.25, 27, 42].
Each quadrant contains a coil triplet that produces two
regions with opposite magnetic field. Electrons pass
through the field of two coils for every 90ı deflection.
The shape of the triplet is such that the fields are axi-

ally symmetric and point symmetric about the diagonal
planes of the beam separator (S1) and the bisector plane
of the coil triplet (S2). This double symmetry ensures
automatic compensation of deviations and dispersion
up to second order. Since the Rose deflector has four
quadrants, it can be used for both deflections required
by the objective lens and the mirror.

Energy Analyzers
As seen in Sect. 13.1.1, the energy filtering of electrons
activates a third, scientifically very important operating
mode of cathode lens microscopy. The most logical way
to filter electrons with different kinetic energy is to ex-
ploit their different trajectories along the optical path
and to cut them out with an aperture. The energy win-
dow �E around the pass energy E required to perform
active spectroscopy of photoemitted electrons is typi-
cally below 200meV; since E is some tens of keV, the
order of magnitude of the resolving power E=�E must
be considerable, about 105. The simplest device that
acts as an energy filter is the beam separator. The bright-
est example of this kind is the aberration-corrected
LEEM developed by Tromp, equipped with two iden-
tical deflectors (Fig. 13.4d; [13.26]). In this setup, the
MPAs are connected by a transfer lens, which resends
the dispersed image at the exit of MPA1 to MPA2.
This double pass guarantees an achromatic image on
the electrostatic mirror. After a second pass through
MPA2, the newly formed dispersive plane is used to fil-
ter electrons on a narrow energy windowwith a slit. The
low dispersion of the beam separator, 6�m=eV, allows
a proved energy resolution of 250meV.

To achieve better resolution performance, a ded-
icated energy analyzer with larger dispersion is nec-
essary. The fact of having a separate device to filter
electrons has a few further advantages. In fact, de-
spite the more complicated setup, it allows full control
over the energy window and the pass energy. More-
over, it enables active filtering in the diffraction mode
if the image plane is projected at its entrance, as men-
tioned in Sect. 13.1.1. The first spectroscopic instru-
ment, the SPELEEM [13.21, 43], was equipped with an
electrostatic hemispherical deflector analyzer (HDA),
a common solution for filtering in photoelectron spec-
troscopy. In the analyzer electrons travel through the
space between two concentric hemispheres held at dif-
ferent potentials. The electrostatic field disperses the
electrons depending on their kinetic energy around
an optimal trajectory, given by particles with a well-
defined pass energy. The resolving power E=�E of an
HDA is typically 103�104; therefore for cathode lens
microscopy it is necessary to slow down electrons with
a dedicated retarding lens from E (few tens of keV)
to a pass energy of 1 keV or less. Such deceleration
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is a critical parameter, since the resulting immersion
factor expands the angular spreading of the electron
beam and degrades the lateral and the energy resolu-
tion via spherical aberrations. In the first version of
SPELEEM the pass energy in HDA was 1800 eV and
the demonstrated energy resolution was 0:5 eV. The
optimized commercial version by Elmitec lowered the
pass energy to 900 eV to obtain a reported energy res-
olution of 110meV in spectroscopic mode and about
150�200meV in the other modes [13.44]. The passage
through an HDA induces second-order aberrations at
the exit plane. Their correction can be achieved with
the introduction of a second twin HDA (Fig. 13.4e).
This configuration, called the imaging double energy
analyzer (IDEA), equips the NanoESCA PEEM [13.38,
45]. The path symmetry forces the electron trajectories
to coincide after the double passage, thus generating an
achromatic image at the exit plane. The energy filter-
ing in imaging and diffraction mode is obtained with
the introduction of a slit in the dispersive plane placed
between the HDAs. This system is capable of a demon-
strated energy resolution of 12meV with pass energy
15 eV. Higher pass energies, more suited for core-level
spectroscopy and imaging, degrades the resolution to
50�100meV. Remarkably, NanoESCA can also work
as a single-pass photoelectron energy analyzer and as
a classic PEEM with no energy filtering.

Another filtering solution with large dispersion fac-
tors is the so-called Omega filter that was originally
developed for TEM [13.46] and that now equips the
SMART instrument (Fig. 13.4f; [13.25, 42]). It is made
by four magnetic 90ı deflectors, arranged in a way
that the resulting optic axis resembles the Greek cap-
ital letter Omega. The symmetry of the path and the
placement of a quadrupole, six hexapoles, and a do-
decapole on convenient planes allow correction of all
second-rank aberrations. The pass energy of this in-
strument is 15 keV, i.e., no retarding field is required,
and the designed resolving power is 150 000. The cal-
culated dispersion at the exit plane, 35�m=eV, is large
enough to display a window of� 10 eV in spectroscopy
mode with a demonstrated energy resolution better than
180meV [13.47].

Aberration Correctors
In optics, aberration is the deviation from the nom-
inal image raised by defects of the optical system.
Such deviation can depend on geometrical factors (rays
with different initial trajectories can be refocused on
different planes—spherical aberration) or physical fac-
tors (the refraction index of the lens changes with the
wavelength of the ray—chromatic aberration). In light
optics, an easy way to correct aberrations is to com-
bine convex and concave lenses conveniently, since the

two types produce aberrations of opposite sign and the
overall effect can cancel out. In electron optics, this cir-
cumstance is prohibited by Scherzer’s theorem [13.48]:

The chromatic and spherical aberrations of an elec-
tron microscope with round lenses, real images,
static fields, no space charge and a potential and its
derivative without discontinuities, are always pos-
itive.

The resolution of a cathode lens microscope is
then dominated by chromatic and spherical aberra-
tions, mainly resulting from the objective lens. In the
ideal case of an aberration-free system, the image of
a point-like source is again a point. The blur induced by
aberrations transforms the point image into a disk with
a width d0. Since effects like coma and field distortion
are negligible in a LEEM/PEEM system, d0 can be ex-
pressed as a Gaussian convolution of the contributions
given by chromatic aberration, spherical aberration, and
the diffraction limit [13.49, 50]. Given the acceptance
angle ˛, the energy width �E, and the start energy E0,
one has that

d0 D
q
d2dC d2s C d2c ;

with

dd D
0:61

q
1:5
E0

sin˛
;

ds D C0 sin˛CCs sin3 ˛CCss sin5 ˛ ;

dc D Cc
�E

E0
sin˛CCcc

�
�E

E0

�2

sin˛

CCsc
�E

E0
sin3 ˛ :

Here, dd is the radius of the confusion spot due to
diffraction at the smallest aperture. The other compo-
nents ds and dc are the radii of the confusion disc due
to spherical and chromatic aberration, expressed to the
lowest orders of a Taylor series. In standard experimen-
tal conditions dd is less than 1 nm, thus the resolution is
mainly determined by spherical and chromatic aberra-
tions. The effect of the first one is predominant at higher
kinetic energy, while the second is more significant at
lower kinetic energy.

The constraints of Scherzer’s theorem can be cir-
cumvented in many ways: some solutions were already
known in the early years of theoretical electron optics,
but were not implemented before the 1970s [13.51, 52].
Historically, the field of aberration correction was pi-
oneered by the TEM community [13.53, 54], while its
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Fig. 13.5 (a) Schematics of the effect of spherical and chromatic aberration on a round convex lens and on an electrostatic
mirror. (b) Resolution limit as a function of the acceptance angle ’ for uncorrected and corrected SMART in the case
E0 D 10 eV and �E D 2 eV. The dominating aberration components are added: dashed line for the uncorrected and
thin solid lines for the corrected case (Reproduced from [13.49] with permission, copyright 2002 World Scientific).
(c) Photograph of the electron tetrode mirror assembly used in IBM LEEM-II and (d) scheme of the tetrode mirror
that equips SMART. The equipotential surfaces in the latter mirror stage are highlighted (Reproduced from [13.26]
and [13.25] with permission, copyright 2010 and 1997 Elsevier)

development in cathode lens microscopy started much
later. Among the multiple methods already tested in
TEM, the most convincing one for cathode lens mi-
croscopy is the use of an electrostatic mirror [13.41, 55–
57]. The principle how a mirror can compensate spheri-
cal and chromatic aberrations is shown in Fig. 13.5a. In
the first case, an electrostatic mirror and a round convex
lens with the same radius produce focal displacements
�F of equal magnitude and opposite of sign. In the
second case, the electrostatic mirror deflects more the
trajectory electrons with higher kinetic energy, com-
pensating the focal displacement �F induced in the
round convex lens. The electrostatic tetrode mirror can
compensate the aberration effect by reducing simulta-
neously the lower order coefficients Cs and Cc to zero.
The effect on resolution and transmission calculated

for the SMART instrument is presented in Fig. 13.5b.
The cancelation of low-order aberration coefficients can
improve the resolution by an order of magnitude. More-
over, since the acceptance angle can now be broadened
without loss of resolution, the transmission of the mi-
croscope results are enhanced as well, with sensible
reduction of the acquisition time.

The mirror is currently employed in several
aberration-corrected systems. The first in chronologi-
cal order is a pure PEEM microscope equipped with
a hyperbolic mirror with only two electrodes, capable
of compensating simultaneously spherical and chro-
matic aberrations only for one magnification and one
energy [13.58, 59]. The maximum flexibility is ob-
tained with a tetrode mirror (Fig. 13.5c), currently
employed in several instruments (SMART, PEEM3,
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Tromp/SPECS, Elmitec) [13.25–27]. While the first
electrode is at ground potential, the potential of the
three others can be varied. They modify the shape of
the equipotential surfaces that act as a mirror for the
incoming electrons, thus determining the focal length,
the chromatic aberration, and the spherical aberration.
The mirror is then set conveniently with the opera-
tion mode and kinetic energy to cancel out the primary
aberration coefficients induced by the lens system. The
Cs and Cc coefficients of the mirror can be calcu-
lated in a reasonable amount of time for a given E0,
so that standard values of the electrodes can be easily
set. Furthermore, the aberration coefficients of the sys-
tem can be directly evaluated with a series of routine
measurements, thus enabling fine correction. PEEM3
reported a lateral resolution of 5:4 nm for PEEM im-
ages of biological samples with a 233-nm laser as
photon source [13.59]. The first aberration-corrected
LEEM image of SMART visualized nanometer sur-
face structures such as the herringbone reconstruction
of the Au(111) surface with a lateral resolution of
2:6 nm [13.60]. Both the Tromp/SPECS and Elmitec
systems report now an ultimate lateral resolution below
2 nm in LEEM [13.26]. Better results are still theoreti-
cally possible, but are very difficult to achieve for long
periods of time due to the intrinsic instability of the
corrected state, which constrains the lifetime of the cor-
rected state to just a few minutes [13.61]. Nonetheless,
it should be remarked that the gain in transmission guar-
anteed by the aberration corrector is of great help for
measurements, e.g., with x-ray photoemitted electrons,
where the exposure time and the weakness of the pho-
ton source can be a crucial issue for the success of the
experiment [13.62].

Electron and Photon Sources
The electron source in LEEM is an electron gun capable
of emitting electrons with high brilliance and narrow
energy distribution. Over the years, several kinds of
emitters have been used. The most frequent electron
source is a LaB6 or CeB6 crystal with conical shape
showing the (100) surface on the flat tip. Once heated
by a filament, electrons leave the crystal via thermionic
emission from the tip, because of the low work func-
tion of the (100) surface. A Wehnelt aperture placed
in front of the tip with negative potential suppresses
the emission from other faces of the crystal [13.63].
These thermionic emitters have a long lifetime and can
draw a very high current with an energy width larger
than 0:7 eV [13.64]. The use of thermionic emitters
is not recommended for high-resolution microscopes:
cold field emitters and Schottky emitters can generate
electron beams with a narrower energy spread (0:3 eV),

thus reducing the influence of chromatic aberrations, at
the cost of lower brilliance and shorter lifetime [13.65–
67]. Rarer, but with very interesting applications, are
the spin-polarized electron sources. The interaction be-
tween spin-polarized electrons and the specimen in
LEEM systems provides unique information on mag-
netic phenomena with lateral resolution (Sect. 13.2.3,
Spin-Polarized LEEM). The most common one uses the
photoemission of electrons from III–V semiconductors
with circularly polarized light [13.68–71]. Under partic-
ular conditions of strain, the photocathode can generate
an electron beam with polarization � 0:9, while the
selection of the light polarization switches easily the
polarization vector of the beam.

The photon sources employed in PEEM span over
a broad range of photon wavelengths and time duration
of the pulses, enabling a wide variety of surface science
experiments. The easiest way to produce photoemis-
sion is with continuous UV illumination by discharging
lamps. The first PEEM systems used a Hg short-arc
lamp emitting UV light at 4:9 eV (254 nm). The low
energy of the photons restricted its application to sam-
ples with low work function and low electron affinity.
Higher photon energy can be provided by a He gas dis-
charge lamp: the HeI emission mode (21:6 eV) is still
used for energy-filtered angle-resolved photoemission
diffraction measurements of valence band electrons.

Laser sources have been used to stimulate pho-
toemission in PEEM since the 1970s [13.72]. Pulsed
lasers can provide very short flashes of light along
a wide wavelength spectrum and are currently used for
time-resolved studies in pump-probemode and for mul-
tiphoton photoemission. Several systems are suited for
LEEM, such as Nd:YAG and Ti:sapphire, and are often
used with higher harmonic photon generation [13.73–
75]. The high throughput of lasers concentrated in a sin-
gle pulse is the major limitation to their employment in
PEEM measurement. The dense bunch of photoemitted
electrons experience a reciprocal Coulomb repulsion
while they travel to the detector, causing a general
degradation of the carried information (the so-called
space-charge effect—Sect. 13.3.2). This phenomenon
can be mitigated with a high pulse repetition rate and
with a low energy per pulse, so that PEEM experiments
with a dynamic timescale of some tens of fs and good
lateral resolution are now possible [13.76].

The most successful photoelectron source for
PEEM is synchrotron radiation. Since the first instal-
lation of SPELEEM in Elettra, Italy, it was clear that
the tunable, intense light provided by insertion de-
vices in the third-generation synchrotron is the most
versatile and powerful complement to cathode lens
systems [13.21]. For example, the SPELEEM beam-
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line [13.44, 81] is equipped with two Sasaki Apple II
undulators that provide elliptically polarized light (cir-
cular left and right, linear horizontal and vertical) in
a spectral range between 40 and 1000 eV. The light is
monochromatized by two variable line space plane grat-
ings with a resolving power E=�ED 4000 at 400 eV.
The beamline flux exceeds 1013 photons at 150 eV and
is above 1012 photons in an energy range between 50
and 600 eV. These numbers permit to develop a great
variety of experiments with valence band and core-level
photoemitted electrons and with state-of-the-art lateral
and energy resolution. The only technical limitation
arises through the pulsed structure of the synchrotron
radiation: space-charge effects limit again the lateral
resolution of XPEEM images with core-level electrons
to about 20 nm [13.62, 82]. This restriction could be
overcome not only with photon intensity reduction, but
also with an intelligent placement of apertures to cut
away electrons not used for imaging. Nowadays, about
20 synchrotron endstations are equipped with a PEEM,
with energies ranging from near-UV to hard x-rays
(HAXPEEM), supplying the greatest contribution to the

Table 13.1 Performance for the various operating modes of cathode lens microscopy

Resolution Operation mode Performance References
Lateral resolution LEEM

Nonaberration corrected Routine: 20 nm
Best: 4:1 nm (LEEM)
(SPLEEM)

[13.26]

Aberration corrected Routine: 5�10 nm
Best: 2:6 nm
2:0 nm
2:0 nm

[13.26, 30, 60]

PEEM
Nonaberration corrected Routine: 40�100 nm

Best: 7:0 nm
[13.33]

Aberration corrected Routine: 40 nm
Best 5:4 nm (UVPEEM)
18 nm (XPEEM)
2:6 nm (laser)

[13.59, 62, 77]

Energy resolution PEEM
With MPA energy filter Routine: 1�2 eV

Best: 0:25 eV (spectroscopy)
1:7 eV (imaging)

[13.31]

With HDA energy filter Routine: 0:7 eV
Best: 0:11 eV (spectroscopy)
0:2 eV (imaging)

[13.30, 44]

With double HDA Routine: 0:1 eV
Best: 0:01�0:05 eV

[13.78]

Angular resolution With HDA Best: 0:047A�1 [13.44]
With double HDA Best: 0:005A�1 [13.78]

Time resolution Laser Routine: tens of fs (lateral resolution 20�50 nm)
Best: 200 as (lateral resolution 200 nm)

[13.79, 80]

Synchrotron Few ps (single bunch width)

Resolution Operation mode Performance References
Lateral resolution LEEM

Nonaberration corrected Routine: 20 nm
Best: 4:1 nm (LEEM)
(SPLEEM)

[13.26]

Aberration corrected Routine: 5�10 nm
Best: 2:6 nm
2:0 nm
2:0 nm

[13.26, 30, 60]

PEEM
Nonaberration corrected Routine: 40�100 nm

Best: 7:0 nm
[13.33]

Aberration corrected Routine: 40 nm
Best 5:4 nm (UVPEEM)
18 nm (XPEEM)
2:6 nm (laser)

[13.59, 62, 77]

Energy resolution PEEM
With MPA energy filter Routine: 1�2 eV

Best: 0:25 eV (spectroscopy)
1:7 eV (imaging)

[13.31]

With HDA energy filter Routine: 0:7 eV
Best: 0:11 eV (spectroscopy)
0:2 eV (imaging)

[13.30, 44]

With double HDA Routine: 0:1 eV
Best: 0:01�0:05 eV

[13.78]

Angular resolution With HDA Best: 0:047A�1 [13.44]
With double HDA Best: 0:005A�1 [13.78]

Time resolution Laser Routine: tens of fs (lateral resolution 20�50 nm)
Best: 200 as (lateral resolution 200 nm)

[13.79, 80]

Synchrotron Few ps (single bunch width)

growth of the cathode lens microscopy user commu-
nity.

13.1.3 Performance

At this point it is useful to summarize the performance
of the various imaging techniques of cathode lens mi-
croscopy, highlighting the advantages and underlining
the limitations. The list in Table 13.1 incorporates some
of the state-of-the-art results, as well as routine per-
formance achievable with good quality samples. The
purpose of this section is to help the nonexpert reader
in choosing the technique that correctly fits their needs,
with no claim to being exhaustive. It must be remarked
that the state-of-the-art results are obtained in very con-
trolled and stable environmental conditions, with flat
and conductive samples and cannot be achieved in every
measurement of that kind. A charging and nonatomi-
cally flat sample can degrade performance easily by an
order of magnitude. In this sense, the routine values are
more significant, as they give a more realistic expecta-
tion for a generic experiment.
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13.2 Low-Energy Electron Microscopy

LEEM uses backscattered electrons as information car-
riers. Unlike scanning microscopy, electrons are col-
lected simultaneously from an illuminated area of sev-
eral tens of�m. The image formed by the magnification
lenses can then be acquired even in video-rate (down
to 1ms=frame), depending on the detector quality and
the signal intensity. The image contrast depends on
how electrons interact with the surface: the higher or
lower reflectivity can depend on several factors, e.g.,
morphology, crystallinity, and quantum effects. It is
therefore important to understand how electrons inter-
act with the surface and how the image is formed.
Elastic and inelastic scattering of electrons on solids
is a well-studied subject in condensed matter physics.
Herein, only the most important concepts will be pre-
sented, leaving a more complete description to other
textbooks [13.83].

13.2.1 Basic Image Contrast

The simplest conceptual case from where to start is
the single scattering frame, i.e., an electron scattered
only once by a surface atom. Here, the scattering am-
plitude is given by the atomic scattering factor fn.s/,
where sD kout � kin is the momentum transfer between
incident and diffracted plane wave with wave vectors
kin and kout, respectively. Considering now a monoener-
getic electron beam, represented by a plane wave with
amplitude

 in D  0e
ikin �R ;

the amplitude of a diffracted beam is represented by

 out D  0

"
X

n

˛fn.s/eis�Rn

#
eikout�R :

Here fn.s/ is the atomic scattering factor for the n-th
atom at positionRn. For an elastic scattering, the kinetic
energy E0 must be preserved, i.e.,

E0 D ¯
2

2m
jkinj2 D ¯

2

2m
jkoutj2 :

The contribution of atomic scattering factor and the
diffraction effects generate image contrast in LEEM.
In fact, areas with different composition, stoichiome-
try, and crystal structure will have a different electron
reflectivity and will appear in LEEM as brighter and
darker areas.

For a complete description of electron reflection,
inelastic effects and multiple scattering must be taken

into account. When traveling inside solids, electrons
have a certain probability to experience an inelastic
event. Therefore, their probability to be reflected with
no losses depends on how deep the scattering cen-
ter is placed into the bulk. To model this behavior,
one can introduce a mean free path expressed by an
imaginary component of the electron–surface interac-
tion potential, such that the scattering amplitude decays
exponentially in the direction of wave propagation. In
general, the electron mean free path is energy depen-
dent and relatively independent of the material, so that
its value follows a universal curve. Such a universal
curve has a V-shape, i.e., presents a minimum for en-
ergies around 30�100 eV: in this range the mean free
path is so small (few Å) that elastic electrons come from
only the top-most atomic layers. LEEM and PEEM
performed in this range are then surface sensitive. Elec-
trons with higher kinetic energy can probe the sample
in more depth, while at very low energy (� 10 eV) the
IMFP can show large deviations in accordance with
the density of states of the material: at a few eV, or-
ganic thin films with very low density of states can
show a mean free path of 10 nm, while transition met-
als with dense d or f bands above the Fermi energy
can damp scattered electrons already at a depth of
0:5 nm. The surface sensitivity can be used in LEEM to
achieve image contrast even between samples with the
same stoichiometry and different surface reconstruc-
tion.

At very low kinetic energy, another quantum phe-
nomenon can affect the elastic backscattering of elec-
trons from thin films. When electron wavelength and
penetration depth are comparable to film thickness,
i.e., at very low kinetic energy, the confinement im-
posed by the vacuum boundary and the film-substrate
interface induces a one-dimensional quantum well con-
dition [13.84]. This so-called quantum size effect (QSE)
rises from the interference between electron waves re-
flected at the surface and at the film-substrate interface.
In first approximation, for a film of thickness d, the
phase shift induced by the different path length is

� D 2d

¯
p
2m.E0CVi/ ; (13.1)

where Vi is the inner potential of the thin film. The
electron reflectivity is then subject to periodic oscilla-
tions as a function of electron kinetic energy and film
thickness. QSE is extensively used to measure directly
the thickness of thin films: significant examples will be
given in Sect. 13.2.3.
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13.2.2 Image Formation

The reflection of plane waves is also influenced by the
morphology of the surface: atomic steps, kinks, do-
main boundaries, and defects create interference and
modulate the electron reflectivity. To better understand
how to interpret the features in a LEEM image, it is
necessary to address the theory of image formation.
Over the last two decades, several approaches have been
used to calculate the image formation in LEEM. The
first is from Chung and Altman [13.22, 85], who devel-
oped a wave-optical model to describe the step contrast
in ideal and real conditions, i.e., taking into account
instrumental broadening and beam coherence. Later
the model was improved by a Fourier optics formal-
ism [13.36], which elucidates the image formation for
objects with different scattering amplitude and phase
and incorporates aberration effects of the objective lens,
diffraction cut-off by a contrast aperture, lens defocus,
energy spread of the electron beam, and instabilities in
lens current and voltage. In parallel, Jesson and cowork-
ers [13.86, 87] proposed an alternative approach, based
on the definition of a contrast transfer function (CTF),
into which flow all the effects of the imaging system
on the transfer from real object to image. Schramm
et al. [13.88] integrated this method with fifth-order
aberrations, making it suitable for aberration-corrected
instruments. The CTF formalism is attractive for its
low computational cost and its universal treatment of
arbitrary phase, amplitude, or mixed amplitude-phase
objects. In the following, a brief excursus on the CTF
formalism is depicted.

Consider having an object illuminated by a monoen-
ergetic plane wave, as in Sect. 13.2.1. It has been shown
that the reflection causes variation of wave amplitude
and phase. In general, the reflected wave is given by

 out D  in obj

with

 obj.R/D �.R/ei.kout�kin/�Rei�.R/ :

Here �.R/ is the amplitude modification factor, while
the phase modification factor �.R/ incorporates the
phase difference between outgoing and incoming waves
induced by the surface morphology. Supposing that the
surface is the plane xy at zD 0, its morphology can be
modeled by a surface height function h.R0/ expressed
in unit of step height a0. R0 is then a two-dimensional
position vector spanning over the surface plane. In case
of normal incidence, only the vertical component of the
wave vector matters, i.e., kD jkjOz. Given jkj D 2 =�0,

the phase shift defining the surface is given by

�.R0/D 2
2 

�0
a0h.R0/ :

The phase object function includes the effects of surface
morphology on the reflected wave, assuming no signif-
icant modification of the accelerating electric field.

The reflected wave is then modified by the cath-
ode immersion lens. First of all, the acceleration from
kinetic energy E0 to E imposes the change of coordi-
nates as in Sect. 13.1.1, from takeoff coordinates in real
(R0) and reciprocal space (q0) to respective virtual co-
ordinates (R and q). The transfer from virtual object
to magnified image can be described in real or recip-
rocal space. In real space, the response of the system
is described by the point spread function (PSF) T.R/,
which models the blurring of an ideal point object. The
final image  .R/ is then the convolution of the outgo-
ing wave  out and the PSF,

 .R/D . out �T/ .R/ :

Using the fact that convolution in real space corre-
sponds to multiplication in the Fourier space,

 .R/DF�1 fF Œ out.R/�F ŒT.R/�g :

T.q/DF ŒT.R/� is the CTF of the LEEM imaging
system and it is modeled as the product of all rele-
vant contributions imposed by the optical system, i.e.,
the frequency cutoff imposed by the contrast aper-
ture, chromatic and spherical aberration, defocus, and
instrument-related instabilities. One can model T.q/ as
follows

T.q/DM.q/W.q;�f /E.q; �E/ :

Here, M.q/ incorporates the effect of a round contrast
aperture placed in the backfocal plane, where the recip-
rocal space is displayed. Its effect is to filter high spatial
frequencies

M.q/D
(
1 if jqj< qmax

0 if jqj 	 qmax :

qmax corresponds to the maximum spatial frequency im-
posed by the aperture size and it is equal to ˛max=�,
with ˛max being the maximum angle accepted. It should
be noted that the contrast aperture acts downline of the
acceleration stage, therefore the electron wavelength is
calculated from the final kinetic energy E.

The wave-aberration contributionW.q/ refers to de-
viations of the wave path from the ideal one, induced
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by defocus �f and by spherical aberrations, which
may be expressed by Taylor series coefficients as in
Sect. 13.1.2, Aberration Correctors

W.q;�f /D exp

�
i 

2

�
Cs�

3q4C Css

3
�5q6

� 2�f�q2
��
:

The defocus �f also takes into account the uninten-
tional focus oscillations caused by voltage and current
fluctuations in lenses and high-voltage supplies.

Finally, the chromatic aberration damping envelope
E.q; �E/ comes from an integration over the weighted
contribution of the different energies within the Gaus-
sian energy distribution with FWHM �E. Limiting the
expression of chromatic aberration to the first-order co-
efficient, one has that

E.q; �E/D exp

"
�
�
 Cc�q2

�2

16 ln 2

�
�E

E

�2
#
:

The final LEEM image is an intensity distribution of the
reflected wave modified by the lens system, so it can be
calculated as

I.R0/D 1

M2
j .R/j 2 ;

with R0 being the two-dimensional coordinates at the
detector plane.

The CTF approach is currently used to produce
simulation of LEEM images for a surface with arbi-
trary height map h.R0/ and given scattering amplitude.
It has been used not only to prove well-known sur-
face features, like atomic steps [13.86], but also to
construct valuable morphology models of peculiar sur-
faces, as in the case of corrugated MnAs layers on
GaAs(001) [13.89] or sub-surface line dislocations in
magnetite thin films [13.90]. Moreover, the CTF alge-
bra helps to figure out how to achieve the best perfor-
mances from a cathode lens microscope. It is now clear
the effect of the contrast aperture, which on one side
deteriorates the image by acting as a low-pass filter and
on the other side limits the acceptance angle and there-
fore the blurring induced by spherical aberration. The
energy distribution of electrons coming, e.g., from the
electron source, act together with the chromatic aber-
ration, while the voltage and current instability can be
modeled as an additional defocus. This knowledge has
proven to be crucial in the case of aberration-corrected
systems, where the lifetime of fully-corrected state has
observed to be just a few minutes. After a correct es-
timation of every contribution, Schramm et al. [13.61]

concluded that the stability of power supplies, the active
damping of vibrations, good electromagnetic shield-
ing and improved detectors are the crucial factors for
maintaining the corrected state, and that more accurate
monitor and correction systems must be developed to
prolong its lifetime and make it usable for complex ex-
periments.

13.2.3 Imaging Mode

LEEM and LEEM-IV
The first operating mode of LEEM corresponds to the
magnified image plane displayed on the detector. Typ-
ically, the camera interconnects with the microscope
software to capture single images or videos on varying
the start voltage, the sample temperature, the lens set-
tings, and so on. In this way, several in situ experiments
and diagnostic procedures can be performed. In prin-
ciple, the LEEM image is the intensity distribution of
electrons on the image plane. The local intensity is then
converted to a gray-scale image, where the contrast de-
pends on how the objects modify the reflected electron
plane wave in phase and amplitude. In the following, we
will show topical examples of how phase and amplitude
objects are displayed in LEEM.

The simplest phase object giving contrast in LEEM
is an atomic step on an elsewhere flat, crystalline sur-
face. The uniform, regular distribution of atoms, as
in the case of a terrace, gives no contrast in LEEM,
since the electron beam is backscattered everywhere
in the same way. Plane waves coming from two adja-
cent terraces have different phases, so that at the terrace
edges the interference between them degrades the re-
flected intensity. Figure 13.6a shows a LEEM image of
a clean, stepped Si(111) surface with (7�7) reconstruc-
tion: monoatomic steps are displayed as dark lines with
a faint, brighter decoration on one side [13.85]. This
appearance is confirmed by simulation performed with
CTF formalism [13.86]. In this case, the surface height
function h.R0/ is expressed as a simple step function
of height a0 D 0:31 nm (Fig. 13.6b, brown line). The
simulated intensity line profile (Fig. 13.6b, black line)
displays a minimum in the vicinity of the step and
a maximum on one side. In general, the presence of
minima and maxima is related to the phase shift, i.e.,
the electron kinetic energy and the step height: For
�.R0/D 2n  the contrast is almost absent, while in the
complete out-of-phase condition �.R0/D .2nC 1/ 
the line profile is symmetric (no bright decoration). The
asymmetric maximum is observed at the intermediate
phase conditions and is most pronounced at �.R0/D
.2nC1/ =2. The relative position of maxima and min-
ima can be inverted periodically as a function of the
phase shift. CTF formalism can be readily extended to
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Fig. 13.6a–c Imaging with phase contrast. (a) Underfocus LEEM image of monoatomic steps on the Si(111)-(7�7)
surface. Imaging energy E0 D 45 eV (Reproduced from [13.85] with permission, copyright 1998 Elsevier). (b) Intensity
line profile (black line) calculated for the superimposed step profile (brown line) with the inclusion of chromatic damping.
(c) Plane view schematic (top) and simulated LEEM image (bottom) of an arrangement of terraces separated by a single
atomic step. Bright regions of constructive interferences, where the steps are in close proximity, are arrowed. (b) and
(c) reproduced from [13.86] with permission, copyright 2009 World Scientific

two spatial dimensions: Fig. 13.6c shows the simulation
of how an ideal Si(111) surface with monolayer-step-
height circular and elliptical terraces (top) appear in
LEEM for a given phase shift. It should be noted that
more complicated interference patterns could be pro-
duced when steps were closer together, e.g., in the
region highlighted with white arrows. The correct inter-
pretation in such cases must pass through an extensive
simulation of model surfaces in different conditions of
focus, electron kinetic energy, and morphology.

The amplitude contrast is produced between two
adjacent areas that have different scattering amplitude.
This case is quite common during an experiment: any
area with a different composition, stoichiometry, crystal
structure, and even surface reconstruction gives ampli-
tude contrast. The exact calculation from first principles
of how crystalline surfaces diffract electron beams in
LEEM is derived from kinematic and dynamic LEED
theory developed already in the late 1960s [13.83]
and will not be discussed here in detail. An example
of amplitude contrast is given in Fig. 13.7a, display-
ing a LEEM image of a Pt(111) surface covered with
a graphene (Gr) layer of variable thickness [13.91].
In this particular case, the contrast is given not only
by changes in amplitude, as between monolayer and
bilayer Gr, but also by the quantum size effect. The
difference is more evident by looking at the I–V char-
acteristics obtained from a stack of LEEM images with
increasing start voltage (Fig. 13.7b). The I–V curve for
MLGr reflects the particular morphology of the system,
where the carbon sheet rests 3:30Å upon the Pt sub-
strate. The other reflectivity curves appear quite similar
to one another at kinetic energies above 20 eV, since the
Gr thickness becomes bigger than the IMFP and no con-

tribution from substrate atoms is present. Nonetheless,
pronounced oscillations due to quantum size effects can
be observed at lower kinetic energies (Fig. 13.7c). In
particular, the number of minima of these oscillations
scales with the number of layers. This characteristic has
been observed not only on 2-D materials, but also on
epitaxial thin films on metal substrates, and therefore
can be used as a universal fingerprint to estimate the
film thickness. Moreover, one can plot the phase shift
from (13.1) as a function of the energies at which inter-
ference maxima or minima are observed (Fig. 13.7d)
and determine accurately the film thickness and the
inner potential with a fit. In this particular case, the anal-
ysis confirms that Gr stacks thicker than three layers
have identical layer separation to graphite.

Brightfield and Darkfield LEEM
Up to now, we have only considered the case in which
incoming and reflected electron beams are perpendic-
ular to the sample surface. Even with a perpendicular
incoming beam, the outgoing electrons distribute over
the solid angle to form a diffraction pattern in the back-
focal plane of the objective lens. Then, the contrast
aperture limits the acceptance angle in order to only
let electrons pass that are emitted in the neighborhood
of the zero-order diffraction spot. This configuration
is called brightfield and is schematized in Fig. 13.8a.
However, it would be interesting to build the LEEM
image also with nonperpendicular electrons, i.e., with
higher or fractional order diffraction spots; in this
way the crystallographic information contained in the
diffraction pattern can be transferred to the real space
and generate a crystallographic map of the sample.
This case is called darkfield and can be achieved in
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Fig. 13.7a–d Imaging amplitude objects. (a) LEEM image (electron energy 4:4 eV) of a few-layer Gr stack nucleated at
a boundary between rotationally misaligned ML Gr domains. Markers denote areas with coverage between one and ten
Gr layers. (b) I–V characteristics obtained from a stack of LEEM images with electron energy from 2 to 100 eV at the
locations marked in (a). (c) Higher magnification of the same data set at electron energies below 20 eV, showing fringes
due to interference of electrons backscattered from the Gr surface and Gr=Pt interface. (d) Phase shifts for constructive
and destructive interference (fringe maxima and minima in (c)) as a function of electron energy. Black lines are theoretical
fits calculated assuming a free-electron propagation model. (Reproduced from [13.91] with permission, copyright 2009
American Physical Society)
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Fig. 13.8a–d Scheme of brightfield (a) and darkfield (b–d) LEEM operation. Darkfield can be performed by displacing
the contrast aperture (b), tilting the sample (c), and deflecting the incident electron beam (d). The zero-order diffraction
spot is depicted in brown, while the higher order ones are in gray

different ways. The simplest way is (i) to move the
contrast aperture and accept electrons with a nonzero
emission angle, e.g., from a first-order diffraction spot
(Fig. 13.8b). This method has the disadvantage that the
selected electron trajectory is far from the optical axis
and therefore the spherical aberrations may blur the im-

age. A way to overcome this limitation is (ii) to incline
the sample tilt by a certain angle ˛ to let the selected
diffraction feature with emission angle 2˛ pass through
the contrast aperture along the optical axis (Fig. 13.8c).
In this case the incident electron beam is not perpen-
dicular to the surface, so one should take into account
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Fig. 13.9a–d LEED (left) and
LEEM (right) images of a strongly
dewetted Fe3O4(111) thin film. In
LEED (E0 D 88 eV) the reciprocal
vectors of a Fe3O4(111) unit cell
and FeO(111) moiré pattern are
highlighted in green and orange,
respectively. The labels in LEEDmark
the selected diffraction spots used for
LEEM (E0 D 24 eV): (a) brightfield,
(b) darkfield with FeO(111) moiré,
(c) and (d) darkfield with (2�2)
inequivalent spots of Fe3O4(111)
(Reproduced from [13.92] with
permission, copyright 2012 American
Physical Society)

the different atomic scattering factor f .s/, as it depends
on the momentum transfer sD kout�kin. This approach
does not need a dedicated alignment of the lens system,
but lacks accuracy and reliability due to mechanical
limitations of the sample manipulator. The most conve-
nient method to produce darkfield LEEM is (iii) to leave
the sample untouched and tilt the incoming electron
beam with deflectors placed in the illumination column
(Fig. 13.8d). It is optically equivalent to the previous
case, but with the advantage that the sample holder and
the lens system are untouched, and deflectors can be
remotely controlled and accurately calibrated, enabling
fast switching between brightfield and darkfield.

The contrast mechanism in darkfield LEEM mea-
surement adds substantial information on the crystal
structure of the sample. Electrons forming a particu-
lar spot in the diffraction pattern are emitted only from
areas with a certain crystal structure. Thus, a LEEM
image produced with these electrons shows as bright
the area from where they were emitted, and as dark the
areas with another structure. By studying the area distri-
bution in darkfield LEEM for several diffraction spots,
one can reveal if a LEED pattern is produced from a sin-
gle phase over the entire surface or is a superposition of
two or more contributions. Images over a large field of
view offer a direct measurement of the relative coverage
of the phases. Moreover, domains with the same crystal
structure but rotated orientation can be distinguished.
Even if the domains give the same LEED pattern ge-
ometry, the intensity of same-order spots differs, thus
resulting in an amplitude contrast among rotational do-
mains. An example of both occurrences is given in
Fig. 13.9. The system is a dewetted Fe3O4(111) thin
film of thickness larger than 7 nm, grown on a Pt(111)
surface [13.92]. The film holes do not expose a clean
Pt surface, but are decorated by a single bilayer of
FeO(111) [13.93, 94]. The corresponding LEED pat-

tern, obtained with illumination over a large area, is
a superposition of two distinct patterns: the (2�2) su-
perstructure over the Fe3O4(111) spots (unit cell in
green) and the moiré pattern of FeO(111) surrounding
the Pt(111) spots. Brightfield LEEM (Fig. 13.9a) shows
areas with different reflectivity, but at a first glance one
cannot distinguishwhich is Fe3O4 and which is FeO=Pt.
Darkfield LEEM performed with electrons from the
moiré (Fig. 13.9b) shows as bright the FeO(111) areas,
leaving the rest as dark. The contrast inverts when one
of the Fe3O4(111) (2�2) spots is used, but while the
FeO patches appear dark, only one rotational domain of
Fe3O4 enlightens (Fig. 13.9c). The other rotational do-
main, rotated by 180ı, emerges on darkfield LEEM by
using the inequivalent (2�2) spot (Fig. 13.9d). It should
be noted that the FeO darkfield image corresponds
to the sum of the two Fe3O4 darkfield images when
the contrast is inverted, thus excluding the presence
of a third crystalline phase. Moreover, the amplitude
contrast between rotational domains is achieved only
at some kinetic energies, for which two inequivalent
LEED spots with the same order have a different inten-
sity. Other energies can eliminate or invert the contrast.

Mirror Electron Microscopy
It has been shown that in LEEM the reflectivity of elec-
trons changes with the momentum transfer s occurring
during backscattering. Such reflectivity is always less
than unitary, i.e., part of the electrons is lost due to
inelastic scattering, bulk absorption, surface and quan-
tum effects. The only way to achieve total reflection is
to decrease the start voltage until all electrons are re-
flected above the sample surface, turning the cathode
immersion lens into an electrostatic mirror. However,
the equipotential surface in front of the specimen is
still influenced by field inhomogeneities determined
by the surface morphology, work function changes,
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contact potentials, and magnetic fields. As electrons
decrease speed and reverse direction, their trajectories
are deviated by such perturbations, thus giving con-
trast to the electron image. This imaging technique is
called mirror electron microscopy (MEM) and has the
advantage of probing surfaces without direct impact,
giving access to nonconductive specimens and imag-
ing phenomena in a nonperturbative way. The contrast
mechanism in MEM has been discussed and modelized
over the years [13.95–97], in order to extract quantita-
tive information regarding morphology and microfields.
Although the algebra is in some cases quite similar
to the CTF approach described in Sect. 13.2.2, it will
not be discussed here. In general, the lateral resolu-
tion in MEM is worse than standard LEEM imaging
on the same surface, ranging around several tens of
nm. Nonetheless, the high sensitivity to height varia-
tions and equivalent surface potentials gives a remark-
able depth resolution of about 1 nm. Like in LEEM,
the intensity line profile of features in different focus
conditions can be simulated and reverted to quantita-
tive real-space models. I.V/ spectra of different areas
through the LEEM-MEM threshold can be used to ex-
trapolate a map of the local potential, owed to work
function changes, charge states, or application of exter-
nal fields.

Spin-Polarized LEEM
Spin is a degree of freedom of the incident elec-
tron beam that can be used to achieve imaging of
magnetic states of the specimen surface. As shown
in Sect. 13.1.2, Aberration Correctors, spin-polarized
sources such as III–V semiconductor photocathodes can
provide beams with a high degree of polarization P. In
SPLEEM, the usual image contrast is augmented by
magnetic contrast generated by the exchange interac-
tion between incident spin-polarized electrons and spin-
polarized electrons in the magnetic material [13.98–
101]. This exchange contribution to the scattering is
proportional to P �M, with M being the magnetization
vector of the target material. In a magnetic material M
results from the difference between the number of elec-
trons with parallel and antiparallel spin contained in the
occupied states of majority and minority bands, respec-
tively (Fig. 13.10a; [13.102]). The two electronic pop-
ulations produce nonequivalent exchange-correlation
potentials, so that electron beams with different polar-
ization are scattered differently. Moreover, the minority
spin band offers more unoccupied states for an inelastic
event, thus minority electrons are more effectively scat-
tered than majority electrons and the IMFP decreases.
This leads to a larger reflectivity for majority electrons.
The intensity difference between parallel (I��) and an-
tiparallel (I��) configurations, normalized to the sum of

the intensities, i.e.,

AD I�� � I��

I��C I��

;

is called exchange asymmetry and is proportional to
P �M, weighted with the damping caused by the differ-
ent IMFP. It should be noticed that the difference at the
numerator cleans the resulting image from nonmagnetic
diffraction and topological features resulting from con-
ventional LEEM imaging, leaving only contrast from
magnetic features. The effect of spin on exchange cor-
relation potential and IMFP decreases rapidly as the
kinetic energy of incident electrons increases. For this
reason, the best magnetic contrast in SPLEEM is ob-
tained at energy typically below 20 eV.

The photocathode electron gun delivers electron
beams with a fixed spin polarization vector that can be
eventually flipped by changing the sense of the circu-
lar polarized light. The spin polarization vector can be
subsequently changed with a spin manipulator, where
electrostatic and magnetic deflectors and a magnetic ro-
tator lens give three degrees of freedom on the spin
orientation. This allows complete characterization of
the sample magnetization direction in both in- and out-
of-plane geometry, and tilted directions in between. An
example of SPLEEM asymmetry images with different
polarization orientation is given in Fig. 13.10b. Here,
two epitaxial Fe ribbons produced by deposition of
5ML of Fe on a W(110) surface and annealing at 650K
are displayed with the polarization vector in-plane and
parallel to [001] (1) and Œ1N10� (2) crystallographic di-
rection, respectively [13.103]. The magnetic state of
the ribbons is primarily determined by the interplay be-
tween exchange and stray-field energy, which prefers
magnetization along the [001] axis, and the surface/-
magnetoelastic energy, whose minimization produces
states with magnetization along Œ1N10�. The consequent
multidomain state can be extracted by the intensity
pattern in the SPLEEM asymmetry image: brightest ar-
eas have a parallel magnetization vector, darkest have
an antiparallel one, while neutral gray are oriented
perpendicularly. By combining images with different
polarization vectors one can construct a consistent do-
main model, as presented on the sides for the marked
regions.

SPLEEM has been used to address phenomena such
as domain wall structures in thin magnetic films, mi-
cromagnetic configurations in surface-supported nano-
structures, spin reorientation transition, magnetic cou-
pling in multilayers, phase transitions, and finite-size
effects. Its application has several advantages, such as
real-time observation and the possibility to combine
crystallographic and magnetic information. The surface
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Fig. 13.10 (a) Density of states in a ferromagnetic metal. Because of the spin interaction, the electronic band can be
conceived as a superposition of a majority (brown) and minority (gray) population. (b) Domain structure of epitaxial
Fe ribbon crystals on W(110). The image pairs were taken with the polarization vector of the electrons parallel to the
[001] (1) and Œ1N10� (2) directions, respectively. The magnetization distribution in the marked regions is indicated on the
sides (Reproduced from [13.103] with permission, copyright 2006 John Wiley & Sons)

sensitivity limits its usefulness to samples prepared in
situ or grown elsewhere and protected by a remov-
able capping layer. The main disadvantage in the use
of SPLEEM is its strong sensitivity to applied mag-
netic fields, which distress the trajectory of electrons
and degrade the image quality. Modest fields of few
hundred gauss can be applied only in the surface nor-
mal direction, so that the Lorentz force is geometrically
minimized. This limitation affects important fields of
research, such as dynamics on domain walls and exotic
magnetic states of matter.

Electron Energy Loss Microscopy
LEEM systems equipped with an energy filter have
the possibility to use inelastic electrons for imaging
with opportune detuning of the energy analyzer [13.81,
105]. Electrons can lose some kinetic energy during
the scattering process and the energy distribution of all
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Fig. 13.11 (a) EELM image of Gr and h-BN coplanar flakes on Pt(111) collected with electron energy E0 D 32 eV and
a loss of 6:5 eV. Graphene (Gr) patches appear brighter than h-BN due to the plasmonic excitation. (b) Electron energy
loss spectra of Gr and h-BN extracted from a stack of EELM images at different energy losses. The spectrum measured
in region Gr shows a �-plasmon loss at 6:5 eV; the spectrum measured in region h-BN shows a �-plasmon loss at 7:7 eV
(Reproduced from [13.104] with permission, copyright 2015 Wiley-VCH Verlag)

inelastically scattered electrons provides information
about the local physical and chemical properties of the
specimen. The low-loss region (< 50 eV) of this energy
spectrum contains valuable information about the band
structure and the dielectric properties of the material,
e.g., electron–phonon interaction, band gaps, and sur-
face plasmons [13.106, 107]. Such inelastic electrons
can pass through the energy analyzer with optimal tra-
jectory if a supplementary bias is applied. The usual slit
at the exit plane selects only electrons with a certain
energy loss. Electron energy loss microscopy (EELM)
images typically have very low intensity and contrast,
but can be used to display the surface distribution of
plasmons and to distinguish between surface areas with
different phononic and plasmonic properties [13.108].
For example, this is the case when Gr and hexago-
nal boron nitride (h-BN) patches rest one aside the
other upon a surface [13.104]. Figure 13.11a shows
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an EELM image of adjacent Gr and h-BN flakes grown
on a Pt(111) surface from a single molecular precur-
sor, dimethylamine borane (DMAB). The simultaneous
presence of B, C, and N atoms obtained from disso-
ciation of DMAB at 1000K is a very efficient way to
obtain a continuous, almost free-standing layer mostly
made of Gr and h-BN, with only a low percentage of
impurities. Gr and h-BN flakes have a different plas-
mon energy loss and therefore display a contrast for
particular electron loss energies. Local integration over
a stack of EELM images allows the collection of size-
selected electron energy loss spectra (Fig. 13.11b). It
is shown that in the bright areas in EELM the col-
lective excitation of the electrons is found at 6:5 eV,
whereas in the dark areas a peak centered at 7:7 eV is
found. These spectroscopic features are assigned to �-
plasmon energy loss in slightly doped Gr and h-BN,
respectively [13.109, 110].

The use of energy loss microscopy in LEEM sys-
tems can provide additional information on the dielec-
tric nature of surfaces and thin films. However, its
accuracy cannot be compared to a dedicated apparatus.
In LEEM the monochromaticity of the incident electron
beam, a few tenths of eV, is not enough to resolve vi-
brational states of molecules and adatoms. Despite this
aspect, EELM is ideal to characterize inhomogeneous
surfaces, showing the lateral extent of every species
with different plasmonic signature with a resolution of
some tens of nm.

13.2.4 Diffraction Mode

�-LEED
The second operating mode in LEEM is the so-called
diffraction mode, i.e., when the backfocal plane of the
objective lens is displaced on the detector. This mode
gives access to the angular distribution of backscattered
electrons, which forms a diffraction pattern in the case
of crystalline surfaces. The use of LEEM systems for
diffraction studies has many advantages with respect to
standard LEED optics:


 The operation conditions of the electron gun and
the illumination angle are fixed, while the kinetic
energy at the interaction is governed by the start
voltage. This ensures beam stability and constant
current, even for dynamic measurements.
 The backfocal plane is displayed for electrons trav-
eling at a kinetic energy E, independently of their
takeoff energy E0. This means that the displayed
reciprocal space has the same lateral extent for ev-
ery start voltage, so the diffraction spots do not
move during an energy scan. The calibration of the

reciprocal space can be calculated by looking at
the linear expansion of the Ewald sphere with in-
creasing start voltage, or through the position of
the diffraction spots for a known surface, e.g., Gr,
Si(111)-7�7 or oxidized W(110).
 The probed region can be inspected in LEEM
and selected by placing an opportune aperture
in the image plane. Commercial LEEM systems
can reduce the illuminated area to a diameter of
250 nm [13.30].
 The electrons can be filtered in energy and the back-
ground of secondary electrons can be removed.
 The zero-order diffraction spot can be easily de-
tected, as the magnetic beam splitter separates the
incoming and outgoing electron beams.

The collection of LEED measurements from a selected
region is often referred to as micro-LEED or �-LEED.
Figure 13.12 shows howmicroscopy and diffraction can
be combined to obtain structural information on sur-
faces and nanostructures under particular conditions.
The LEEM image in Fig. 13.12a presents cerium oxide
microparticles grown on a Ru(0001) surface saturated
with oxygen [13.111, 112]. This system is a model cat-
alyst, used to study the interplay between oxide and
metal under reaction conditions. A 500-nm wide il-
lumination aperture can be introduced and placed on
a large CeO2 particle (as indicated by the red circle),
so that electrons are backscattered from only this sin-
gle object. The transfer lens setup is then changed to
display the LEED pattern. The real-time observation
of the diffraction pattern was used to investigate how
the reduction of ceria particles influences their atomic
surface structure. LEED patterns were acquired in real
time while dosing up to 4800L of molecular hydrogen
at a substrate temperature of 700K (Fig. 13.12b). Be-
fore hydrogen exposure, only the .1�1/ integer spots
of CeO2 are visible. After dosing 500L of H2 at 5�
10�7 mbar, additional spots emerge as a consequence
of the local ordering of oxygen vacancies induced by
H2 dissociation and surface reduction. At this moment,
the superstructure spots exhibit a periodicity of 2.6
with respect to the integer spots of CeO2. A further
dose of H2 at higher pressure leads to larger peri-
odicities in the diffraction pattern, notably (3�3) at
1900L and (4�4) at 4800L, as well as slight in-plane
lattice expansion, detectable from the contraction of
first-order spots. The structural changes observed in
LEED, together with other LEEM analysis not shown
here [13.111], helped the authors to conclude that un-
der reducing conditions three stable phases of reduced
ceria exist, which coexist for intermediate oxidation
states.
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Fig. 13.12 (a) LEEM image recorded at 16:3 eV of ceria microparticles (bright) on the Ru(0001) support (dark). The
red circle highlighted with an arrow illustrates the electron beam spot size and position during �-LEED. (b) �-LEED
image series obtained during reduction of a single ceria microparticle in hydrogen at 700K. White circles indicate the
reflections of CeO2. Red and orange circles indicate the positions of the superstructure spots (Reproduced from [13.111]
with permission, copyright 2015 Wiley-VCH Verlag)

Spot Profile Analysis and LEED-IV
The real-time observation of an energy-filtered, stable
LEED pattern is a valuable tool to investigate inho-
mogeneous surfaces under changing conditions. The
quality of LEED images taken in LEEM is such that
other analysis methods are made available. For exam-
ple, the intensity line profile of a particular diffraction
spot along a selected crystallographic direction can re-
veal many details in relation to surface morphology and
roughness, such as step distribution and the presence
of defects and ordered superstructures [13.113]. The
sampling frequency of the profile is determined by the
magnification of the backfocal plane and the number
of pixels of the detector. The sharpness limit for LEED
spots is determined by the transfer width of the electron
beam at the surface and depends on the type of elec-
tron source and other instrumental effects of the LEEM
apparatus.

Figure 13.13a gives an example of a LEED spot pro-
file analysis (SPALEED) performed with LEEM optics
on an Fe3O4(111) thin film grown on a Pt(111) sub-
strate [13.92]. Magnetite films are used both as a model
catalyst and a support for catalytically active nanopar-
ticles. Its surface termination, deeply connected with
its functional and catalytic properties, changes with the
preparation conditions. In this case, the film was grown
with subsequent cycles of Fe deposition and oxidation
at 900K. After the last oxidation performed at 1000K,
if the sample is cooled in an oxygen atmosphere,
the zero-order diffraction spot presents a shoulder-like
broadening. Such broadening disappears after flashing

at 900K in UHV. The (0,0) spot profile can be fitted
with a superposition of a Gaussian peak, accounting for
the instrumental broadening, and a shoulder that can be
described as a sum of three Lorentz3/2-like functions of
different half-widths [13.114].

I.k/D IGauss.k/CI.1/Lor3=2.k/CI.2/Lor3=2.k/CI.3/Lor3=2.k/ :

The prominent broadening is described by the first
part, I.1/Lor3=2.k/. The weakly modulated background, as-
cribable to small clusters or adsorbates on the surface,
is described by I.2/Lor3=2.k/ with a FWHM as large as
the first Brillouin zone (FBZ). The third component,
I.3/Lor3=2.k/, has a FWHM slightly larger than the Gaus-
sian one and can be related to the presence of atomic
steps. The spot profile has then been collected over
an energy range between 40 and 200 eV, in order to
highlight the changes in the relative intensities of the
components. It has been found that the FWHM of the
components increased linearly with the perpendicular
component of k, indicating that the surface has a mo-
saic structure with a calculated angular spread of 0:2ı.
Moreover, the ratio G between integral intensities of
IGauss.k/ and I.3/Lor3=2.k/ spot components,

GD IGauss

IGaussC I.3/Lor3=2

;

revealed a periodic exchange between the two intensi-
ties with a period linearly related to the perpendicular
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Fig. 13.13 (a) Spot profile analysis of Fe3O4(111) LEED pattern along the (1,0) vector for the as-prepared surface and
after a final annealing at 900K. The preparation conditions for the Fe3O4(111) thin film are described in the main text.
The fit of the (0,0) LEED spot profile on the right shows a narrow central Gaussian peak in green, two Lorentz3/2 peaks
in orange and purple for the shoulder-like broadening, and a very broad Lorentz3/2 peak in dark yellow. (b) Integral
intensity of the central Gaussian and the shoulder during cooling in oxidation conditions. The formation of surface
inhomogeneities is influenced by the cooling rate, � 4K=s for dark lines and � 1K=s for light lines ((a) and (b) repro-
duced from [13.92] with permission, copyright 2012 American Physical Society). (c) Comparison of experimental I–V
curves (dark brown) taken with �-LEED and best-fit calculated curves (light brown) for the (4�4) diffraction structure
of oxidized Ag(111) (Reproduced from [13.115] with permission, copyright 2007 American Institute of Physics)

component of k. Such behavior is consequent to the
periodic constructive and destructive interference be-
tween two adjacent terraces separated by an atomic
step [13.113]. By fitting this periodicity one can cal-
culate the step height: in this case, it was found to be
4:79˙ 0:09Å, in fair agreement with the height of the
magnetite unit cell (4:84Å).

The nature of the objects giving the shoulder-like
broadening was then clarified with real-time acquisition

of the LEED pattern under dynamic conditions. Fig-
ure 13.13b shows the intensities of the Gaussian and the
first Lorentz3/2-like spot components during formation
under cooling in an oxygen atmosphere for two dif-
ferent cooling rates. The broadening in the zero-order
diffraction spot and its behavior during cooling under
oxidation conditions suggest that the prepared surface
is roughened by oxygen-related objects smaller than the
lateral resolution in LEEM [13.92]. Such objects can
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expose atoms with different coordination and charge
states with respect to the ideal surface and therefore in-
fluence the catalytic behavior of the system [13.116].

As in the case of LEEM, the collection of LEED
patterns over a broad energy range gives access to struc-
tural information. The intensity modulation of diffrac-
tion peaks can be simulated with full dynamic calcula-
tions. The calculation packages available today allow
the comparison of calculated and experimental I–V
curves to find the most probable atomic configuration
of the surface. The acquisition of LEED-IV spectra in
a LEEM system starts with the collection of a stack of
LEED images with variable start voltage. The intensity
of a single peak can be extracted with proper fitting of
the line profile, as in the case of SPALEED, or with di-
rect integration over a rounded region of interest of the
image. In both cases, a background subtraction is re-
quired. To perform a reliable dynamic analysis, the data
set, calculated as the sum of the energy widths for ev-
ery inequivalent diffraction spot, must be in the range
of thousands of eV [13.83, 117]. The I–V curves must
then be smoothed by a convolution with a Lorentzian
curve of width 1�2 eV to reduce the noise [13.118].
The first successful I–V analysis performed with LEEM
optics related to the (4�4) superstructure created by
surface oxidation of Ag(111) [13.115]. The compari-
son of experimental I–V curves and calculated ones for
the best fit model is shown in Fig. 13.13c. In this ex-
periment, the data set was compared with one recorded
with a conventional LEED system. It is shown that
LEED acquisition with LEEM optics offers a much bet-
ter signal-to-noise ratio (some faint diffraction spots
were visible in LEED/LEEM and undistinguishable
from background in conventional LEED) and a larger
energy range for every spot.

The combination of LEED and LEEM gives an-
other advantage with respect to conventional LEED
optics [13.90, 92]. In the latter one, the illuminated
area is very large, of the order of several hundreds of
�m. In the case of a surface with rotational domains,
some inequivalent spots from different domains of un-
known relative abundance can superpose which forces
the researcher to average spectra of spots of the same
diffraction order and makes the detection of separated
spectra impossible. In LEED/LEEM systems the active
selection of the illuminated area can solve this prob-
lem. The probed region can be inspected with darkfield
LEEM using an inequivalent diffraction spot and the
relative abundance p of the domains can be calculated.
Then, the disentangled I–V spectra can be extracted as
follows. Assuming that the experimental LEED pattern
is a weighted, incoherent superposition of the rotated
LEED patterns, in the case of two rotational domains

one can write that

Itotal.kxy; kz/D .1� p/IC.kxy; kz/C pI�.kxy; kz/ ;

where IC.k/ and I�.k/ are the intensity of two inequiv-
alent spots of the same order, produced by two domains
with abundance .1�p/ and p, respectively. The symme-
try condition between rotational domains imposes an
equivalency between same-order spots. In the case of
two domains with 180ı symmetry,

IC.kxy; kz/D I�.�kxy; kz/ :

As a consequence, one can separate the two contribu-
tions

IC.kxy; kz/D 1� p

1� 2p
Itotal.kxy; kz/

� p

1� 2p Itotal.�kxy; kz/ :

With this method, I–V spectra of inequivalent spots be-
come accessible, thus improving the data set quality and
the reliability of its dynamic analysis.

13.2.5 Spectroscopy Mode

�-EELS
If the LEEM apparatus is equipped with an energy fil-
ter, its dispersive plane can be displayed on the detector
and spectroscopy over a selected area can be performed.
The energy spectrum of reflected low-energy electrons
presents a very intense peak of elastically scattered
electrons, a weaker tail due to inelastic events and the
secondary yield. In a region close to the elastic peak,
one can perform electron energy loss spectroscopy
from a micrometer-sized area (�-EELS) and detect
the electrons that interact with the specimen via cre-
ation of plasmons and phonons, in the same fashion
as Fig. 13.11b. Although the direct measurement of
the dispersive plane offers a better energy resolution
and signal-to-noise ratio than the spectrum extrapola-
tion from EELM images, the performance is still too
low compared to a dedicated EELS apparatus [13.106,
107]. Other loss features at higher energies, such as ion-
ization edges of core-level electrons, are poorly visible
from an apparatus optimized for low-energy electrons.
For these reasons, the spectroscopy mode in a LEEM
system is used marginally and only as a complement
to other investigation techniques. Its counterpart with
emitted electrons is much more scientifically valuable,
therefore a more complete technical review of the mode
can be found in Sect. 13.3.5.
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13.3 Photoemission Electron Microscopy

PEEM is equipped with a photon source that illumi-
nates the specimen with ultraviolet and x-ray photons.
Electrons emitted via photoelectric effect are collected
by the cathode immersion lens and used as infor-
mation carriers. The image formed on the detector
can be acquired in real time as in LEEM, but the
acquisition time of a single frame can vary consid-
erably as a consequence of the electron beam inten-
sity: while video-rate is still possible with secondary
electrons for intermediate magnification, the collec-
tion of a single XPEEM image with core-level elec-
trons requires minutes. The nature of image contrast
in PEEM is different from the case of LEEM and is
governed mainly by the physics behind the photoe-
mission process and the chemical state of the probed
matter. Here only a general discussion will be pre-
sented, followed by a more detailed examination of
space-charge phenomena that affect PEEM with pulsed
light sources.

13.3.1 Basic Image Contrast

Themain difference in image formation between PEEM
and LEEM is the electron coherence. The photoemit-
ted electrons are in general incoherent in time and
space, although for delocalized valence-band electrons
some coherence can be seen in reciprocal space. As
a consequence, the intensity distribution of the image
is the convolution of the intensities of the phase ob-
ject and the CTF (while in LEEM, i.e., under coherent
conditions, the intensity is the square modulus of the
convolution) [13.88]. Following the definitions given in
Sects. 13.2.1 and 13.2.2 leads to

I.R/D ˇ̌ obj.R/
ˇ̌2 � jTinco.R/j2 :
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Fig. 13.14
(a) Brüche’s
PEEM image of
a polycrystalline Pt
foil after annealing
at high tempera-
ture (Reproduced
from [13.119]).
(b) PEEM image
of colloidal silver
demonstrating 7-nm
resolution (Repro-
duced from [13.33]
with permission,
copyright 1992
Elsevier)

The incoherent process modifies the definition of the
CTF. In the coherent case, the chromatic damping en-
velope E.q;�E/ comes from an integration over the
weighted contribution of the different energies within
the Gaussian energy distribution of the incoming beam.
For PEEM, the temporal incoherence imposes a differ-
ent algebra. Schramm et al. [13.88] have modeled the
square modulus of the PSF jTinco.R/j2 as the Fourier
transform of the square modulus of the CTF for the
monochromatic case weighted over the energy distri-
bution N.E/,

jTinco.R/j2 DF�1
2

4
1Z

�1
jHmono.q;E/j2 N.E/dE

3

5 :

The electron incoherence implies that only amplitude
objects give contrast: in PEEM phase objects like
atomic steps and other morphologic features are gen-
erally invisible. Figure 13.14a reports one of the first
images taken in 1934 with an improved version of
Brüche’s first PEEM [13.119, 120] and shows a poly-
crystalline Pt foil annealed at high temperature. The
contrast is given by the work function difference among
the facets and the grain boundaries. The lateral res-
olution for amplitude objects depends on the kinetic
energy of the electrons and their energy and angular dis-
tribution. In UVPEEM, a standard Hg short-arc lamp
induces photoemission of valence band electrons with
a cos 	 angular distribution over an energy window
�E larger than 1 eV. In this case, it has been calcu-
lated that the best lateral resolution should be about
7 nm for noncorrected instruments and less than 4 nm
for the aberration-corrected case [13.88]. Similar val-
ues can be expected also in energy-filtered XPEEM
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for low start voltages [13.49], while for higher take-
off energies the performance gets worse. Such limits
were partially reached when PEEM systems with UHV
technology were made available. Gertrude Rempfer
and coworkers demonstrated in the late 1980s a lat-
eral resolution of 7 nm with a nonaberration-corrected
UVPEEM [13.33]. Figure 13.14b shows a photoelec-
tron micrograph of colloidal silver particles taken with
her instrument. Aberration-corrected instruments low-
ered the limit for UVPEEM to about 5 nm.

13.3.2 Space-Charge Effects

The lateral resolution in XPEEM is a particular case
that deserves a dedicated discussion. The use of
monochromatic synchrotron radiation to excite core-
level electrons and employ them for imaging has
brought huge advantages in terms of flux and versatil-
ity, but its pulsed time structure has a worsening effect
on both lateral and energy resolution. When a pulsed
light beam illuminates the sample, the photoemitted
electrons are packed in a small volume. During the
flight the cloud density is such that electrons experience
reciprocal Coulomb repulsion, thus degrading the trans-
ported information [13.121]. This effect, called space
charge, has been broadly studied for electron sources
and influences both the energy distribution (Börsch ef-
fect [13.122]) and the trajectory displacement (Löffer
effect [13.123]). Fewer studies addressed the problem
in x-ray photoelectron spectroscopy (XPS) [13.124]
and specifically in PEEM, not only using synchrotron
radiation [13.62, 82] but also fs-laser [13.75, 125].

In the specific case of synchrotron radiation, the
photon beam used for XPEEM delivers typically
� 1013 photons=s of variable energy on a small area
of a few tens of �m2. The photon flux is not con-
stant in time, but is organized in pulses. Every pulse
has a duration of a few tens of ps and hosts about
20 000 photons. The number of photoelectrons emitted
during a single pulse depends on the total photoion-
ization quantum yield: in the case of photoemission
from transition metals, this can be estimated as about
400�600 electrons. However, just a few of them are
core-level electrons used directly in XPEEM, while the
overwhelming majority (� 97%) are secondary elec-
trons emitted by inelastic events and filtered away in
a second moment by the energy analyzer. In order to
understand the magnitude of the space-charge effect,
Locatelli et al. [13.82] showed LEEM and XPEEM im-
ages of the same surface at different photon flux. In
LEEM the continuous flow of incident electrons ensures
a photocurrent density three orders of magnitude lower
than the one in XPEEM, producing a space-charge free
image. The latter was then compared to secondary elec-

tron (E0 D 4 eV) XPEEM images acquired with the
same alignment and configuration of the microscope,
but for different photon fluxes (Fig. 13.15a). The lateral
resolution in secondary XPEEM increases linearly with
the photon flux, from 35 nm with 2:0�1012 photons=s
to 180 nm with 5:5�1013 photons=s. Such degradation
is visible also in imaging with core-level electrons.
Figure 13.15b shows LEEM and XPEEM images of
the same surface, using backscattered electrons and W
4f7/2 core-level electrons at a kinetic energy of 147 eV,
respectively. Again, the XPEEM image blurs as the
photon flux rises. The lateral resolution ranges from
31 nm with 2:0�1012 photons=s to 82 nm with 5:9�
1013 photons=s, a degradation smaller than the case of
secondary PEEM. An analogous effect can be seen on
the energy resolution. Locatelli et al. reported a broad-
ening of the Fermi level on a Au(100)-hex surface in
a series of spectroscopy measurements with increasing
photon flux. At high fluences, the broadening induced
by the space-charge effect dominated over the contribu-
tion of the energy analyzer.

Space-charge effects occur also when PEEM
is performed with a femtosecond laser. Naka-
gawa et al. [13.75] proved that the laser light from
a Ti:sapphire laser with pulses of 100 fs produces
blurred PEEM images with worse resolution than
using a non-pulsed, continuous wave (CW) laser.
Figure 13.15c shows images of the same surface
acquired with photons of energy 3:1 eV and increasing
incident laser power, from 0.2 to 7:8mW. In this case,
the photon flux is much higher than the one with
synchrotron light, 8�1010 photons per pulse. Again, the
lateral resolution is inversely proportional to the laser
power, forcing the power output to be greatly reduced
and the integration time to be increased to obtain
good lateral resolution. Similar results were found
by Buckanie et al. [13.125] using a Ti:sapphire laser
with comparable pulse length and lower photon flux.
Such evidence demonstrates how space-charge effects
are the biggest restriction for the implementation of
pump-probe experiments in PEEM, forcing users to
work at low power output, with high repetition rates
and long acquisition times.

In order to overcome the resolution limitation in-
duced by space-charge effects, it is important to un-
derstand in more detail the evolution of the electron
beam from emission to detection. From observation, it
is clear that the space-charge effect is determined by
the number of photons per time per emitting surface.
X-ray photoemission with pulsed light produces a large
majority of low-energy secondary photoelectrons and
a small amount of core-level electrons with high en-
ergy, all taking off from the sample surface in a time
range equal to the pulse length. Then, the high volt-
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Fig. 13.15 (a) LEEM and secondary XPEEM images of 1-ML-thick Au islands on Ir(001). E0 D 4 eV. (b) LEEM and
W 4f7/2 XPEEM images of thick Fe islands on W(110). E0 D 147 eV. Both series of XPEEM images illustrate the
degradation of the microscope lateral resolution with increasing photon flux, which is indicated below each image (in
photons=s). Photon energy: 182 eV. The operating conditions of the microscope were the same in LEEM and XPEEM
(Reproduced from [13.82] with permission, copyright 2010 Elsevier). (c) Magnetic circular dichroism fs-PEEM images
at increasing laser power of 12ML Ni deposited on Cu(001) and covered by Cs to reduce the work function. The photon
source was a femtosecond laser with a photon energy of 3:1 eV. The lateral resolution was evaluated along the A–B cross
section (Reproduced from [13.75] with permission, copyright 2009 IOP Science)

age between sample and objective lens accelerates the
electron cloud. The lens system of the microscope in-
duces several crossovers of the electron beam along
the path, i.e., where the diffraction and image planes
are placed. The first crossover is located in the back-
focal plane of the objective lens, while the second is
the first intermediate image plane. The magnification
induced by the objective lens implies that the lateral
size of the crossovers is larger than the initial size
of the electron cloud at takeoff. Therefore, no spe-
cial point with significantly large space-charge density
may cause local image blurring, i.e., the blurring oc-
curs along the entire electron path. Moreover, simple
kinematic calculations show that the strong overlap be-
tween secondary and core-level electrons within one

single pulse decays with time due to their different flight
speeds. For the SMART microscope, core-level elec-
trons with a takeoff energy of 100 eV are separated from
the secondary electron bunch after 70 cm of flight. Be-
hind this point the electron–electron interaction can be
neglected for XPEEM measurements. The best strat-
egy to reduce space-charge blurring is then to remove
non-necessary electrons as soon as possible along the
electron path. In particular, Schmidt et al. demonstrated
that the insertion of a small field-limiting aperture that
cuts away electrons emitted outside the field of view
reduces the electron beam intensity behind that point
and improves the lateral resolution. This, together with
accurate photon flux reduction, led to a demonstrated
lateral resolution of 18 nm in XPEEM [13.62]. This
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limit is still far from the analogue result in LEEM,
but there are reasons to think that a future, dedicated
instrument could bridge the gap, at least partially. In
particular, such an instrument should be equipped with
apertures at the backfocal plane in order to cut non-
necessary electrons with different emission angles, and
at the first dispersive plane inside the beam separator,
to roughly filter away secondary electrons. Highly effi-
cient detectors and improved illumination optics would
also help to obtain good quality images with lower pho-
ton flux. These measures to reduce the space-charge
effect will result in higher resolution.

13.3.3 Imaging Mode

PEEM and XPEEM
The imaging mode with photoemitted electrons dis-
plays a magnified real-space image of the probed sur-
face. Such an image contains valuable information on
the physical and chemical state of the specimen. The
contrast mechanism in PEEM has already been dis-
cussed: in the case of low-energy photons, areas can
emit a different number of electrons as a function of
the local work function and of the local density of
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Fig. 13.16 (a) XPEEM Ir 4f7/2 image
of a multithickness Gr island. The
bare iridium surface is visible on the
top; (b) XPEEM C 1s image of the
same surface region; (c) Ir 4f and
(d) C 1s XPS spectra measured in the
regions indicated by the labels. The
start voltage corresponds to the kinetic
energy of the photoemitted electrons.
A photon energy of 400 eV was
used in the experiment (Reproduced
from [13.126] with permission,
copyright 2014 Elsevier)

states of the valence band. In the case of energy-filtered
XPEEM with core-level electrons, the amplitude con-
trast can also be given, in first approximation, by the
relative local abundance of the particular element. The
photon energy is often selected in order to maximize
the image intensity, in agreement with the atomic cross
section of the selected emission line and the brilliance
of the photon source. The resulting kinetic energy of
the photoemitted electrons typically ranges between 50
and 200 eV, so that the small probing depth due to the
IMFP influences the contrast. Figure 13.16 shows a di-
rect example of XPEEM images with chemical contrast.
In this case, an Ir(100) surface is partially covered by
single and multilayer Gr [13.126]. XPEEM images us-
ing Ir 4f7/2 photoemitted electrons (Fig. 13.16a) shows
areas with different intensity. The attenuation of the sig-
nal is due to the screening from Gr layers of different
thickness. This is confirmed by XPEEM images taken
with C 1s electrons (Fig. 13.16b), where the intensity is
proportional to the Gr thickness.

The screening effect can be evaluated quantitatively
by changing the start voltage and extracting the I–V
curve, with the same procedure seen for LEEM. In this
case, the collected intensity curve is the local spectro-
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scopic photoemission peak, i.e., a stack of XPEEM im-
ages gives access to local XPS spectra. Figure 13.16c,d
displays, respectively, the Ir 4f and C 1s core-level
emission spectra, obtained by integration over selected
regions of interest over a stack of XPEEM images at
different start voltages. The intensity drop in the Ir 4f
photoemission line follows the exponential damping
factor e�d=�gr.E0/, where d is the layer separation and
�gr.E0/ is the kinetic-energy-dependent effective atten-
uation length [13.127]. The intensity growth of the C
1s core-level shows a similar behavior, although it does
not increase linearly with thickness. This deviation is
given by the screen effect of the outermost Gr layers
that diffract the photoelectrons emitted from buried C
atoms. This example demonstrates how the intensity
evaluation of XPEEM imaging provides an alternative
method of assigning thin film thickness.

Brightfield and Darkfield PEEM
The ordinary microscope setup in PEEM includes the
insertion of a contrast aperture to limit the acceptance
angle in order to reduce spherical aberration and en-
hance contrast and resolution. Usually, the aperture
selects only electrons with normal emission, i.e., lim-
its the diffraction pattern to a neighborhood of the �
point of the FBZ. As in the case of LEEM, it would be
convenient to build PEEM images with electrons com-
ing from other regions of the FBZ [13.129, 130]. The
methods for implementing darkfield measurement have
already been reviewed in Sect. 13.2.3, Brightfield and
Darkfield LEEM and schematized in Fig. 13.8. In the
case of emitted electrons, only the first two are avail-
able, i.e., (i) to position the contrast aperture around the
desired k-point of the reciprocal space and (ii) to in-
cline the sample tilt by a certain angle. In addition, it
is possible to deflect the emitted beam after the objec-
tive lens. Among the three, the second offers the best
advantages in terms of PEEM image quality, since it is
the one that lets the electrons travel along the optical
axis. It should be remarked that the required tilt incli-
nation is reduced by the change of coordinates due to

a) b) c) d)

1 μmLEEM ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩Darkfield PEEM

Fig. 13.17 (a) LEEM and (b–d) darkfield PEEM of: (b) EG on Ni(111); (c) RG flakes grown on Ni(111); (d) RGC patches
on a Ni-carbide interstitial layer (Reproduced from [13.128])

the accelerating field of the cathode immersion lens. It
is sufficient to incline the tilt angle by less than 2ı to
obtain a consistent shift of the reciprocal image in the
backfocal plane of the objective lens and to get to the
edge of the FBZ of most materials. The best procedure
to select the desired diffraction feature for imaging is to
display the backfocal plane and to modify the sample
tilt mechanically until the selected point is positioned at
the center. Once the contrast aperture is placed, the mi-
croscope can be shifted to imaging mode, whereas the
intensity is proportional to the local density of states at
the selected k-point.

Darkfield PEEM is very powerful tool for probing
the local electronic properties of heterogeneous sur-
faces. For example, it has been employed on Gr grown
on Ni(111), a model case for the study of interfa-
cial interactions that can play a key role in tailoring
the magnetic [13.131] and chemical [13.132] proper-
ties of 2-D materials. In particular, darkfield PEEM has
been used to determine the lateral extension of epitax-
ial and rotated monolayer Gr grown on Ni(111), and
to identify particular areas in which the rotated Gr is
metallic due to the formation of an interstitial carbide
layer [13.128]. Brightfield LEEM image of the system
(Fig. 13.17a) reveals the presence of three coexisting
phases with different gray levels. Characteristic I–V re-
flectivity curve and �-LEED measurements (not shown
here) assigned the brighter area in the upper right side
to epitaxial Gr (labeled EG), while the neutral gray
area and the dark gray patches are rotated Gr (labeled
RG). Local XPS measurement on the C 1s core-level
performed with the method addressed in the previous
Section proved that the dark patches are small areas in
which the monolayer Gr rests upon a Ni-carbidic in-
terface layer (labeled RGC) [13.133]. Darkfield PEEM
was then performed with electrons photoemitted from
Gr’s �-band. When the reciprocal space K-point of the
epitaxial Gr is selected, only the upper right area be-
comes bright (Fig. 13.17b). When the equivalent point
of the rotated Gr is used, the contrast shows a depen-
dence on the selected start voltage. The RGC phase
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exhibits a high density of states at a binding energy
of 0:2 eV (Fig. 13.17c), while the RG phase shows the
same behavior only at 2:2 eV (Fig. 13.17d; [13.134]).
This demonstrated that the �-band of RGC Gr has the
Dirac point very close to the Fermi energy, i.e., shows
an almost metallic state, while in EG and RG it under-
goes a severe hybridization with the substrate states.
This result, together with the angular-resolved photo-
electron spectroscopy measurement, demonstrated that
the presence of the interstitial carbide layer decoupled
the monolayer Gr from the substrate.

XAS-PEEM and Magnetic PEEM Imaging
It has been shown that when x-rays illuminate a sam-
ple, the displayed intensity of slow secondary electrons
exceeds by orders of magnitude the one of photoemit-
ted electrons. It is therefore convenient to use them for
imaging, enabling even video-rate acquisition. More-
over, imaging with secondary electrons is particularly
useful in the presence of tunable x-ray sources such
as synchrotron beamlines. Direct secondary PEEM
imaging during photon energy scans reveals intensity
variations due to the x-ray absorption process, i.e.,
the characteristic curve for a selected region of inter-
est corresponds to the local x-ray absorption spectrum
(XAS) [13.135, 136]. Compared to XPS, the XAS has
a bigger signal-to-noise ratio and uses electrons with
a larger IMFP, thus enabling a larger probing depth.
Moreover, it can be performed even without active
energy filtering, as the photoemitted electrons give
a negligible contribution to the overall intensity. The
possibility to select a desired photon polarization also
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Fig. 13.18 (a) Illustration of imaging spectroscopy in XAS mode. Fe nanowires on W(110) appear dark on the left panel
at a photon energy of 704:5 eV. At the Fe L3 threshold, the wires become much brighter (middle panel). The XAS
spectrum below is extracted from the largest nanowire in the center. (b) Illustration of XMCD-PEEM imaging. The
photon energy is tuned to the L3 maximum. The field of view is 5�m. The start voltage is 3 eV in order to collect
secondary electrons. Within the image plane, the x-ray direction is perpendicular to the nanowire axis (Reproduced
from [13.44])

gives access to magnetic characterization of materi-
als [13.102]. In the case of circular polarized light, one
can use the x-ray magnetic circular dichroism (XMCD)
to obtain magnetic contrast in PEEM. In XMCD the
angular momentum of circular polarized light is used
to impose selection rules over the photon absorption
process [13.137]. In ferromagnetic materials, the va-
lence and the conduction band are split in two electron
populations, a majority with spin parallel to the mag-
netization vector and a minority with spin antiparallel.
In the photon absorption process, Fermi’s Golden Rule
imposes that the transition probability of an electron
from the initial core-level to an unoccupied state de-
pends on their density of states. Therefore, the different
final density of unoccupied states in the majority and
minority population determines two distinct absorption
probabilities for left and right circular polarized light.
The magnetic dichroism is defined by convention as the
intensity difference between the two absorption spec-
tra, IXMCD D I�� � I�� and is directly proportional to
the scalar product between the magnetic moment of
the sample and the photon polarization vector. XMCD
can be performed in PEEM by taking two images with
opposed circular polarization at the absorption photon
energy and subtracting one from the other, thus extract-
ing the exchange asymmetry image, as in the case of
SPLEEM,

IXMCD D I�� � I��

I��C I��

:

The XAS-PEEM imaging process is illustrated in
Fig. 13.18a, where Fe nanowires on a W(110) surface
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are displayed [13.44]. When the photon energy is set to
be off-resonance (left), the contrast is given simply by
the different secondary yield. Once the photon energy is
set to the Fe absorption L3 edge (center), the nanowires
become brighter whereas the clean W(110) surface in
between shows no change. The contrast reduces again
for higher, above-resonance photon energies (right),
although it is changed also as the new Fe 2p3/2 photoe-
mission channel enhances the Fe secondary yield. The
entire absorption spectrum of an individual nanowire
(below) can be extracted from local integration over
a stack of PEEM images at different photon energy.
Then, XMCD imaging is obtained by tuning the pho-
ton energy to the Fe L3 adsorption edge and taking
the difference between two secondary PEEM images
with opposed circular polarization (Fig. 13.18b). The
wires with magnetization perpendicular to the polariza-
tion direction appear gray as the scalar product reduces
the XMCD signal to zero. The black and white regions
in the central wires are dipolar domains with magne-
tization parallel and antiparallel to the beam direction,
respectively. Note that the strong magnetic contrast in
the case of highly magnetic materials is visible even at
the single XAS image acquired with one circular po-
larization. The most advanced PEEM systems are then
capable of acquiring magnetic images at video rate, thus
enabling dynamic studies of the magnetic domain evo-
lution in nonequilibrium conditions.

In particular samples, magnetic imaging can also
be performed using x-ray magnetic linear dichroism
(XMLD). The sum rules are similar to those for
XMCD [13.102], so the technical implementationmim-
ics the one already discussed. Its main application field
is the study of antiferromagnetic materials and their
interfaces with ferromagnetic materials, as well as mul-
tiferroics. In conclusion, it should be noted that in
a synchrotron beamline equipped with insertion de-
vices, the polarization vector could be varied only in
the plane perpendicular to the photon beam propaga-
tion direction. Therefore, XMCD-XMLD contrast can
be achieved only for selected geometries. PEEM sys-
tems with perpendicular illumination can characterize
only out-of-plane magnetization states, while grazing
photon incidence gives its best with in-plane states.

13.3.4 Diffraction Mode

�-ARPES and �-XPD
As in the case of �-LEED, the diffraction operation
mode of a PEEM system gives access to the angular
distribution of energy-filtered photoemitted electrons.
The convenient placement of a field-limiting aperture
on an intermediate image plane selects a probed re-
gion down to 1�m in size. ARPES is one of the
most important methods to study the band structure

of solids [13.138, 139]. The direct display of the en-
tire angular spectrum in a single image gives PEEM
systems the possibility to acquire ARPES spectra over
a large energy range in a very short amount of time
without any mechanical movement of the sample. The
same operation mode is then capable of detecting XPD
spectra, when the angular distribution of photoemitted
core-level electrons is displayed. Although the energy
resolution is not comparable to a dedicated ARPES
machine, its fast acquisition and the possibility to con-
jugate it with microscopy measurement makes PEEM
systems ideal for studies on dynamic and/or heteroge-
neous systems [13.140].

ARPES spectra are usually collected at relatively
low photon energy. Typical photon sources are lasers
under high harmonic generation (the fourth harmonic
of a Ti:sapphire laser delivers 6 eV photons), He dis-
charging lamps (HeI emission line at 21:2 eV) and syn-
chrotrons (10�100 eV). The latter is more indicated to
highlight surface states, because of the smaller IMFP of
photoemitted electrons. Among others, �-ARPES has
been employed to access the �-band of Gr and to quan-
tify the local doping induced by foreign species and/or
interaction with the substrate [13.142]. In particular, the
local probing in diffraction mode was crucial to deter-
mine the doping level of 2-D heterojunctions created
with selected-area low-energy irradiation of a mono-
layer Gr with NC2 ions at room temperature [13.141].
Figure 13.19a shows a LEEM image of the boundary
region between irradiated and nonirradiated Gr grown
on an Ir(111) surface. The first appears notably darker
than the second due to the development of corrugations
and defects. Microprobe ARPES measurements were
performed separately on the two areas (Fig. 13.19b).
The reciprocal space image, taken with photon energy
of 40:5 eV and at a binding energy of 0:45 eV, displays
a large density of states around the K-point due to the
Gr band structure, while the background modulation
resembles the surface states of the Ir(111) substrate.
While in the nonirradiated area the circular feature
around the K-point corresponds to a slice of the Dirac
cone, the irradiated area showed no band splitting at
this point. The entire band structure can be depicted
if one extracts the intensity line profile along a high-
symmetry direction over a stack of ARPES images at
different kinetic energy. Figure 13.19c shows the mo-
mentum distribution curve (MDC) along the normal to
�-K direction on the K-point for both areas. The nonir-
radiated Gr presented a linear dispersion of the �-band
centered at the Dirac point ED D 0:08˙ 0:03 eV, cor-
responding to a slight p-doping due to the interaction
with the substrate. The irradiated Gr showed a large
shift of the Dirac point towards higher binding energies,
quantified as ED D �0:45˙0:07 eV. This n-dopingwas
induced by the implantation of N atoms in the C mesh
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Fig. 13.19 (a) LEEM image (E0 D
7 eV) of the boundary between NC2
irradiated (dark) and nonirradiated
graphene (bright) grown on Ir(111).
(b)�-ARPES patterns of nonirradiated
(left) and irradiated (right) epitaxial
graphene on Ir(111) before annealing.
The image was acquired 0:45 eV
below the Fermi level. The dash-dot
line passing through the K-point
identifies the high symmetry direction
perpendicular to �K; h�D 40:5 eV.
(c) Intensity cut in the plane passing
through K along �M. The MDCs
demonstrate linear dispersion of the
�-band close to the Fermi energy
EF (left). On the right, the same
intensity cut for an NC2 irradiated
sample (3min at pN2 D 2�10�5 mbar,
ion current 0:14�A). The Dirac
energy was estimated by fitting
the MDC and determining the
intersection of the resulting solid
lines. ED D � 0:45˙ 0:07 eV. The
Fermi energy EF is highlighted by the
dashed line, while the dash-dot line
represents the energy of the images
in (b) (Reproduced from [13.141]
with permission, copyright 2015
Wiley-VCH Verlag)

of Gr [13.143]. This example shows clearly how mi-
croprobe ARPES in PEEM systems has the power to
characterize the electronic states of micrometer-sized
regions.

The SPELEEM microscope used in these mea-
surements is an energy-filtered LEEM/PEEM station
dedicated to the probe of surfaces with backscattered
electrons and synchrotron radiation. The lens setup is
designed to guarantee good performance overall, but is
not devised for state-of-the-art measurement in every

single operational mode. The provided energy resolu-
tion, 330meV, was adequate to accurately detect the
shift of the Gr �-band, but was insufficient to determine
whether a small band gap has been opened by the sub-
stitutional implantation of N [13.142]. PEEM stations
specifically designed for high performance in ARPES,
e.g., NanoESCA [13.45, 140], forgoes the lateral reso-
lution for a better energy and angular resolution. Such
systems are often labeled as momentummicroscopes or
k-PEEM.
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13.3.5 Spectroscopy Mode

�-XPS
The spectroscopy analysis of photoemitted electrons is
a major tool in surface science. Since its first develop-
ment by Kai Siegbahn in 1957, Electron Spectroscopy
for Chemical Analysis showed how the accurate mea-
surement of photoemitted core-level electrons allows
the retrieval of information on the chemical structure
and bonding, the elemental composition, and the sur-
face state of atoms [13.144]. PEEM systems equipped
with an energy analyzer are capable of performing pho-
toemission spectroscopy (PES) from a selected area
of the sample, much smaller in size than a standard
PES machine [13.145]. The probed area can be selected
by strong demagnification of the illuminating photon
beam and insertion of a field-limiting aperture in the
first intermediate image plane. The best PEEM systems
available worldwide for PES measurements make use
of synchrotron radiation and take advantage of its high
brilliance and energy tunability. The access to the dis-
persive plane in PEEM enables direct measurement of
the photoemission spectrum from a localized area and
is often called microprobe XPS (�-XPS).

The standard setup for a PEEM in dispersive mode
includes the insertion of the field-limiting aperture at
the intermediate image plane and the contrast aperture
at the diffraction plane (Fig. 13.3), limiting conve-
niently the probed area and the acceptance angle. The
dispersive plane is then projected on the detector and
appears as a thin line with modulated intensity. Elec-
trons with initial kinetic energy equal to the bias value
eV0 are projected at the center. The width of the en-
ergy window depends on the final magnification of the
dispersive plane and the construction constraints, and
can be as wide as ˙5 eV. The energy spectrum around
the bias value is then revealed with an intensity line
profile after opportune background subtraction and re-
sponse function division. The photoemission spectrum
collected in dispersive mode has a better energy reso-
lution and a more favorable signal-to-noise ratio than
the one extracted from a stack of XPEEM images over
a start voltage range. In several cases the signal-to-noise
ratio is sufficiently high to enable fast image acquisition
up to video rate. This opens the gates to the microprob-
ing of dynamic processes in real time, such as catalytic
reactions, thin film growth, deposition of atoms and
molecules on surfaces, and testing in changing con-
ditions of temperature and pressure. The data quality
is well visible in the XPS data measured for the het-
erogeneous system already presented in Sect. 13.3.4.
In Fig. 13.20a,b N 1s and C 1s core-level photoemis-
sion spectra are depicted, respectively, of a monolayer

Gr grown on Ir(111) and locally irradiated with low-
energy NC2 ions at room temperature [13.141]. It has
already been shown with �-ARPES that the ion ir-
radiation induces a negative doping on the Gr sheet.
The XPS N 1s spectrum of the irradiated Gr describes
in great detail the film stoichiometry and the atomic
arrangement of N atoms in the C mesh. The photoemis-
sion peak can be fitted with four Doniach–Šunjic line
profiles [13.142, 143, 146], later assigned to pyridine-
like, twofold coordinated nitrogen (N1), pyrrole-like,
threefold coordinated nitrogen (N2) and substitutional
nitrogen (N3 graphitic and N4 secondary graphitic) on
the basis of their binding energy. By evaluating the ar-
eas of the various components, one can establish the
relative abundance of the defects and obtain that 43%
of the N is in substitutional configuration. The N 1s
spectrum of nonirradiated graphene confirms that no
N atoms are detected few �m aside. The analysis of
the C 1s spectra shows a notable broadening for the
irradiated area at higher binding energies with respect
to the main emission line (the only component in the
nonirradiated area). This is consistent with the picture
of Gr functionalized with N. The irradiated spectrum
was fitted considering the different contributions of sp2

and sp3 carbon, vacancies and carbon species bonded
with nitrogen [13.147, 148]. The evaluation of peak ar-
eas allows a vacancy abundance of 1:7% of a ML to
be estimated, evidencing the little damage suffered by
Gr. Moreover, from the comparison of N 1s and C 1s
peak areas one can estimate the overall N coverage.
Since both core-levels have the same number of elec-
trons and were measured at the same photon energy
(h� D 500 eV), the N=C peak area A ratio can be nor-
malized with the Yeh and Lindau photoionization cross
section � [13.149] and the energy-dependent transmis-
sion of the microscope, which in the case of SPELEEM
is proportional to the kinetic energy E0 of the pho-
toemitted electrons. In the case of coplanar species, no
IMFP correction is needed (as in Sect. 13.3.3), therefore
the nitrogen abundance is equal to

	N D AN1s

AC1s

�C1s

�N1s

EN1s
0

EC1s
0

:

The stability test of locally implanted nitrogen took
full advantage of the real-time capability of �-XPS.
Annealing in UHV up to a temperature of 800 ıC fol-
lowed probing the N 1s photoemission line every 2 s.
The intensity of the various components, as determined
in a fit, is presented in Fig. 13.20c. As can be seen, both
N2 and N4 components decrease steadily with increas-
ing temperature, reaching negligible intensity at high
temperature. The N1 component, associated with in-
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Fig. 13.20 (a) N 1s spectra and (b) C 1s spectra obtained from the nonirradiated and NC2 irradiated graphene on Ir(111).
The best fit to the experimental data is also shown: the simulated curve for the irradiated Gr is shown as the sum of
different components, each with a Doniach–Šunjic line profile. (c) Evolution of the intensity of the N 1s components,
N1–N4, plotted as a function of the annealing temperature. In the inset the N 1s spectra of ion-irradiated Gr before
and after annealing at 800 ıC are compared; h�D 500 eV (Reproduced from [13.141] with permission, copyright 2014
Wiley-VCH Verlag)
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tercalated, pyridine-like nitrogen, decreases moderately
up to 430 ıC and suddenly decays above this tempera-
ture. The N3 component, related to graphitic nitrogen,
remains constant up to 500 ıC and decays moderately
with annealing temperature. After annealing, the over-
all nitrogen coverage decreased from 0:07 to 0:04ML.
The real-time �-XPS highlighted the different evolu-
tion of each defect species during annealing, giving
highly valuable information on the stability of doping
level for annealed heterostructures embedded in a sin-
gle Gr sheet.

The dispersion mode can probe photoemitted elec-
trons at any given start voltage. Therefore, it is suitable
to probe not only core-level electrons, but also valence

band electrons and even secondary electrons. It should
be noted that the size of the contrast aperture deter-
mines the angular acceptance, i.e., the probed region in
the reciprocal space. Usually the neighborhood of � in
the FBZ is selected, but one can use the methods intro-
duced for darkfield measurement (Sect. 13.3.3) to filter
another region of k-space. Very often, core-level XPS
measurement is combined with valence band measure-
ment up to the Fermi edge, in order to use it as reference
for zero binding energy. The Fermi edge of conductive
surfaces at low temperature is frequently used to test on
the go the energy resolution of the instrument. The edge
of the secondary yield can also be probed to measure the
work function differences among separate areas.

13.4 Perspectives

More than 80 years after the first PEEM image, cath-
ode lens microscopy continues to be one of the most
used techniques in surface science. The ability to con-
jugate microscopy, spectroscopy, and diffraction in
a single instrument is the key to its successful appli-
cation in several fields. The increasingly high level
of sophistication led to the construction of systems
with many specializations, such as magnetic imaging,
pump-probe photoemission, synchrotron endstations,
momentum microscopes, and more. The growing user
community shares its findings and perspectives in many
dedicated workshops; among others, the LEEM-PEEM
biennial gathering reviews the status of LEEM, PEEM,
SPLEEM, XPEEM and related techniques, promotes
applications of cathode lens microscopy to a broader
audience and highlights the most recent scientific ad-
vances and instrumental developments.

After the advent of synchrotron radiation, spin-
polarized electron guns and pulsed laser in the attosec-
ond domain, cathode lens microscopy can be defined
as a mature and well-established technique. In more re-
cent years, much of the technical effort has been spent
addressing three main problems, here reviewed briefly:


 Reduction of space-charge effect: its inevitability
imposes the creation of a system expressly designed
to circumvent it. Such apparatus must have par-
ticular filters in the backfocal plane, in the first
intermediate image plane and in the first dispersive
plane, all of them placed very close to the objective
lens. Moreover, it must be equipped with a state-
of-the-art detection system. The new generation of
SMART microscope, called SMART 2, is currently
(2017) under construction and implements most of
the strategies discussed to give full advantage of

aberration correction in XPEEM. This development
is needed for advances in pump-probe experiments.
 Resolution improvement: in principle, aberration
correction via an electrostatic mirror pushes LEEM
towards the ultimate resolution, i.e., the diffraction
limit. Several groups, with particular mention of
Ruud Tromp’s team, have investigated theoretical
and experimental aspects of aberration correction.
They discovered that the correct state is intrinsically
unstable due to the performance of electronics. The
creation of more stable devices and a dynamic feed-
back system that prolongs the lifetime of the correct
state remains a serious challenge.
 Pressure gap: in a standard cathode lens micro-
scope, the high electrostatic field of the accelerating
stage limits the pressure in the main chamber so that
it is lower than� 10�5 mbar. The direct observation
of surfaces under near-ambient pressures is highly
desirable, e.g., in the field of catalysis. In principle,
the implementation of high-pressure cathode lens
microscopy can take profit from the technical de-
velopment of near-ambient pressure XPS systems,
which have been available since the late 2000s.
These systems are equipped with a pressure cell that
maintains high pressure in a small volume in front
of the sample and lets photoemitted electrons es-
cape through nozzles and membranes towards the
detector placed under UHV conditions. The de-
sign of a high-pressure cell that works with the
strong electrostatic fields required in cathode lens
microscopy is a very difficult task that may require
years of research and development. A successful
breakthrough in the pressure problem can breathe
new life into the cathode lens microscopy user com-
munity and ensure a bright future for this technique.
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14. Scanning Photoelectron Microscopy:
Past, Present and Future

Matteo Amati, Alexei Barinov, Luca Gregoratti, Hikmet Sezen, Maya Kiskinova

Adding submicrometer lateral resolution to the
analytic capabilities of photoelectron spectroscopy
was a milestone that opened up new opportunities
to access lateral fluctuations in the chemical com-
position and electronic and magnetic structure of
surfaces and interfaces and to explore exotic prop-
erties of nanostructured matter. To achieve a high
spatial resolution while preserving the spectral
resolution of this technique requires the very in-
tense photon flux that has become available with
the advent of third-generation synchrotron storage
rings. The high spatial resolution of x-ray pho-
toelectron microscopes, operated at synchrotron
facilities, is achieved by either: (i) magnifying
the image of the irradiated surface area using
a suitable electron optical imaging system; or
(ii) demagnifying the incident photon beam using
x-ray photon optics. The contrast mechanisms in
both instruments are based on photon absorption
and the photon-induced electron emission is used
to obtain spectroscopic information encoding the
composition and electronic structure of the sample
under investigation.

This paper offers a brief overview of the history,
operational principles and potential of scanning
photoelectron microscopes where the imaging is
performed by scanning the sample with respect to
the focused beam.
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14.1 X-Ray Microscopy—A Brief Overview

The trend of modern nanotechnology is to fabricate
nanostructured and composite materials with improved
structural, chemical, electric, magnetic and optical
properties that relate directly to the performance of
energy harvesting, storage media, catalysts and a va-
riety of electronic devices and applications. It is also
well known that the nanoscale confinement leads to
new properties, feeding vanguard technologies to im-
prove device functionalities, for example in the fields
of communications, chemical sensing and biomedical
appliances. Understanding the properties of such exotic
functional materials requires experimental techniques

that allow access to their structure and composition
at proper length and depth scales. Much progress in
nanoscience and nanotechnology has been made thanks
to the availability of sophisticatedmethods such as elec-
tron microscopy and scanning probe microscopy, in ad-
dition to standard techniques such as x-ray and neutron
diffraction, x-ray scattering, and other spectroscopies.
Other techniques that have flourished in the recent three
decades with the construction of third-generation syn-
chrotron light sources are encompassed in so-called
x-ray microscopy [14.1, 2]. The contrast mechanisms in
the x-ray microscopes are based on photon absorption,
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phase shift and photon-induced x-ray or electron emis-
sion. Depending on the detection mode, the chemically
specific information is provided by x-ray absorption
spectroscopy (XAS) [14.3], fluorescence spectroscopy
(FS) or photoelectron spectroscopy (PES) [14.4].

Many of the complex functional materials playing
an essential role in technology advancements involve
interfaces that call for understanding and control at
submicron length scales, in particular for the correla-
tion between the surface and near-surface properties
and elementary processes such as adsorption, chemical
reactions, growth and processing. When these phe-
nomena are investigated, the advantage of the electron
detection mode in x-ray microscopes is the limited es-
cape depth the emitted electrons that provides high
surface sensitivity. Using PES the energy filtered elec-
trons emitted from atomic core and valence levels as
a result of interaction with monochromatic photons
provide the most straightforward quantitative compo-
sitional information and are also excellent fingerprints
for the chemical state and the structural and chemi-
cal environment of the emitting atoms. More specific
electronic and structural information can be obtained
by angle-resolved measurements of the valence band
and through photoelectron diffraction. Angle-resolved
photoelectron spectroscopy (ARPES), is a direct ex-
perimental technique to observe the distribution of the
electrons (more precisely, the density of single-particle
electronic excitations) in the reciprocal space of solids.
The technique is a refinement of ordinary photoemis-
sion spectroscopy, studying photoemission of electrons
from a sample achieved usually by illumination with
soft x-rays. ARPES gives information on the direc-
tion, speed and scattering process of valence electrons
in the sample being studied (usually a solid). This
means that information can be gained on both the en-
ergy and momentum of an electron, providing detailed
information on band dispersion and the Fermi sur-
face. This technique is also known as angle-resolved
ultraviolet photoelectron spectroscopy (ARUPS) since
ultraviolet light is more commonly used to generate
photoemission. The XAS spectra exhibit resonant elec-
tronic transitions from core levels into unfilled valence
states, governed by well-established selection rules. Us-
ing circularly or linearly polarized photon beams the
element specific XAS can also provide information on
the average magnetic moment and symmetry of the
chemical bonds, called x-ray magnetic circular or lin-
ear dichroism (XMCD or XMLD).

The sample probing depth in PES-related tech-
niques is determined by the kinetic energy of the pho-
toemitted electrons and can be varied from less than
ten to hundred angstrom. In XAS, measured by de-
tecting low-energy secondary electrons, the information

can originate from a sample depth up to a few hundred
angstroms.

There are two distinct approaches to x-ray mi-
croscopy using synchrotron radiation, called full-field
imaging and scanning. In the full-field imaging method
a magnified image of the irradiated sample area is
obtained by tailoring the transmitted photons or pho-
toemitted electrons using appropriate photon or elec-
tron optical elements. In the scanning method photon
optics demagnify the monochromatized photon beam to
a small spot onto the sample, and an image is acquired
by collecting emitted or transmitted photons or emitted
electrons while scanning the sample with respect to the
microprobe provided by the focused beam.

In the scanning approach the spatial resolution
is achieved by reflective, glancing or near-normal-
incidence mirror systems or diffractive circular grating
optical elements, called zone plate (ZP) lenses [14.5].
Today ZPs can cover the wide photon energy range
100�15 000 eV [14.6, 7]. The grazing geometry (gen-
erally defined as Kirkpatrick–Baez (K–B)) system con-
sists of two crossed mirrors for separated focusing
in the vertical and horizontal planes. Only in the re-
cent decade has advanced K–B fabrication technology
reached sub-100 nm microprobes [14.8] but this is still
not easily achievable using soft x-rays. The advantage
of K–B optics is that they are achromatic and allow for
easy x-ray absorption near edge spectroscopy (XANES)
measurements keeping the optics–sample distance in-
variant. Another optical system optimized for the fo-
calization of low-energy photons is based on a set of
two spherical multilayer mirrors with a normal inci-
dence (Schwarzschild objective, SO), which have been
demonstrated to provide submicrometer resolution, but
since the reflectivity drops very rapidly with increasing
photon energy this optical system works well only at
very soft x-rays (< 200 eV) [14.9].

The full-field imaging microscopes based on detec-
tion of photoelectron emission are a special class of
microscopes. They were called photoelectron emission
microscopes (PEEM) and date from the early 1930s
when they used a laboratory UV photon source. They
use a suitable electrostatic or magnetostatic electron op-
tical imaging system for a magnified projection of the
emitted electrons and dispersive elements for their en-
ergy discrimination. It was decades before synchrotron
sources provided sufficiently high x-ray fluxes to op-
erate PEEMs as XPEEMs; it happened in mid-1990s
and today at least one instrument operates at each main
synchrotron facility. The great potential of the XPEEM
direct imaging approach is that one can follow dy-
namics with temporal resolution down to nanoseconds,
depending on the signal level. Today XPEEMs are very
popular instruments for the characterization of antifer-
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romagnetic and ferromagnetic samples using XMLD
and XMCD, taking advantage of the time structure
of the synchrotrons for applying dynamic pump-probe
measurements as well. Another notable advantage of
XPEEM is that by adding an electron source it can
become a multifunctional instrument providing com-
plementary structural information at the same time via
low-energy electron microscopy (LEEM). Details of
the working modes and the applications capabilities of
XPEEM, and XPEEM combined with LEEM, can be
found in [14.10–13].

The present review article is intended to introduce
the reader to the capabilities of the scanning photoelec-
tron microscopes (SPEM) for characterization of mat-
ter, which is either laterally inhomogeneous at micro-
to-nano length scales or consists of nanostructures that
need to be probed individually. The major strength of
SPEM is for exploiting processes occurring at solid sur-
faces in contact with gas and recently also ambient liq-
uid, relevant to operation of technologically important
materials where issues of complexity at microscopic
length scales, such as lateral inhomogeneity in the sto-
ichiometry and/or morphology, should be faced and
understood. It should be noted that SPEM dedicated to
�-ARPES became very attractive more recently, when
the discovery of graphene and other appealing two-
dimensional (2-D) materials, as semiconductors with
direct gap, topological insulators, Weyl semimetals etc.
have opened up new unexplored scientific fields. These

exotic materials have called for adequate characteriza-
tion methods of small devices demanding sophisticated
microscopic tools capable of harvesting important in-
formation about their electronic structure as well. In this
respect �-ARPES is becoming a unique tool for band
structure determination especially for 2-D materials
since the interpretation of results is rather straightfor-
ward with precisions of the order of fewmeV and below
0.01Å�1 in k-space [14.14–16]. If compared to full-
field instruments, the scanning instruments, where the
x-ray beam is focused to a microprobe, provide a flex-
ible and adaptable sample environment and an optimal
performance in terms of spectral, spatial and variable
depth information.

Here we will present in more details the recent
achievements with SPEMs using SO and ZP optical
systems, referred as SO-SPEM and ZP-SPEM respec-
tively. The review is divided in three sections: the first
part illustrates the construction principles of SPEM in-
cluding focusing optical elements, which determine the
microprobe, detectors and possible operation modes.
The second part uses selected results obtained with
the microscopes operated at the Elettra Laboratory to
demonstrate the new information provided by combin-
ing chemical sensitivity with submicron spatial reso-
lution. The third section reports on the most recent
developments of experimental setups in ZP-SPEM for
breaking the pressure gap and studying materials near
to the realistic operation conditions.

14.2 Operation Principle of SPEM

The general setup of a SPEM instrument operated at
a synchrotron light source is schematically shown in
Fig. 14.1. The drawing is for ZP-based SPEMs but, ex-
cept for the optics providing the microprobe, all x-ray
beamlines hosting SPEM include the following com-

Undulator
Double slits

Switching
mirror

Prefocusing
toroidal
mirror

Spherical grating
monocromator

Focusing
optics

Sample
350–1200 eV

Hemispherical
electron
analyzer

e–

Fig. 14.1 General setup of a SPEM instrument operated at a synchrotron light source

ponents: a photon source (usually an undulator) and
suitable photon transport and tailoring optics (mirrors,
gratings and slits) in order to meet the requirements of
the focusing optics (ZP, SO or K–Bs) providing the mi-
croprobe onto the sample.
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Fig. 14.2 (a) Schematic drawing of a ZP used to form an image of a source point onto the image plane with p and q as ob-
ject and image widths respectively. The ZP has radius r, outermost zone width�r, and thickness t. (b) Scanning electron
microscopy (SEM) image of the inner structures of a ZP used for focusing soft x-rays [14.2]. (c) Typical arrangement of
the ZP and OSA in front of the sample

As noted above the microprobe in the SPEMs
hosted at the ESCAmicroscopy and Spectromicroscopy
beamlines at Elettra is provided by a zone plate (ZP)
and normal incident Schwarzschild objectives (SOs),
respectively [14.17, 18].

14.2.1 Zone Plate Optics

The high-resolution ZPs that today can reach 10 nm
resolution in the soft x-ray range are circular diffrac-
tion gratings with a radially increasing line density
(Fig. 14.2). They obey the visible light lens rule 1=f D
1=pC 1=q [14.6], where f denotes the focal length, p
the source distance and q the image width. The basic
relation between the focal length in the m-th diffracted
order, fm, photon wavelength, � (or energy, E, in eV),
ZP radius, r, and the outermost zone width, �r, is ex-
pressed as [14.5]

fm D 2r�r

m�
� 2r�r

1240m
E .eV/ : (14.1)

This equation shows that, as with any diffraction
gratings, the ZPs are highly chromatic optics with an
infinite number of diffraction orders. The first-order
diffraction is the most commonly used one in SPEM
and, as shown in Fig. 14.2, a central stop and order-
sorting aperture (OSA) are needed to cut the undesired
orders. For a ZP with a numerical aperture NA�
�=.2�r/ the depth of focus (DOF) is described by the
following (14.2)

DOFD˙ �

2.NA/2
�˙�r

NA
�˙2.�r/2

�
: (14.2)

The spatial resolution is not only a function of
the diffraction-limited resolution ıi D 1:22�r=m (ap-
plying the Rayleigh criterion), but also of the light
monochromaticity. In order to avoid chromatic aberra-
tions, ım, which reduce the spatial resolution the source
monochromaticity has to exceed E=�E 	 Nm, where N
is the number of zones [14.19].

Another important parameter of the ZP is the
diffraction efficiency �m, which is the fraction of the
incident light focused in the m-th diffraction order. It
can be calculated using the scalar diffraction theory in-
troduced by J. Kirz [14.20] and the complex refractive
index �D 1� ı� iˇ, tabulated for most elements by
Henke and coworkers [14.21], which are at the base of
(14.3)

"m D 1

.m /2
.1C e�2k� � 2e�k� cos�/ ; (14.3)

where kD ˇ=ı, and ˚ D 2 ıt=� denotes the phase
shift of diffracting structures with height t. Equa-
tion (14.3) is valid for rectangular zone shapes and not
too high aspect ratios of the zone structures [14.22]. In
the case of k! 0, i.e., dominating phase shift, the max-
imum first-order diffraction efficiency of 4= 2 � 40%
can be achieved, while for k!1 or high absorption,
the first-order efficiency is limited to 1= 2 � 10%. An
important and limiting factor in the fabrication process
is the aspect ratio (height/width of zone structures),
which lowers the diffraction efficiency to real values be-
low 20%.

The ZPs used in the ZP-SPEM at Elettra have dia-
meters ranging from 200�250�m and minimum outer-
most zone width of 50 nm. They are selected to have
good compromise between spatial resolution in mi-
crospectroscopy and sufficient signal to get good spec-
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tral resolution. Depending on the photon energy used
for the experiments for these ZP parameters the typical
focal distances in the first-order diffraction range should
be from 4 to 15mm and one should consider that also
there is the OSA (a pinhole) placed between the sam-
ple and the ZP. It has to be noted that, although the
size of the focused beam becomes smaller using higher
diffraction orders (ıi � 1=m), it is almost not applicable
for SPEM because the diffraction efficiency scales with
1=m2 and when using soft x-rays the sample–OSA/ZP
distance becomes very short, obstructing the emitted
electrons.

The monochromaticity of the ZP optics imposes the
requirement for moving the sample when scanning the
photon energy in order to preserve the spot size since
the focal distance varies with the photon energy. This
requirement impedes easy implementation of micro-
XAS in total electron yield but recently interferometer
controlled sample movements have been implemented
in ZP-SPEMs to solve the problem [14.23]. The op-
tical system ZP/OSA generating the x-ray microprobe
is mounted on appropriate stages, which enable inde-
pendent positioning of the ZP and OSA in x-, y- and
z-directions.

14.2.2 Schwarzschild Objectives

SO with multilayered primary and secondary spherical
mirrors is the final focusing element of the SO-SPEM
hosted at the Spectromicroscopy beamline used to pro-
vide the microprobe on the sample. The high reflectivity
(� 50% per mirror) for the selected energy by multi-
layer spacing on the energy line secures a high photon
flux in the microprobe, which is essential to satisfy the
requirements of the photon-hungry �-ARPES. Com-
pared to the soft x-ray ZP described in the previous
subsection the SO has a much longer working distance
(12:5 cm), which eases the movements of the inter-
nal electron analyzer around the sample in order to
perform angular resolved measurements. In fact, for
photon energies less than 100 eV used for ARUPS the
ZPs are not suitable due to the reduced focal distance
and transmission. A SO system is schematically shown
in Fig. 14.3.

The major disadvantage of the SO is the constraint
imposed by using multilayer pairs of mirrors that per-
form only at a preselected photon energy. Currently two
SOs are installed at the SO-SPEM at Elettra; they can
be easily selected without vacuum break. They work
at photon energies of 27 and 74 eV that fit well to
the ARUPS measurements. Indeed, compared to ZPs
the spatial resolution achievable with SO are � 250 nm
considering that the diffraction limit for such types of
optics is 120 nm. However, due to aberrations caused

Secondary mirror

Primary mirror

Sample

Incoming photons

Fig. 14.3 Schematic view of a SO system. The incoming
photons are first focused by the secondary mirror onto the
primary mirror and then projected to the focal spot at the
sample surface

by figure errors of the objective’s mirrors, the realistic
spatial resolution in microspectroscopy is � 500 nm.

14.2.3 Sample Environment
and Detection Systems

The SPEM optics-sample-analyzer setup is sketched in
Fig. 14.4. The samples are mounted on a scanning stage
manipulator, which allows for quick XYZ positioning,
controlled by stepper motors and a fine X�Y piezoelec-
tric stage that holds and scans the sample with respect to
the microprobe for obtaining two-dimensional images.
In the ZP-SPEM the sample temperature can be varied
between 150 and 1300K and also there are possibilities
for applying potentials in the range of several volt that
have been used for in situ studies of electrochemical
energy devices [14.24]. The research performed using
SO-SPEM also requires cooling so the sample temper-
ature can be varied within the range of 35�400K by
combination of liquid helium or liquid nitrogen cooling
and a sample heater.

Since in both types of SPEM the microprobe hits
normal to the sample surface the emitted photoelectrons
are detected and energy filtered by an electron analyzer
positioned at a grazing angle. The ZP-SPEM working
in the 400�1200 eV photon energy range is dedicated
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Fig. 14.4 Typical optics-sample-
analyzer setup of a SPEM

exclusively to core-level spectroscopy and uses a clas-
sical type hemispherical electron analyzer (HEA) where
the electron detection is based on a delay-line tech-
nology developed at Elettra [14.25]. The SO-SPEM
for �-ARUPS has a movable HEA designed and con-
structed in-house. It is mounted on a goniometer inside
the vacuum chamber that can face the sample from dif-
ferent directions within a section of sphere covering
50ı � 50ı [14.18]. The relatively long distance between
the sample and the analyzer entrance slit (73mm) has
allowed the placing of a five-element electrostatic lens
system designed to transform the cone of photoelec-
trons up to 16ı to an entrance slit preserving their angu-
lar dispersion. The photoelectrons are further dispersed
in energy between the hemispheres of the analyzer and
detected by multichannel plates mounted on a delay-
line setup, where the X–Y position of the electron pulse
is monitored. By combining stacks of 2-D k–E (E be-
ing the energy) dispersion images from the detector
while rotating the goniometer one can obtain the three-
dimensional (3-D) band structure of a considerable part
of the Brillouin zone. We would like to note that thanks
to the high reflectivity of SO this electron analyzer, al-
though small, operates at low pass energies reaching
spectral and angular resolutions better than 50 meV and
˙0:3ı maintaining reasonable count rates.

Both SO-SPEM and ZP-SPEM at Elettra use in-
house designed detectors based on the delay-line tech-
nology. The detector of the ZP-SPEM is a one-di-
mensional (1-D) array configured as a multichannel
sensor, which reduces substantially the time necessary
for getting chemically specific information and handles
topography effects as well. In multichannel detection,
the number of images collected simultaneously is equal

to the number of the channels, where each channel cor-
responds to a specific kinetic energy, defined by the
selected energy window. The multichannel imaging al-
lows not only mapping of different chemical states and
the background with a single scan of the sample, but
also reconstruction of the spectrum corresponding to
the energy window, so-called spectra imaging, as de-
scribed in the next section. The SO-SPEM uses a 2-D
array with working area 20� 20mm2.

14.2.4 Imaging and Spectroscopy
Acquisition Modes

The main advantage of the scanning photoemission mi-
croscopes is that imaging and microspot spectroscopy
are independent modes. This allows optimization of
each mode accounting for the required spectral and
lateral resolution and acquisition time. In the imag-
ing mode, one can map element concentration, element
chemical state, Fermi band structure etc. by scanning
the sample and simultaneously collecting the photo-
electrons within a selected kinetic energy window that
defines the property under investigation. The microspot
spectroscopy (termed �-spectroscopy) uses the whole
analytical power of PES, providing detailed informa-
tion on the composition and local electronic structure of
the probedmicroscopic area. However, as illustrated be-
low the imaging mode can also offer sufficient spectral
information when the multichannel detection system is
properly exploited.

In imaging mode the contrast map visualizes the
lateral distribution of a particular sample constituent.
Figure 14.5 illustrates the advantages of mapping, in-
cluding spectral imaging by using a 48-channel detector
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Fig. 14.5 (a) Au 4f7=2 map (15� 15�m2) illustrating areas partially covered by graphene flakes. (b) Au 4f spectra measured in
�-spectroscopy mode from the positions, marked as A and B in (a). (c) Reconstructed Au 4f spectra from the same A and B areas.
The similarity with conventional �-spectra is evident

in the ZP-SPEM. The example is an Au surface par-
tially covered by graphene flakes, where the Au 4f
signal shows significant intensity variations as a func-
tion of the local graphene thickness. The contrast level
in the Au 4f map (Fig. 14.5a), obtained by summing
the signal from all 48 channels covering the Au 4f7=2
energy window, reflects the lateral variations of the
graphene thickness. This is confirmed by comparing the
intensity of the high-resolution Au 4f spectra taken in
0:01�m2 spots A and B (Fig. 14.5b) indicating thicker
graphene overlayer in position B that strongly attenu-
ates the signal. From the Au map we reconstructed the
Au 4f spectra corresponding to the indicated selected
areas (Fig. 14.5c). One can clearly see striking similar-
ity achieved using spectral imaging, despite the lower
spectral resolution due to the higher pass energy used
in the imaging mode. Furthermore, by selecting a few
channels corresponding to a specific photoelectron en-
ergy that is a fingerprint of a chemical or electronic state
one can visualize its lateral distribution or can account
for the topographic contributions, as described below.
It should be noted that by increasing the number of par-
allel counting channels the pass energy of the analyzer
can be increased accordingly, accepting a much wider
energy range of the emitted photoelectrons while main-
taining the same energy resolution on each channel.

Since SPEM operates with a grazing angle detec-
tion this enhances the topography contributions to the
signal intensity. Topography affects the intensity of the
detected signal in each pixel and its contribution de-
pends on the angle between the sample surface and the
axis of the HEA lenses. This contribution can be ex-

pressed by the following equation:

I D I0e
�d

� cos 	 ; (14.4)

where I0 is the photoelectron yield from the top atomic
layer, d is the probing depth, � is the inelastic mean free
path for the specific material and 	 is the angle between
the surface normal and the HEA lenses axis. For the
ZP-SPEM at Elettra 	 is 60ı with respect to the surface
normal, a geometry that increases the surface sensi-
tivity, as evidenced by (14.4), but also favors stronger
topographic effects, represented by an enhancement of
the signal from the side of the feature facing the HEA
due to locally smaller 	 and attenuation from the oppo-
site side due to shadowing of the emitted electrons.

Although the topography contribution obscures the
quantitative information, in many cases it is also use-
ful to look for possible correlations between topography
and chemical or electronic properties. However, in or-
der to get quantitative information the topographical
contribution should be removed using proper process-
ing approaches [14.26]. The most common one is based
on the application of rather simple algorithms such as

I D Ipk
Ibg

;

I D .Ipk � Ibg/
Ibg

; (14.5)

where Ipk is the intensity recorded at the maximum of
a photoemission core level, while Ibg is the measured
background signal at the lower binding energy region
of the core level.
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Fig. 14.6 (a) Optical image of an ancient bronze coin after thousands of years of environmental degradation. (b) Survey
XPS spectrum revealing the main coin constituents: Sb, Sn, S, Cl, C and Cu. (c,d) Processed S 2p and Cl 2p images after
applying (14.5) where the topographic contribution to the contrast is removed, leaving the pure lateral variations of the
S and Cl content

An example of the processing procedures for get-
ting quantitative information from the SPEM images is
reported in Fig. 14.6 using results obtained in studies
of an ancient bronze coin after thousands of years of
exposure to environmental degradation. The optical im-
age in Fig. 14.6a clearly reveals the surface topography
with colored regions of different heights. The survey
XPS spectrum in Fig. 14.6b shows the average elemen-
tal content, namely Sb, Sn, S, Cl, C and Cu. By applying
(14.5) we were able to visualize the lateral elemental
distribution quantitatively. This is illustrated by the S
2p and Cl 2p maps in Fig. 14.6c,d showing that S is
generally homogeneously distributed with few micro-
scopic areas where the S concentration appears higher
(bright) or lower (dark), while Cl appears concentrated
in specific confined regions that correlate with the topo-
graphic features of the optical map.

A detailed analysis of the ancient coin Sn chem-
istry is reported in Fig. 14.7 where the high resolution
XPS spectra in Fig. 14.7a taken in different regions con-
tain components characteristic of different Sn chemical
states: the yellow vertical band represents the energetic
position of the metallic Sn while the light blue one cov-
ers the energy position of Sn oxides. The images in
Fig. 14.7b–d are obtained by selecting channels cover-
ing different energy windows. The variations in the en-
tire Sn surface content are represented by Fig. 14.7b, ob-
tained by integrating the whole Sn energy window. By
selecting the specific energy ranges as indicated by the
two bands in Fig. 14.7a and removing the topographical
contribution we get the images shown in Fig. 14.7c,d,
which reveal the distribution of the metallic and oxi-
dized tin. More details about the characterization of the
ancient coin can be found in [14.27].
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Fig. 14.7 (a) Sn 3d5=2 core-level spectra acquired in different regions of the coin shown in Fig. 14.6a; the yellow vertical
band represents the energetic position of the metallic Sn while the light blue one covers the energy position of Sn oxides.
(b) SPEM Sn image obtained by integrating the whole Sn 3d energy window where the contrast indicates variations
in the Sn surface content. (c,d) Sn metallic and oxide maps obtained by selecting the corresponding energy widows
components after removal of topographic contribution showing inhomogeneous oxidation

14.3 Some Representative Examples of Systems Studied with SPEMs

14.3.1 Surface Reactivity of Metals
Used as Catalysts

Several early SPEM studies were focused on the lat-
eral variation in the surface reactivity that has been
well evidenced in exploiting the initial oxidation states
of single-crystal transition metals, such as Ru and
Rh [14.28–31]. In both cases a distinct feature of the
initial oxidation is a laterally nonuniform oxide growth,
which was evidenced by the SPEM images tuned to
the selected transition metal core level and the O 1s
spectra. From both spectra we were able to follow the
evolution of oxidation based on the core-level shifts
and relative intensities of oxide and metallic compo-
nents. A representative example of such experiments
is reported in Fig. 14.8 where the lateral variations in
the contrast of the O 1s and Rhox 3d5=2 (Rhox means
that the oxidized related energy window is selected
to produce the map) images and the spectra taken in
selected spots clearly evidence inhomogeneity in the

Rh oxidation state. Close inspection of the two im-
ages shows that there is no correlation between the
bright and dark regions, as one expects considering
single stoichiometry of the oxidation state. On the con-
trary, most of the brighter areas in the O image appear
darker in the Rhox image, with some exceptions, e.g.,
region (3). This can only be explained supposing that
the inhomogeneity is due to spatial variations in the
local density of the Rh and O atoms in the oxide
film. In fact, we obtained numbers corresponding to
the existing two Rh bulk oxides, the rutile RhO2 and
the corundum Rh2O3 from the Rhox(dark)=Rhox(bright)
and O(bright)=O(dark) and Rh=O intensity ratios, eval-
uated from the maps and the spectra. The appearance of
regions type (1) (dark in Rhox and bright on O maps) re-
sembles the step bunches observed often on the Rh(110)
surface that indicates that structural defects and irreg-
ular structures may act as more effective centers for
O2 dissociation that stabilize the RhO2-like film, which
requires a higher O density. Similar nonuniform ox-
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Fig. 14.8 (a,b) Rhox and O 1s images
(12:8�12:8�m2) taken after exposure
of Rh(110) to 1:2�105 L O2 at 750K.
(c,d) Rh 3d5=2 and O 1s spectra
reconstructed from the regions marked
as 1, 2, and 3 in the images, where
the component corresponding to
the Rh oxides and used for taking
the Rhox map in (a) is indicated
by an arrow. The lower energy Rh
components contain contributions
from the metallic and interfacial Rh
below the thin oxide film

ide growth is observed during the initial oxidation of
Ru(0001) carried out under comparable oxidation con-
ditions where not only the stable bulk oxide, RuO2, can
exist; the coexistence of ordered oxide and disordered
precursor phases were evidenced in the transient oxida-
tion stages [14.28, 29].

14.3.2 Degradation Mechanism
of Light-emitting Diodes

The simultaneous information about the surface topol-
ogy and chemical composition at local microscales
provided by SPEM has made it possible to shed light
on degradation mechanisms in organic light-emitting
diodes (OLEDs) consisting of InSn oxide (ITO) an-
ode organic emitters, electron transport layers and Al
cathodes [14.32–34]. Comparing the results obtained
from the characterization of the degraded microscopic
areas of the Al cathode, occurring in OLEDs operated
and exposed to different ambient conditions, has re-
vealed that in all cases the final degradation state is
similar. Degraded surfaces show small fractures usu-

ally with swollen regions in the vicinity. As illustrated
in Fig. 14.9 these morphology changes are apparently
created by eruptions and are clearly encoded as a dis-
tinct dark hole in the Al 2p map where the swollen
regions are outlined by the topography-related enhance-
ment.

The morphology highlighted by the In 3d map is
very similar to that of Al, but distinct features com-
paring both images are the hole areas and those in the
vicinity of the hole: (i) there is some In 3d emission
from the hole and (ii) the surrounding regions appear
brighter in the In maps and darker in the Al maps. Since
the contrast level is a measurement of the element pres-
ence and concentration this indicates removal of the or-
ganic layers in the hole location and deposition of In on
top of the Al surface around it. This is confirmed by the
spectra in Fig. 14.9b, measured within the hole and in
the areas in the hole vicinity. The spectra from the dark
hole, created by the eruption, are very similar to the ITO
spectra, with the exception of the presence of very weak
C 1s and small Si 2p peaks, originating from organic
film residues and from the ITO glass support. Consider-
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Fig. 14.9 (a) In 3d and (b) Al 2p
maps centered in the hole created
after operating the device in UHV and
increasing the voltage to 32V. (c) XPS
survey spectra taken in the hole and in
the vicinity of the hole. For the sake
of comparison the ITO spectrum is
shown as well

ing the small photoelectron probing depth the presence
of Si 2p indicates that the ITO film thickness below the
hole has been dramatically reduced due to material loss.
The presence of In and C in the spectrum taken from
the areas surrounding the hole point to local decompo-
sition of the ITO anode and organic layer, resulting in
deposition of volatile products on the Al surface, in-
cluding InxOy and organic fragments. Since this final
state of fractured OLEDs was observed even when they
were fabricated and operated under ultrahigh vacuum
(UHV) [14.32, 33], this suggests that the degradation is

due to spikes resulting in local temperature rises suffi-
ciently high to decompose the organic layers and ITO
film. The pressure burst of the released volatile prod-
ucts causes delamination and fracture of the Al cathode.
The conclusion was that the main reason for such local
electrical shorts is intrinsic imperfections in structure,
topography or chemical composition at ITO electrode
surfaces and that the environment where the OLED is
assembled only promotes the degradation. This feed-
back has pushed for improvements in the technology
for fabrication of more perfect defect-free ITO films.
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(a) Sequence of
C 1s images of
a CNT array grown
on Si substrate taken
after exposure to
increasing oxygen
doses at 500K. The
silicon substrate on
the left appears dark
gray (secondary
photoelectron emis-
sion), whereas the
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(b) O 1s spectra
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indicated in the C
1s images. For this
experiment atomic
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to top: 0:5�1017 ,
2:7�1017, 8:1�
1017 atoms=cm2

14.3.3 Free-standing Nanostructures

Using SPEM we were able to explore the properties
of individual free-standing nanotubes, nanowires and
nanostructures [14.35–42]. In one of the studies we fol-
lowed and compared the evolution of multiwall carbon
nanotubes (CNT) during oxidation, one of the most
common methods used for purification and tailoring
their properties by introducing oxygenated groups in
the C cage [14.36]. The C 1s images of the aligned
CNT and the O 1s spectra, taken at selected microspots,
are reported in Fig. 14.10a. Comparing the initial and
advanced stages of CNT oxidation one can clearly see
the morphological and chemical changes occurring as
a result of the interaction of carbon with oxygen. It
is clear that the oxidation and consumption via gasifi-

cation starts from the more reactive tips of the CNTs
and also that the oxidation rate varies when compar-
ing the evolution of the individual CNTs. The different
oxidation rate was attributed to the fact that it depends
on the density of defects in the C cage, a character-
istic property for each single CNT. The O 1s spectra
contain features corresponding to different oxygenated
groups, ether epoxy and carbonyl, which evolve with
advancement of oxidation, and the carbonyls, which
are those preceding gasification. It has been revealed
that the major reason for the different oxidation rate of
single CNTs is that the type and abundance of the oxy-
genated functional groups is controlled by the presence
and type of the vacancy defects in the C cage, which
is encoded in the C 1s spectrum of each CNT [14.35].
Since the introduction of a selected oxygenated func-
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Fig. 14.11 (a) Scanning �-ARPES of graphene bilayer flakes grown on Ir(111) 100� 100�m2 and (b) corresponding
LEED pattern. (c) Measured Ir(111) Fermi surface and graphene Brillouin zone aligned along the main directions of Ir
schematically shown as a dashed hexagon with K points at its vertexes. (d,e) Constant energy slices 400 meV below Ef

through the graphene Dirac cones indicated by a dashed line in (d) taken from two different domains rotated differently
at an angle R with respect to the Ir substrate

tional group can be used to tailor the physical, chemical
or electronic properties of the CNTs, the obtained re-
sults suggest that controlled introduction of defects can
be used to favor a desired modification. In this respect
SPEM can be used as an excellent characterization tool.

14.3.4 Graphene Microstructures

This last example demonstrates the potential of �-
ARPES in mapping the band structure of graphene
grown on an Ir(111) single crystal by vapor deposi-
tion (few cycles of methanol exposure and annealing
to � 1270K). This growth procedure results in the for-
mation of microsized flakes with different rotations.
Apparently, such samples cannot be characterized with
the traditional ARPES instruments since they require
not only high spectral and angular resolution but also
a sub-micrometer spatial resolution. The image of the
graphene rotational domains taken with SO-SPEM is
shown in Fig. 14.11, where the contrast variations are
provided by different rotations of the flakes on the Ir

surface. In order to obtain this image the analyzer was
set to exclusively collect electrons emitted from the do-
mains appearing brighter while the photoelectrons from
other domain bands were only partially collected and
these domains appear darker.

A standard low-energy electron diffraction pattern
(Fig. 14.11b) demonstrates the diffraction peaks from
such incommensurate domains. However, incommen-
surability and concomitant rotations complicate consid-
erably interpretation of such space-averaging measure-
ments. The constant energy slice at the Fermi level (Ef)
shows the Fermi surface of Ir(111) and in blue the Bril-
louin zone of graphene is schematically shown for the
case in which graphene orientation coincides with the
substrate. Analysis of the ARPES measured for each in-
dividual domain allows clear interpretation of domain
rotations, understanding their thickness and electronic
structure. The rotation angles of particular domains, i.e.,
position of their K points with respect to the aligned
graphene Brillouin zone (Fig. 14.11c) can be evalu-
ated from constant energy slices below Ef, at which the
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graphene � bands have a truncated triangular profile, as
indicated by dashed lines in Fig. 14.11d centered at the
K point. In Fig. 14.11d,e, showing fragments of Bril-
louin zones around the K point, such profiles are shown
for two types of domains, rotated by RD�6ı and 1:2ı
with respect to the Ir substrate. Analysis of the angle-
energy dispersions k�E (not shown) has also indicated
that the domains are graphene bilayers with only the
top layer rotationally misaligned and nondoped while
the first layer exhibits p-type doping and has the same
orientation as the substrate.

However, it should be recognized that the�-ARPES
technique although promising has limits to shedding
light on new physics at the nanoscale; spatial resolu-
tion better than 50 nm is still a desire for the future.
The main advantage and applicability of �-ARPES to-
day is in exploiting the physics of operative microsized
devices, i.e., for the samples produced ex situ. However,
also here the application is not trivial and many aspects
should be considered for rational sample design, i.e.,
beam-induced effects, cleanness of the transfer of 2-D
materials of interest and the choice of the substrate. For
example, historically the graphene flakes were placed
on thick SiO2 substrate allowing them to be aligned
in an optical microscope. Therefore, for several years

these were also the first-choice samples studied with
ARUPS. There have been a few attempts to measure
the electronic structure of ex situ prepared devices as
well but the obtained band widths were large, i.e., with
quite modest resolution not allowing the use of the full
potential of our �-ARPES because of intrinsic compli-
cations in the sample design and sample degradation
under the photon beam. For example, in the works re-
ported in [14.43, 44] the bands of MoS2 monolayer on
Si oxide are broad, while for a bilayer they look better
and the bulk one is comparable to other average ARPES
measurements. A real breakthrough for such types of
measurements was achieved only recently with proper
device design combining dry transfer of monolayers,
right choice of the substrate and encapsulation by an in-
ert monolayer i.e., by graphene [14.45] or boron nitride
(BN). In this case, the spectral resolutions we obtained
are comparable to standard ARPES measurements and
hence can provide quantitative access to many impor-
tant parameters such as small spin orbit couplings, band
alignments between different monolayers etc. This first
achievement opens up further new possibilities, e.g., for
exploiting the electronic structure of contacted devices,
including applications exploring the gate potentials as
well.

14.4 Near-ambient Pressure (NAP) Experiments with SPEM

Overcoming the pressure gap limits can be consid-
ered as the most significant recent development opening
up the route for in operando SPEM experiments. We
would like to note that soft x-ray SPEM cannot use
the classical near-ambient pressure XPS approach with
a differentially pumped analyzer, since the geometri-
cal arrangement with ZP focusing optics in front of the
sample does not allow for placing of the sample very
close to the entrance aperture of the analyzer.

In this section, which can also be considered as
an outlook, we will present the current state of dif-
ferent approaches developed in recent years aimed at
exploiting with submicron spatial resolution the func-
tional materials in their natural ambient environment.
At present many of the obtained results are still a proof
of principle for the performance of developed setups.
Nevertheless, the implementation of new technical so-
lutions is moving ahead extremely rapidly making these
methods more reliable and user friendly.

14.4.1 The Dynamic High-pressure Setup

The dynamic high pressure (DHP) system developed
at Elettra uses a highly collimated gas jet, as a super-

sonic jet expansion into a vacuum chamber, to confine
the gases into a narrow beam pointing to the sample
surface illuminated by x-rays. By using a pulsed jet
instead of a continuous one the space volume contain-
ing the high-pressure gas is limited to a small region
near the sample. This particular setup is also adopted in
other research fields to control the amount of injected
gas [14.46]. The schematic view of the DHP setup is re-
ported in Fig. 14.12a: a gas jet is generated in the region
around a sample by a thin needle oriented to avoid any
interference with the x-ray optic system and the elec-
tron analyzer. It should be noted that to run the DHP
no particular upgrades were necessary for the SPEM
chamber pumping system, except for an additional dif-
ferential pumping of the HEA electron detector section.
The plot of the pressure time profile on the sample is
shown in Fig. 14.12b. A pulsed valve produces a series
of gas jet shots at a fixed repetition time. Each shot gen-
erates a short burst of pressure in a small and confined
volume near the sample, which, expanding through the
entire volume of the vacuum chamber, induces an in-
crease of the background pressure. If the duration of
shots is properly tuned, the injected gas is efficiently
diluted into the large chamber volume to keep the back-
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Fig. 14.12
(a) Schematic
view of the DHP
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ground pressure low enough to not exceed the limits for
XPS measurement, set to 1�10�5 mbar in the electron
detector region. After each shot the background pres-
sure rapidly recovers to the initial UHV condition.

Due to the geometrical constraints existing in the
SPEM chamber (sample and optics stages, HEA) the
DHP system is mounted with a grazing angle geometry
as shown in Fig. 14.12a. Both the pulsed valve and the
needle are mounted inside the SPEM vacuum chamber
while the gases are supplied through a feedthrough from
the air side of the chamber. The whole DHP system is
mounted on a precision three-axis manipulation stage
to allow a fine alignment of the gas jet with the focused
x-ray beam and electron analyzer focal position. More
details about the setup are given in [14.46].

The single shot pressure time profiles at the sam-
ple surface as a function of the pulsed valve aperture
time are shown in Fig. 14.13. The distance between the
sample and the needle tip were fixed to 2mm while
the valve inlet gas pressure was set to 3:5 bar. An
aperture time of the valve ranging from 3:2 to 3:8ms
produces a burst of pressure at the sample surface in
the range of few tenths of mbar; small changes of the
aperture time generate significant variations of the out-
going jet pressure as clearly visible in the figure. The
inset in Fig. 14.13 shows the time evolution of the pres-

sure in the electron detector region of the HEA for
a 3:2ms-long pulse corresponding to a 10mbar shot
at the sample; the pressure in the most critical zone
of the SPEM chamber does not overcome the pressure
limit (� 1�10�5 mbar) and can be considered the up-
per limit for the valve aperture. The injected amount
of gas by each jet corresponds to an equivalent dosage
of 103�104 mbar s. As shown in Fig. 14.13, the time
needed to recover a UHV condition in the SPEM cham-
ber is a couple of seconds. For a prolonged use of the
DHP we have found that pulses repeated with a fre-
quency of 0:35Hz with a 3:2ms aperture time never
exceed the background pressure limit. The system has
demonstrated a high level of reproducibility of the pa-
rameters over long periods (> 7 h) of operation.

No significant changes in the performance of the
system have been observed by changing the valve in-
let gas pressure by ˙0:5 bar. Due to the gas jet profile
an alignment between the x-ray beam and the gas jet
with a precision of 0:5mm is required to maximize the
shot pressure in the analyzed area of the sample sur-
face.

The DHP setup was first used in the in operando
study of a self-driven MnO2 cathode/YSZ/NiO anode
cell exposed to H2 and CH4CO2 reactant mixture,
where we were able to detect the current generated by
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Fig. 14.13 Single shot pressure
time profiles at the sample surface
as a function of the pulsed valve
aperture time. The inset shows the
time evolution of the pressure in the
electron detector region of the HEA
for a 3:2ms-long pulse corresponding
to a 10mbar shot at the sample

the electrochemical processes [14.24, 47]. By collect-
ing Ni 2p maps of the electrode in the vicinity of the
electrolyte we took advantage of the lateral and spectral
resolution of SPEM to monitor both the evolution of
the chemical state of the anode and the current-induced
spectral shift that is a direct measure of the created local
overpotential. Using the Ni 2p3=2 energy window both
for imaging and microspot spectroscopy covering the
oxide and metallic Ni components we were also able to
follow the evolution after starting the reaction. The du-
ration of each vertical scan and the time required for
collecting a microspot spectrum determined the time
resolution (better than 60 s), which allowed us to fol-
low the growth of the metallic Ni0 component at the
expense of the oxide Ni2C one and the overpotential
shift (Fig. 14.14a).

The time evolution of the oxidation state and local
potential of the working Ni anode are exemplified by
the Ni 2p2=3 spectra in Fig. 14.14a, measured close to
the Ni/YSZ interface (three-phase boundary), i.e., the
most electrochemically active region. Immediately after
switching to H2CO2 the Ni 2p2=3 spectrum undergoes

a rigid energy shift. Since in the initial state the Ni
electrode is oxidized, the shift is better evidenced by
the Ni2C component that is present in all spectra. The
energy shift of the spectra is a measure of the overpo-
tential resulting from the current flow generated by the
hydrogen oxidation that starts on the NiO electrode; this
process is anodic so the shift is to higher binding energy
(lower kinetic energy). As illustrated by the plots in
Fig. 14.14b and c under the applied reaction conditions,
starting from a NiO, the steady chemical state result-
ing from the concurrence between anodic oxidation and
chemical reduction is achieved after 30min; the same
time is needed to reach the steady-state overpotential
of 0:8 eV. These results have shed light on competing
electrochemical and chemical processes occurring in
real electrochemical devices generating electrical cur-
rent. They demonstrate the great potential of the used
advanced experimental approach to gain insight into
electrochemical and chemical processes taking place
in energy conversion systems, which could guide the
design of next-generation devices with improved per-
formance.



Scanning Photoelectron Microscopy: Past, Present and Future 14.4 Near-ambient Pressure (NAP) Experiments with SPEM 443
Part

C
|14.4

865 860 855 850
Binding energy (eV) Time (min)

Time (min)

Time
(min)

0

8

14

24

39

58

Ni0 intensity (arb. u.)

Ni2+ shift (eV)

Ni2+

Ni0

Ni 3p3/2 intensity (arb. u.)

0 10 20 30 40

0

0.0

0.5

1.0

10 20 30 40

a) b)

c)

Fig. 14.14 (a) Ni
2p3=2 spectra (the
positions of the
Ni2C and Ni0 are
indicated by dashed
lines) taken in
a selected microspot
in the vicinity on
Ni-electrolyte inter-
face illustrating the
time evolution after
exposing the cell to
H2CO2 ambient air
at 920K. (b) The
shift of the Ni2C
as a function of
exposure time that
encodes the electro-
chemical reaction;
(c) the increase
of Ni0 intensity
as a function of
exposure that results
from the chemical
reaction

14.4.2 Compact Near-ambient
Pressure Cells

The development of compact cells to enable PES at
near-ambient pressure started several years ago [14.48];
to tackle the problem of replacing samples in UHV
systems it is necessary to have retractable cells ver-
satile enough to offer the desired reaction conditions
(e.g., a sample heating system). Moreover, in order to
achieve a certain flexibility to attain nearly realistic in
operando conditions a sophisticated design of the dif-
ferentially pumped HEA is required. However, to date
the possibility to use these cells for laterally resolved
photoemission studies has remained a dream; the main
obstacle in the case of ZP-based SPEMs is the severely
constrained space available around the sample where
focusing optics, HEA nose, and sample scanners are lo-
cated.

The cell designs for SPEM have exploited the ad-
vantage of using a focused x-ray beam. The first SPEM
reaction cell had a small pinhole of 2�m diameter on
the front plate and was vacuum sealed using electron
transparent graphene or graphene oxide membranes to
separate the sample environment from the UHV with-
out requiring any differential pumping. The graphene
sealed setups have already been described in detail in
several reports [14.49–51]. Indeed, the great advan-

tage of the sealed cells is that they can also be used
for studies of reaction in liquids, but this requires fab-
rication of very high quality defect-free membranes,
very well-developed and reliable sealing technology
and a long-term resistance of the graphene membranes
to intense x-ray radiation. The graphene-sealed cells
have already found wide applications in electron mi-
croscopes as well and are really the only means to study
events in ambient gas pressures and liquid environments
using electron detection. Attempts to design electro-
chemical cells where the graphene window can also act
as a working electrode have already been made and the
first results demonstrating electrochemical deposition
from an electrolyte are promising [14.51].

Recently, the team of the Escamicroscopy beamline
at Elettra succeeded in developing a retractable near
ambient pressure cell (NAPCell) capable of performing
XPS sample analysis with the typical spatial resolu-
tion of the ZP-SPEM (� 100 nm) at pressures as high
as 0:1mbar without using a sealing membrane. Indeed,
this novel approach works only in gas ambient environ-
ments but it does use membranes that also attenuate the
intensity of the emitted photoelectron signal. As noted
above the x-ray microprobe used in SPEM allows the
use of small-dimension pinholes as photon in/photo-
electron out apertures. Since the gas leak through such
pinholes is very weak this avoids the use of differ-
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Fig. 14.15 (a) Picture of the compact NAPCell. The material used to build the current version is stainless steel. (b) CAD
drawings showing the top plate (front and back side); the holes for the incoming x-rays in the center and the conical
output for the photoelectrons have been indicated

entially pumped HEA, barely adaptable in a SPEM.
As described below this much simplified approach has
made SPEM a unique microscope for both UHV and
near-ambient pressure experiments.

The SPEM NAPCell, illustrated in Fig. 14.15, is
vacuum sealed. It is provided with two pinholes: one
of 500�m diameter on the front plate providing an en-
trance port of the focus x-ray beam and a second one of
the same size that laterally extends in a conical shape
pointing to the HEA (i.e., with an angle of 60ı with
respect to the x-ray beam) throughwhich the photoelec-
trons generated on the surface sample will escape and
reach the HEA. The dimension of the first pinhole de-
fines also the accessible area of samples while the size
of the lateral pinhole with the outer cone has been se-
lected to provide the same maximum acceptance angle
of the HEA.

The reactive gases are delivered into the cell via
a mechanically flexible part of the dosing line inside
the SPEM chamber and a complimentary external part
connecting to the atmosphere side. The gas pressure
can be adjusted by means of dosing valves and a Pirani
pressure gage. An external pumping stage is attached to
the NAPCell to pump the dosing line and the cell. The
NAPCell is also constantly pumped through the pinhole
by the vacuum provided by the main chamber pumping
system. The pumping power of the SPEM chamber and
the size of pinholes enable pressures up to 0:1mbar to
be achieved inside the cell and below 10�5 mbar inside
the SPEM chamber, which is the upper safe pressure
limit for performing photoelectron spectroscopy with-
out any failure on the electron detection system and the
beamline. An encapsulated heater, placed on the back

of the sample, allows varying of the sample temperature
in the range 300�720K. Additional electrical contacts
are available for the thermocouple connection and/or
biasing of sample. All parts of the cell, including the
heater and the thermocouple feedthroughs, were made
of UHV-compatible materials to avoid undesirable de-
gassing especially at elevated temperatures.

The following example reports on the oxidation and
reduction of a Rh metal surface. It represents the first
experiment performed with the NAPCell in the mbar
pressure range. The evolution of Rh 3d and O 1s core
levels acquired from an unpolished polycrystalline Rh
foil under successive exposures of oxygen and hydro-
gen at 670K was characterized by acquiring core-level
photoemission spectra and maps.

Figure 14.16a shows a small-scale Rh 3d5=2 map of
the foil inside the NAPCell. The image represents the
lateral variations of the selected photoelectron emission
signal, including the background as well. These well-
resolved structures prove that the typical submicron
resolution of the ZP-SPEM instrument is preserved, i.e.,
the cell setup does not deteriorate the SPEM spatial res-
olution. The performance of the high-pressure cell was
examined by investigating the oxidation and reduction
of the Rh metal surface.

The lineshape of the top Rh 3d5=2 spectrum A in
Fig. 14.16b is typical for a sample being exposed to
air before being introduced into the cell, where it was
annealed at 570K in the ambient air of 0:1mbar of
H2(g) for 60min in order to recover its metallic state.
The spectrum, which has been deconvoluted by us-
ing Doniach–Sunjich functions (colored solid lines),
reveals a dominant metallic Rh component centered
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Fig. 14.16 (a) 20� 20�m2 Rh map acquired with the ZP-SPEM during the exposure to 0:1mbar O2. As it is visible the
characteristic spatial resolution of the ZP-SPEM is kept also in this environment. (b) Rh 3d5=2 and O 1s core-level XPS
spectra acquired before and after the oxidation. The presence of the gas phase O 1s peak should be noted in spectrum D

at 307:2 eV binding energy (eV) and a minor ad-
ditional contribution at 307:8 eV, indicative for the
presence of residual substoichiometric surface oxides.
These values are in fair agreement with previous ex-
periments [14.52]. This result provides clear evidence
that the annealing at 0:1mbar H2 exposure had ef-
fectively reduced the surface and also removed the C
contaminants (not shown), which is not possible for
H2 exposures of maximum allowable pressure level
of 1�10�5 mbar by backfilling of the SPEM cham-
ber. The same surface was then exposed to 0:1mbar
O2 for 30min, keeping the temperature of the sample
at 670K. After the oxygen treatment the measured Rh
3d5=2 spectrum (B in the Rh 3d5=2 panel of Fig. 14.16b)
is dominated by a new peak situated at 308:2 eV BE,
corresponding to Rh2O3 [14.52, 53]. These results show
an uneven reactivity of the Rh surface at the length scale
reachable with the SPEM.

The observed changes in the Rh 3d and O 1s spec-
tra after oxidation are in good agreement with previous
results for oxidized Rh films and Rh polycrystalline
foils at ambient pressures, where the observed two com-
ponents were attributed to Rh2O3 and RhO2/RhOOH
species [14.54, 55].

A clear proof that the sample inside the cell is ex-
posed to O2 pressure at the mbar level are the O 1s
core-level spectra, recorded before and during exposure
of the Rh foil to O2. The spectrum C, measured after
the initial treatment in H2, appears as a broad feature
peaked at � 532�533 eV, well matching residual sub-
oxides reported in literature [14.52]. The presence of
this residual oxygen component is also in agreement
with the existence of a small high BE component of the
Rh 3d5=2 in the spectrum A. As for the Rh 3d5=2 also
the O 1s spectrum undergoes an evident change during
the 0:1mbar O2 exposure. In spectrum D two new dis-
tinct O 1s doublet spectral features appear. The most
intense doublet is dominated by a component located at
� 529:3 eV and the second weaker one at � 531:3 eV
belonging to O 1s of Rh2O3 and Rhsuboxide phases re-
spectively. The second nicely resolved doublet within
the � 538:5�539:6 eV range corresponds to the gas
phase oxygen molecules inside the cell, directly ion-
ized by the x-ray photon beam. The presence of a well-
resolvedO1s spectral feature from the gas phase oxygen
also validates that the high-pressure cell allows mbar
pressure levels to be reached, so the Rh undergoes oxi-
dation that cannot occur under high vacuum conditions.

14.5 Conclusions

In this short review we hope that we were able to intro-
duce the reader to the growing ability of SPEM in the
last decade to characterize the surface and interfacial
properties and the events occurring at gas-surface inter-
faces, where the microprobe added the missing lateral
resolution. Looking to the future, we expect further ad-
vances to fully overcome the material and in operando

gaps, which means pushing further lateral resolution,
time resolution and the performance of real in operando
studies. These are the only viable routes in the at-
tempt to optimize the fabrication processes or reveal the
chemical states and all possible desired and undesired
events that determine the performance of the complex
functional materials.



Part
C
|14

446 Part C Electronic Structure Of Surfaces

References

14.1 J. Kirz, C. Jacobsen: The history and future of X-ray
microscopy, J. Phys.: Conf. Ser. 186, 12001 (2009),
https://doi.org/10.1088/1742-6596/186/1/012001

14.2 R. Falcone, C. Jacobsen, J. Kirz, S. Marchesini,
D. Shapiro, J. Spence: New directions in X-ray
microscopy, Contemp. Phys. 52, 293–318 (2011),
https://doi.org/10.1080/00107514.2011.589662

14.3 J. Stöhr: NEXAFS Spectroscopy (Springer, Berlin 1992)
14.4 K. Siegbahn: From x-ray to electron spectroscopy

and new trends, J. Electron Spectrosc. Relat. Phe-
nom. 51, 11–36 (1990)

14.5 D. Attwood: Soft X-rays and Extreme Ultraviolet
Radiation: Principles and Application (Cambridge
Univ. Press, Cambridge 1999)

14.6 A.G. Michette: Optical Systems for Soft X-rays
(Plenum, New York 1986)

14.7 I. Mohacsi, P. Karvinen, I. Vartiainen, V.A. Guzenko,
A. Somogyi, C.M. Kewish, P. Mercere, C. David:
High-efficiency zone-plate optics for multi-keV
x-ray focusing, J. Synchrotron Radiat. 21, 497–501
(2014)

14.8 K. Yamauchi, M. Yabashi, H. Ohashi, T. Koyama,
T. Ishikawa: Nanofocusing of x-ray free-elec-
tron lasers by grazing-incidence reflective optics,
J. Synchrotron Radiat. 22, 592–598 (2015), and ref-
erences therein

14.9 G. Margaritondo, F. Cerrina: Overview of soft-x-ray
photoemission spectromicroscopy, Nucl. Instrum.
Methods Phys. Res. A 291, 26–35 (1990)

14.10 E. Bauer: Surface Microscopy with Low Energy Elec-
trons (Springer, New York 2014)

14.11 C.M. Schneider, G. Schönhense: Investigating sur-
face magnetism by means of photoexcitation elec-
tron emission microscopy, Rep. Prog. Phys. 65,
R1785–R1839 (2002)

14.12 M. Amati, A. Barinov, V. Feyer, L. Gregoratti,
M. Al-Hada, A. Locatelli, T.O. Mentes, H. Sezen,
C.M. Schneider, M. Kiskinova: Photoelectron mi-
croscopy at Elettra: Recent advances and perspec-
tives, J. Electron Spectrosc. Relat. Phenom. 224,
59–67 (2018)

14.13 C. Tusche, M. Ellguth, A. Krasyuk, A. Winkelmann,
D. Kutnyakhov, P. Lushchyk, K. Medjanik, G. Schön-
hense, J. Kirschner: Quantitative spin polariza-
tion analysis in photoelectron emissionmicroscopy
with an imaging spin filter, Ultramicroscopy 130,
70–76 (2013)

14.14 P. Dudin, P. Lacovig, C. Fava, E. Nicolini, A. Bianco,
G. Cautero, A. Barinov: Angle-resolved photoe-
mission spectroscopy and imaging with a sub-
micrometre probe at the SPECTROMICROSCOPY-3.2L
beamline of Elettra, J. Synchrotron Radiat. 17, 445–
450 (2010)

14.15 J. Avila, I. Razado-Colambo, S. Lorcy, B. Lagarde,
J. Giorgetta, F. Polack, M.C. Asensio: ANTARES,
a scanning photoemission microscopy beamline at
SOLEIL, J. Phys. Conf. Ser. 425, 192023 (2013)

14.16 E. Rotenberg, A. Bostwick: microARPES and
nanoARPES at diffraction-limited light sources:

Opportunities and performance gains, J. Syn-
chrotron Radiat. 21, 1048–1056 (2014)

14.17 Elettra Sincrotrone Trieste: ESCA Microscopy,
https://www.elettra.eu/elettra-beamlines/
escamicroscopy.html

14.18 Elettra Sincrotrone Trieste: Spectromicroscopy,
https://www.elettra.eu/elettra-beamlines/
spectromicroscopy.html

14.19 W. Yun, B. Lai, Z. Cai, J. Maser, D. Legnini, E. Gluskin,
Z. Chen, A.A. Krasnoperova, Y. Vladimirsky, F. Cer-
rina, E. Di Fabrizio, M. Gentili: Nanometer focusing
of hard x-rays by phase zone plates, Rev. Sci. In-
strum. 70, 2238 (1999)

14.20 J. Kirz: Phase zone plates for x-rays and the ex-
treme uv, J. Opt. Soc. Am. 64, 301–309 (1974)

14.21 B.L. Henke, E.M. Gullikson, J.C. Davis: X-ray inter-
actions: Photoabsorption, scattering, transmission
and reflection at E D 50�30000 eV, E D 1�92, At.
Data Nucl. Data Tables 54(2), 181–342 (1993)

14.22 J. Maser, G. Schmahl: Coupled wave description of
the diffraction by zone plates with high aspect ra-
tios, Opt. Commun. 89, 355–362 (1992)

14.23 Synchrotron SOLEIL: ANTARES, https://www.
synchrotron-soleil.fr/en/beamlines/antares

14.24 B. Bozzini, M. Amati, L. Gregoratti, M. Kiski-
nova: In-situ photoelectronmicrospectroscopyand
imaging of electrochemical processes at the elec-
trodes of a self-driven cell, Sci. Rep. 3, 2848 (2013)

14.25 G. Cautero, R. Sergo, L. Stebel, P. Lacovig, P. Pit-
tana, M. Predonzani, S. Carrato: A two-dimensional
detector for pump-and-probe and time resolved
experiments, Nucl. Instrum. Methods Phys. Res. A
595, 447–459 (2008)

14.26 S. Gunther, A. Kolmakov, J. Kovac, M. Kiski-
nova: Artefact formation in scanning photoelec-
tron emission microscopy, Ultramicroscopy 75, 35–
51 (1998)

14.27 B. Bozzini, B. Alemán, M. Amati, M. Boniardi,
V. Caramia, G. Giovannelli, L. Gregoratti,
M. Abyaneh Kazemian: Novel insight into
bronze disease gained by synchrotron-based
photoelectron spectro-microscopy, in support
of electrochemical treatment strategies, Stud.
Conserv. 9, 465–473 (2016)

14.28 A. Böttcher, U. Starke, H. Conrad, R. Blume,
H. Niehus, L. Gregoratti, B. Kaulich, A. Barinov,
M. Kiskinova: Spectral and spatial anisotropy of the
oxide growth on Ru(0001), J Chem. Phys. 117, 8104
(2002)

14.29 R. Blume, H. Niehus, H. Conrad, A. Böttcher,
L. Aballe, L. Gregoriatti, A. Barinov, M. Kiskinova:
Identification of subsurface oxygen species created
during oxidation of Ru(0001), J. Phys. Chem. B 109,
14052–14058 (2005)

14.30 P. Dudin, A. Barinov, L. Gregoratti, M. Kiskinova,
F. Esch, C. Dri, C. Africh, G. Comelli: Initial oxida-
tion of a Rh(110) surface using atomic or molecular
oxygen and reduction of the surface oxide by hy-
drogen, J. Phys. Chem. B 109, 13649–13655 (2005)

https://doi.org/10.1088/1742-6596/186/1/012001
https://doi.org/10.1080/00107514.2011.589662
https://www.elettra.eu/elettra-beamlines/escamicroscopy.html
https://www.elettra.eu/elettra-beamlines/escamicroscopy.html
https://www.elettra.eu/elettra-beamlines/spectromicroscopy.html
https://www.elettra.eu/elettra-beamlines/spectromicroscopy.html
https://www.synchrotron-soleil.fr/en/beamlines/antares
https://www.synchrotron-soleil.fr/en/beamlines/antares


Scanning Photoelectron Microscopy: Past, Present and Future References 447
Part

C
|14

14.31 P. Dudin, A. Barinov, M. Dalmiglio, L. Gregoratti,
M. Kiskinova, A. Goriachko, H. Over: Nanoscale
morphology and oxidation of ion-sputtered Rh(110)
and Ru(0001), J. Electron Spectrosc. Relat. Phenom.
166, 89–93 (2008)

14.32 P. Melpignano, A. Baron-Toaldo, V. Biondo, S. Pri-
ante, R. Zamboni, M. Murgia, S. Caria, L. Grego-
ratti, A. Barinov, M. Kiskinova: Mechanism of dark-
spot degradation of organic light-emitting devices,
Appl. Phys. Lett. 86, 41105 (2005)

14.33 S. Gardonio, L. Gregoratti, P. Melpignano, L. Aballe,
V. Biondo, R.M. Murgia, S. Caria, M. Kiskinova:
Degradation of organic light-emitting diodes un-
der different environment at high drive conditions,
Org. Electron. 8, 37–43 (2007)

14.34 S. Gardonio, L. Gregoratti, D. Scaini, C. Castellarin-
Cudia, P. Dudin, P. Melpignano, V. Biondo, R. Zam-
boni, S. Caria, M. Kiskinova: Characterization of
indium tin oxide surfaces after KOH and HCl treat-
ments, Org. Electron. 8, 253–261 (2008)

14.35 A. Barinov, H. Üstünel, S. Fabris, L. Gregoratti,
L. Aballe, P. Dudin, S. Baroni, M. Kiskinova: Defect-
controlled transport properties of metallic atoms
along carbon nanotube surfaces, Phys. Rev. Lett.
99, 046803 (2007)

14.36 A. Barinov, L. Gregoratti, P. Dudin, S. La Rosa,
M. Kiskinova: Imaging and spectroscopy of multi-
walled carbon nanotubes during oxidation: Defects
and oxygen bonding, Adv. Mater. 21, 1916–1920
(2009)

14.37 F. Jabeen, S. Rubini, F. Martelli, A. Franciosi,
A. Kolmakov, L. Gregoratti, M. Amati, A. Barinov,
A. Goldoni, M. Kiskinova: Contactless monitoring
of the diameter-dependent conductivity of GaAs
nanowires, Nano Res. 3, 706–713 (2010)

14.38 C. Struzzi, D. Erbahar, M. Scardamaglia, M. Amati,
L. Gregoratti, M.J. Lagos, G. Tendeloo, R. Snyders,
C. Ewels, C. Bittencourt: Selective decoration of iso-
lated carbon nanotubes by potassium evaporation:
Scanning photoemission microscopy and density
functional theory, J. Mater. Chem. C 3(11), 2518–2527
(2015)

14.39 M. Scardamaglia, C. Struzzi, F.J. Aparicio Rebollo,
P. De Marco, P.R. Mudimela, J. Colomer, M. Amati,
L. Gregoratti, L. Petaccia, R. Snyders, C. Bittencourt:
Tuning electronic properties of carbon nanotubes
by nitrogen grafting: Chemistry and chemical sta-
bility, Carbon 83, 118–127 (2015)

14.40 M. Scardamaglia, B. Aleman, M. Amati, C. Ewels,
P. Pochet, N. Reckinger, J. Colomer, T. Skalt-
sas, N. Tagmatarchis, R. Snyders, L. Gregoratti,
C. Bittencourt: Nitrogen implantation of suspended
graphene flakes: Annealing effects and selectivity
of sp2 nitrogen species, Carbon 73, 371–381 (2014)

14.41 M. Scardamaglia, M. Amati, B. Llorente,
P. Mudimela, J. Colomer, J. Ghijsen, C. Ewels,
R. Snyders, L. Gregoratti, C. Bittencourt: Nitrogen
ion casting on vertically aligned carbon nan-
otubes: Tip and sidewall chemical modification,
Carbon 77, 319–328 (2014)

14.42 P. Gondoni, P. Mazzolini, V. Russo, M. Diani, M. Am-
ati, L. Gregoratti, V. De Renzi, G.C. Gazzadi, J. Martí-
Rujas, A. Li Bassi, C.S. Casari: Tuning electrical prop-
erties of hierarchically assembled Al-doped ZnO
nanoforests by room temperature pulsed laser de-
position, Thin Solid Films 594(Part A), 12–17 (2015)

14.43 H. Yuan, Z. Liu, G. Xu, B. Zhou, S. Wu, D. Dum-
cenco, K. Yan, Y. Zhang, S. Mo, P. Dudin, V. Kandyba,
M. Yablonskikh, A. Barinov, Z. Shen, S. Zhang,
Y. Huang, X. Xu, Z. Hussain, H.Y. Hwang, Y. Cui,
Y. Chen: Evolution of the valley position in bulk
transition-metal chalcogenides and their mono-
layer limit, Nano Lett. 16, 4738–4745 (2016)

14.44 W. Jin, P. Yeh, N. Zaki, D. Zhang, J.T. Liou, J.T. Sad-
owski, A. Barinov, M. Yablonskikh, J.I. Dadap,
P. Sutter, I.P. Herman, R.M. Osgood Jr.: Substrate in-
teractions with suspended and supported mono-
layer MoS2: Angle-resolved photoemission spec-
troscopy, Phys. Rev. B 91, 121409(R) (2015)

14.45 N.R. Wilson, P.V. Nguyen, K. Seyler, P. Rivera,
A.J. Marsden, Z.P.L. Laker, G.C. Constantinescu,
V. Kandyba, A. Barinov, N.D.M. Hine, X. Xu,
D.H. Cobden: Determination of band offsets, hy-
bridization, and exciton binding in 2-D semicon-
ductor heterostructures, Sci. Adv. 8, e1601832 (2017)

14.46 M. Amati, M. Kazemian Abyaneh, L. Gregoratti: Dy-
namic high pressure: A novel approach toward near
ambient pressure photoemission spectroscopy and
spectromicroscopy, J. Instrum. 8, T05001 (2013), and
references therein

14.47 B. Bozzini, M. Amati, L. Gregoratti, C. Mele,
M. Abyaneh, M. Prasciolu, M. Kiskinova: In-situ
photoelectron microspectroscopy during the op-
eration of a single-chamber SOFC, Electrochem.
Commun. 24, 104–107 (2012)

14.48 S.K. Eriksson, M. Hahlin, J.M. Kahk, I.J. Villar-
Garcia, M.J. Webb, H. Grennberg, R. Yakimova,
H. Rensmo, K. Edström, A. Hagfeldt, H. Siegbahn,
M.O.M. Edwards, P.G. Karlsson, K. Backlund, J. Åh-
lund, D.J. Payne: A versatile photoelectron spec-
trometer for pressures up to 30 mbar, Rev. Sci.
Instrum. 85, 075119 (2014)

14.49 A. Kolmakov, D.A. Dikin, L.J. Cote, J. Huang,
M.K. Abyaneh, M. Amati, L. Gregoratti, S. Gun-
ther, M. Kiskinova: Graphene oxide windows for
in situ environmental cell photoelectron spec-
troscopy, Nat. Nanotechnol. 6, 651–657 (2011)

14.50 J. Kraus, R. Reichelt, S. Günther, L. Gregoratti,
M. Amati, M. Kiskinova, A. Yulaev, I. Vlassiouk,
A. Kolmakov: Photoelectron spectroscopy of wet
and gaseous samples through graphene mem-
branes, Nanoscale 6, 14394 (2014)

14.51 A. Kolmakov, L. Gregoratti, M. Kiskinova, S. Gün-
ther: Recent approaches for bridging the pressure
gap in photoelectronmicrospectroscopy, Top. Catal.
59, 448–468 (2016)

14.52 M. Dalmiglio, M. Amati, L. Gregoratti, T.O. Menteş,
M.A. Niño, L. Felisari, M. Kiskinova: Oxidation of
supported PtRh particles: Size and morphology ef-
fects, J. Phys. Chem. C 114, 16885–16891 (2010)



Part
C
|14

448 Part C Electronic Structure Of Surfaces

14.53 P. Dudin, A. Barinov, L. Gregoratti, D. Scaini, Y.B. He,
H. Over, M. Kiskinova: MgO-supported rhodium
particles and films: Size, morphology, and reactiv-
ity, J. Phys. Chem. C 112, 9040–9044 (2008)

14.54 T.L. Barr: An ESCA study of the termination of the
passivation of elemental metals, J. Phys. Chem. 82,
1801–1810 (1978)

14.55 M. Peuckert: A comparison of thermally and
electrochemically prepared oxidation adlayers on
rhodium: Chemical nature and thermal stability,
Surf. Sci. 141, 500–514 (1984)

Matteo Amati
Elettra – Sincrotrone Trieste SCpA
Trieste, Italy
matteo.amati@elettra.eu

Matteo Amati received his PhD in Physics, Astrophysics, and Applied Physics in 2006
from the University of Milano (Italy), where he worked as a postdoc until 2008. Since
2008 he has been a beamline scientist at the ESCAmicroscopy beamline, operated
at the Elettra Laboratory. He is a coauthor of 75 articles in peer-reviewed scientific
journals in various domains of materials science.

Alexei Barinov
Elettra – Sincrotrone Trieste SCpA
Trieste, Italy
alexey.barinov@elettra.eu

Alexei Barinov graduated at Moscow Institute of Physics and Technology
in 1998 and received his PhD in Solid-State Physics from RRC Kurchatov
Institute in 2003. Since 2004 he has been employed as a supporting
beamline scientist at Elettra and since 2008 he has been coordinating the
angle-resolved photoemission spectromicroscopy beamline at Elettra. He is
co-author of about 110 articles in peer-reviewed scientific journals.

Luca Gregoratti

Elettra – Sincrotrone Trieste SCpA
Trieste, Italy
luca.gregoratti@elettra.eu

Luca Gregoratti received his PhD in 2003 at King’s College, Lon-
don. Since 2001 he has held a permanent research position at
Elettra–Sincrotrone, Trieste, where his activity has mainly focused
on the field of photoemission spectromicroscopy and its application in
various domains of materials science. He is coauthor of more than 170
articles in peer-reviewed scientific journals.

Hikmet Sezen
Elettra – Sincrotrone Trieste SCpA
Trieste, Italy
Institute for Methods and
Instrumentation for Synchrotron
Radiation Research FG-ISRR

Helmholtz-Zentrum Berlin für Materialien
und Energie GmbH
Berlin, Germany

Hikmet Sezen received his PhD (2012) in Chemistry from Bilkent University (Ankara,
Turkey). He worked as a postdoc at Karlsruhe Institute of Technology (Germany)
between 2012 and 2014 and at Elettra, ESCAmicroscopy beamline (Italy) between
2014 and 2017. He currently has a scientist position at Helmholtz-Zentrum Berlin, at
the Slicing Femtospex Molecules and Surface Endstation and High Harmonic Laser
Laboratory (Germany).

Maya Kiskinova

Elettra – Sincrotrone Trieste SCpA
Trieste, Italy
maya.kiskinova@elettra.eu

Maya Kiskinova received her PhD in 1977 and her ScD in 1989 in Physical Chemistry.
She has worked at research centers and universities in Bulgaria, USA, and Germany
and, since 1991, at Elettra, where she is presently Research Coordinator. She received
Italian citizenship for scientific merits in 2002 and the Distinguished Humboldt Grant
in 2005. Her research focuses on properties and transient states of functional materials.
http://www.elettra.eu/PEOPLE/index.php?n=MayaKiskinova.HomePage



Natural Topo
449

Part
C
|15

15. Natural Topological Insulator Heterostructures

S. V. Eremeev , Igor P. Rusinov , Evgueni V. Chulkov

A topological insulator is a state of quantummatter
that, while being an insulator in the bulk, hosts
metallic topologically protected electronic states at
the surface. These states open the way for realizing
a number of new applications in spintronics and
quantum computing. In order to take advantage
of their unique properties, topological insulators
should be tuned in such a way that isolated Dirac
cones are located within the topological transport
regime, without any scattering channels.

This chapter is devoted to natural topological
heterostructures composed of different sublattices,
at least one of which is a topological insulator. We
demonstrate that these systems show diverse elec-
tronic properties and, depending on the structure
and composition, can be topological insulators
supporting Dirac surface states whose dispersion
essentially depends on the surface termination,
topological Weyl semimetals, or trivial band insu-
lators.

The chapter is organized in five sections. Sec-
tion 15.1 provides computational details. In
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Sect. 15.2, we discuss the crystal structure and
electronic states in the .CIVBVI/nD1.A

V
2B

VI
3 /m>1

superlattices. Section 15.3 is devoted to the pe-
culiarities of the topologically protected electronic
states in the .CIVBVI/n>1.A

V
2B

VI
3 /mD1 compounds.

Temperature-driven topological phase transi-
tions in the Ge2Sb2Te5 phase-change materials
are addressed in Sect. 15.4. Finally, we end with
a summary and conclusions in Sect. 15.5.

Over the past decade, the strong impact of topology
on the electronic structure of numerous materials and
related properties such as novel spin textures, sur-
face and edge Dirac states, magnetic properties in
two- and three-dimensional topological insulators, spin
and charge transport, and exotic superconducting states
have been actively discussed [15.1–4]. This research
work resulted in the introduction of a topological clas-
sification based on topological order parameters. The
most decisive contribution in this context is the defini-
tion of a class of topological insulators (TIs) based on
Z2 classification. A topological insulator differs from
a conventional band insulator (semiconductor) in that
it features a nontrivial topological invariant in its bulk
electronic wave functions.

Among the various formulations for the compu-
tation of the Z2 topological invariants, the Fu–Kane
approach [15.5] is most suitable for analyzing band
structures of crystals with inversion symmetry. In this

approach,Z2 invariants can be determined from the ma-
trix elements of Bloch wave functions at time-reversal
invariant momentum (TRIM) points in the Brillouin
zone (BZ). The three-dimensional (3-D) materials with
inversion symmetry are classified according to four Z2

topological invariants, �0I .�1�2�3/, which can be deter-
mined by the parity m.�i/ of occupied bands at eight
TRIM �iD.n1 ;n2;n3/ D .n1b1Cn2b2Cn3b3/=2 of the 3-D
Brillouin zone, where b1, b2, b3 are primitive reciprocal
lattice vectors, and nj D 0 or 1 [15.5, 6]. The Z2 invari-
ants are determined by

.�1/�0 D
8Y

iD1
ıi

and

.�1/�k D
Y

nkD1Inj¤kD0;1
ıiD.n1n2n3/ ;
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where ıi D
QN

mD1 2m.�i/ [15.6]. The strong time-
reversal symmetry-driven topological insulators, which
we will deal with in this chapter, are determined by
a nontrivial topological invariant �0 D 1. In the case of
�0 D 1, the topological invariants �1, �2, �3, provided
that at least one of them is nonzero, indicate weak topo-
logical insulators.

The 3-D topological insulators are characterized by
an inverted energy gap at an odd number of symme-
try points of the bulk Brillouin zone due to strong
spin–orbit coupling (SOC). The intriguing property of
topological insulators is the formation of unique topo-
logically protected metallic surface/edge states in spite
of bulk insulating behavior [15.1, 6–11]. The surface
state protection is provided by a combination of time-
reversal symmetry and spin–orbit coupling [15.1, 6, 8,
9]. As a result, any nonmagnetic surface perturbation,
such as surface passivation or doping, does not elimi-
nate this surface state [15.5, 12–15].

The topological surface states (TSS) possess a range
of properties that allow us to employ topological in-
sulators in spin-based electronics (spintronics) [15.6,
8–10, 16]. First, these states demonstrate a linear dis-
persion forming a Dirac cone with a crossing (Dirac)
point at/close to the Fermi level, which leads to high
charge carrier mobility, similar to the case of graphene.
Also, these carriers are spin-polarized, and a manipu-
lation of spin-currents is an essential requirement for
spintronics. In the search for efficient materials for spin-
tronics, some studies have proposed topological insula-
tors [15.7, 17–19] that possess a surface state for which
the effects of spin–orbit coupling are maximal in the
sense that an electron spin orientation is fixed relative to
its propagation direction. Additionally, there are several
exotic effects that exist on the surfaces of topological
insulators that are based on half-quantized conductivity.
A half-quantum Hall effect can be observed in TI sur-
faces with an odd number of Dirac cones and with time-
reversal symmetry breaking induced by out-of-plane
magnetization, as well as in thin films under exter-
nal magnetic perturbation or magnetic doping [15.20].
Such an effect is a common feature for massless states
like Dirac cones in TIs or graphene [15.9, 21–23]. The
topological magnetoelectric effect is also the conse-
quence of the half-quantization and results in an in-
crease in the Hall current along the surface. This current
is directed perpendicular to the applied electric field and
is an intrinsic property of TIs that is independent of the
system details [15.21, 24]. A related scenario has been
found when the TI surfaces are radiated by linearly po-
larized light [15.25]. The possible existence of an image
magnetic monopole in the proximity of the charge close
to the surface of the topological insulator has also been
reported. In this case, the system can be considered with

additional charge both inside the topological insulator
and in the imaginary magnetic monopole [15.26].

Among the currently known strong TIs, the lay-
ered binary compounds Bi2Te3, Bi2Se3, and Sb2Te3
have been widely investigated both experimentally
[15.16, 27–29] and theoretically [15.30–33]. Realiza-
tion of many of the predicted topological phenomena
requires tuning of the conduction properties of topolog-
ical insulators when they are in contact with magnetic
semiconductors or superconductors and modification
of the topological state by doping [15.14, 15, 26, 34–
42]. The realization of topological properties also ne-
cessitates the search for new families of topological
insulators. A particularly promising method for design-
ing new TI materials with tunable surface electronic
properties relies on the fact that pseudo-binary systems
.CIVBVI/n.AV

2 B
VI
3 /m, where A

V are elements of group V
D Bi;Sb; BVI are elements of group VI D Te;Se; and
group IV elements CIV D Ge, Sn, Pb, contain homolo-
gous series of ternary compounds. These include a wide
variety of mixed-layer materials that have a more com-
plex crystal structure than their parent TIs and can
be characterized as natural topological insulator het-
erostructures.

The structurally simplest systems .nD 1;mD 1/,
i.e., CIVAV

2 B
VI
4 compounds, are composed of septuple-

layer (SL) hexagonally ordered blocks stacked along
the c-axis and separated by van der Waals (vdW) spac-
ings. The SL building block can be obtained from the
original quintuple-layer (QL) block of AV

2 B
VI
3 com-

pounds by introducing the CIVBVI bilayer in the middle
part of the QL. These compounds, PbBi2Te4, SnBi2Te4,
SnSb2Te4 and others, were predicted to be 3-D Z2 TI
[15.43] with a single Dirac cone in the bulk energy
gap, which was subsequently confirmed experimentally
[15.29, 44].

The .CIVBVI/n.AV
2 B

VI
3 /m compounds, where nD 1

and m> 1, have tetradymite-like layered structures but
with distinct many-layered slabs stacked along the c-
axis of the hexagonal unit cell. The bonding within
the slabs is ionic-covalent, whereas the slabs are linked
by weak van der Waals forces. In contrast to AV

2 B
VI
3

and CIVAV
2 B

VI
4 topological insulators, the structures of

which are formed by quintuple and septuple layers,
respectively, the (nD 1, m> 1) compounds are built
of alternating QLs and SLs; in other words, they are
natural superlattices consisting of blocks of different
topological insulators.

Another type of .CIVBVI/n.A
V
2 B

VI
3 /m system is that

with n> 1 and mD 1. Unlike the previous structures in
these compounds for CIV D Sn, Pb, the .CIVBVI/n sub-
lattice is built in the middle part of the AV

2 B
VI
3 QL, and

thus their crystal structure is formed by unique, non-
alternating building blocks composed of two different
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sublattices. As we will later show, the surface spec-
trum strongly depends on the material of the CIVBVI

sublattice, e.g., SnTe, which is topological crystalline
insulator, or PbTe—the trivial insulator.

A special case of (n > 1, mD 1) systems corre-
sponds to compounds with CIV D Ge, which belong
to the class of phase-change materials. An example
is Ge2Sb2Te5, i.e., the (GeTe)nD2(Sb2Te3)mD1 system,
which can adopt four different hexagonal layered struc-
tures. At low temperature, it has a nonuple-layer (NL)
structure similar to the related compounds with Sn and

Pb, while in other phases, GeTe and Sb2Te3 sublat-
tices are separated and alternate along the c-axis as
in (nD 1, m> 1) structures. We later show that sta-
ble crystal structures of Ge2Sb2Te5 possess different
topological quantum phases: a topological insulator
phase, realized in its low-temperature structures, and
a Weyl semimetal phase, characteristic of the stable
high-temperature structure. Since the structural phase
transitions are caused by the temperature factor, the
switching between different topologically nontrivial
phases can be driven by variations in temperature.

15.1 Computational Methods

For structural optimization and electronic calculations,
for most of the compounds we use the Vienna Ab Initio
Simulation Package (VASP) [15.45, 46] with a gener-
alized gradient approximation (GGA) [15.47] for the
exchange correlation potential. The interaction between
the ion cores and valence electrons is described by
the projector-augmented wave method [15.48, 49]. Rel-
ativistic effects, including SOC, are taken into account.
The atomic positions of bulk compounds are optimized.
DFT-D3 van der Waals corrections [15.50] are applied
for accurate structure optimization. For slab calcula-
tions, we use over 40 atomic layers, and a vacuum
space of� 20Å is included to ensure negligible interac-
tion between opposite surfaces. The k-point meshes of
7� 7� 7 and 11� 11� 1 are used for the bulk and slab
calculations, respectively. Total-energy convergence of
better than 1:0� 10�6 eV is obtained.

To treat the disordered phase in the case of
a Ge2Sb2Te5 phase-change material, we employ a vir-
tual crystal approximation (VCA) as implemented in
the ABINIT code [15.51], where the averaged potential

of a virtual atom occupying a site in the Ge=Sb sublat-
tice is defined as a mixture VVCA D xVGeC .1� x/VSb

of Ge (VGe) and Sb (VSb) pseudopotentials. In ABINIT
calculations, we use GGA-PBE (Perdew–Burke–
Ernzerhof) Hartwigsen–Goedecker–Hutter (HGH) rel-
ativistic norm-conserving pseudopotentials, which in-
clude the SOC [15.52]. For surface electronic struc-
ture calculations, first, the results of DFT calculations
are used in the WANNIER90 code [15.53] to con-
struct a tight-binding model. The chosen basis con-
sists of six spinor p-type orbitals for each atom:
jp"x i, jp"y i, jp"z i, jp#x i, jp#y i, jp#z i. The low-lying s or-
bitals are not taken into consideration. The surface
tight-binding model is derived from the bulk model
with inclusion of band-bending effects obtained from
direct surface calculations within DFT. The surface
spectrum is calculated using the surface Green function
approach [15.54, 55].

The Z2 invariant is calculated from the parity of
occupied electronic states at the time-reversal invariant
points of the bulk Brillouin zone [15.6].

15.2 .CIVBVI/n.AV2B
VI
3 /m Superlattices (n D 1, m > 1)

The crystal structure of the .CIVBVI/nD1.AV
2 B

VI
3 /mD2

compounds belongs to the hexagonal group PN3m1, and
the unit cell contains alternating QL and SL blocks
formed by alternating anion and cation layers, BVI-
AV-BVI-AV-BVI and BVI-AV-BVI-CIV-BVI-AV-BVI, re-
spectively [15.56]. Each block consists of strongly
bonded ionic-covalent atoms, whereas the bonding be-
tween blocks is determined by vdW forces. Ternary
compounds of this series with mD 3 also have a hexag-
onal crystal structure, but it differs from that with
mD 2 in that it is built of alternating SL and two
QL blocks along the hexagonal c-axis. As an example,

the crystal structures of parent Bi2Te3 (QL-structured)
and PbBi2Te4 (SL-structured) compounds and of the
superlattices based on them, PbBi4Te7 (mD 2) and
PbBi6Te10 (mD 3), are shown in Fig. 15.1. Compounds
such as SnBi4Te7, SnSb4Te7 (mD 2) and SnBi6Te10,
SnSb6Te10 (mD 3) have similar crystal structures.

The Dirac cone in binary TIs such as Bi2Te3,
Sb2Te3, and Bi2Se3 originates from the inversion of
the bands forming the gap edges: the conventional
sequence of the energy levels is inverted by strong
spin–orbit coupling [15.6, 13]. In binary compounds,
the bottom of the conduction band in the vicinity of



Part
C
|15.2

452 Part C Electronic Structure Of Surfaces

a) b) c) d)

Te Bi Pb

Fig. 15.1a–d Atomic structure of Bi2Te3 and Pb-based ternary compounds .CIVBVI/nD1.AV
2 B

VI
3 /m	1: (a) Bi2Te3;

(b) PbBi2Te4 (mD 1); (c) PbBi4Te7 (mD 2); and (d) PbBi6Te10 (mD 3)

the � point is derived predominantly from the states lo-
calized at the outermost QL chalcogen atoms, whereas
the top of the valence band is formed by the pnictogen
atoms. A similar band inversion is found in ternary SL-
structured TIs, with the only difference being that the
top of the valence band is occupied by both AV and CIV

[15.57].
A more complicated SOC-induced band structure is

found in compounds with alternating QL and SL slabs.
For example, the SnSb4Te7 compound is a narrow-
bandgap semiconductor that demonstrates a direct gap
of� 70meV at the A point (Fig. 15.2a). As can be seen
in Fig. 15.2b, left-hand side, the bands forming the gap
edges have a normal band order, i.e., the valence band
edge is predominantly formed by the anionic (Te) or-
bitals, while the conduction band minimum is mainly
determined by the cationic .Sb;Sn/ orbitals. The inclu-
sion of the SOC in the calculation leads to a significant
modification of the gap (Fig. 15.2a), which becomes in-
direct, with a width of � 100meV. At the A point, the
SOC induces a complicated inversion of the gap edge
states (Fig. 15.2b, right-hand side): the Te states reveal
themselves in the conduction band, whereas the top va-
lence band is basically formed by Sb and Sn orbitals of

the SL block, while Sb states of the QL block appear
in the second top band (Fig. 15.2b, right-hand side).
A similar band inversion is characteristic of isostruc-
tural compounds SnBi4Te7 and PbBi4Te7.

Another feature of band-inverted insulators
CIVAV

4 B
VI
7 , whose crystal structure consists of alter-

nating SL and QL building blocks, is that the surface
can be formed by SL or QL building blocks, which we
define as 7L and 5L terminations, respectively.

The surface band structures of the 7L and 5L ter-
minations of SnSb4Te7 and SnBi4Te7 compounds are
shown in Fig. 15.3. The spectrum of 7L-terminated
SnSb4Te7 demonstrates a strictly linear dispersion of
the Dirac state, which is spatially localized within both
surface SL and subsurface QL building blocks. The
dispersion of the Dirac state on the 5L termination
in the vicinity of the Dirac point (DP), where it is
also localized within two building blocks (surface QL
and subsurface SL) is also linear. However, at higher
energies, above the Fermi level, the state changes its
spatial distribution, which becomes predominantly lo-
calized in the surface QL block, and the dispersion of
the TSS changes. The Dirac cone at the 7L termination
of SnBi4Te7 is warped near the conduction band simi-
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Fig. 15.2 (a) Bulk band spectra of SnSb4Te7 along the high symmetry lines in the Brillouin zone. Red/black lines correspond to
results with/without SOC included. (b) Local density of states (LDOS) calculated without (left-hand side) and with (right-hand
side) SOC included at the vicinity of the A point. Colors in the LDOS correspond to different atomic contributions

lar to that in the parent Bi2Te3. In contrast to SnSb4Te7,
the TSS at the 7L-terminated SnBi4Te7 surface is com-
pletely localized within the surface SL block, as in the
case of PbBi4Te7 [15.43]. The Dirac state at the 5L ter-
mination of SnBi4Te7 also demonstrates a change in the
dispersion above the DP, which is attributed to its inho-
mogeneous spatial localization.

Another feature of the 5L-terminated surface spec-
tra of both SnSb4Te7 and SnBi4Te7 compounds is the
occupied Dirac state that lies in the valence bandgap
at the � point at �0:15 eV (�0:25 eV). The dispersion
and localization of this Dirac state is similar to that
of the parent Sb(Bi)2Te3 compounds and is associated
with complicated bulk bandgap inversion in CIVAV

4 B
VI
7

crystals when the inverted QL states appear inside the
valence band, which in turn allows the original TSS of
the parent binary TI to survive in the CIVAV

4 B
VI
7 het-

erostructure.
It should be noted that at the real crystal surface,

owing to the presence of both QL- and SL-surface
terminations, both Dirac states should appear simul-
taneously at the � point, as shown in the example
of the PbBi4Te7 compound in Fig. 15.4. These two
Dirac cones have been successfully resolved in the
angle-resolved photoemission spectroscopy (ARPES)
spectrum [15.58].

Ternary compounds SnX6Te10 (XD Sb, Bi) differ
from SnX4Te7 in that they are built of alternating SL
and two QL blocks along the hexagonal c-axis. Cal-
culations of the Z2 topological invariant have shown

that it is nonzero for SnBi6Te10, whereas it is zero for
SnSb6Te10. The nonzeroZ2 in SnBi6Te10 is provided by
the band gap inversion at the Z point of the bulk Bril-
louin zone. In the calculation with SOC excluded, the
Z point gap is above > 300meV. The switching on of
the SOC leads to substantial narrowing of the gap at Z.
Similar to the CIVAV

4 B
VI
7 systems, the band inversion

has a complicated character when the orbitals of the
atoms constituting different building blocks contribute
to the gap edges. However, because of the more compli-
cated crystal structure of SnBi6Te10, the gap inversion is
more complicated as well. The lowest conduction band
is formed by the orbitals of Te atoms faced to each other
at the vdW spacing between neighboring QLs (marked
as Te QL/QL in Fig. 15.5b, right-hand panel), whereas
two upper bands are composed of orbitals of Te atoms
lying at the van der Waals spacing between neighbor-
ing QL and SL blocks (marked as Te QL/SL and Te
SL). The top valence band, as in the case of CIVAV

4 B
VI
7 ,

is formed in the main part by the states of the SL build-
ing block, and the next two, deeper, bulk valence bands
are determined by the orbitals of Bi atoms of the QL
blocks.

The CIVAV
6 B

VI
10 crystals, and in particular

SnBi6Te10, have two nonequivalent cleavage planes:
between SL and QL blocks, and between two neigh-
boring QLs. Such cleavages give rise to three different
surface terminations. Two of these, 5L with surface QL
and subsurface SL blocks, and 7L with the opposite
sequence of the surface and subsurface building blocks,
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are the same as in the SnSb(Bi)4Te7 crystals discussed
earlier. The third termination that can be obtained by
the cleavage of the SnBi6Te10 crystal is the surface
in which both the surface and subsurface blocks are
QLs. We will call this surface termination the 5-5L
termination.

Figure 15.6 shows the surface band spectra of
SnBi6Te10 with all types of terminations. The disper-
sion of the Dirac state at the 7L- and 5L-terminated
surfaces is similar to that at the respective terminations
of SnBi4Te7. The spatial charge distributions of the TSS
on these terminations are also akin those in SnBi4Te7.

However, on the 5-5L termination, the TSS forms
an exotic cone with a Dirac point in the local gap of the
valence bulk band. This unusual behavior can be under-
stood from the fact that the occupied states localized at
the Bi atoms of the QL block are not at the gap edge, but
below the Bi and Sn states of the SL block, which for
this termination lies deep in the bulk and forms the top
of the bulk valence band. In particular, the Dirac point
is located in the local gap of the bulk valence band.
As a result, this Dirac cone possesses two segments:
located in the local and in the fundamental bandgap.
However, the charge density of the TSS in both seg-
ments is mostly localized in the surface QL block.

The dispersion of the Dirac cones at the 7L,
5L and 5-5L surfaces of SnBi6Te10 is similar to

–0.6

–0.5

–0.4

–0.3

–0.2

–0.1

0

0.1

0.2

0.3

–0.2 –0.1 0 0.1 0.2

E (eV)

K ← k || (Å–1) → M
– –



Natural Topological Insulator Heterostructures 15.3 .CIVBVI/n.A
V
2B

VI
3 /m Compounds (n> 1, mD 1) 457

Part
C
|15.3

the respective surfaces of PbBi6Te10 [15.43]. As
in the case of compounds with simpler structure
.CIVBVI/nD1.AV

2 B
VI
3 /mD2, here different surface termi-

nations, which should be present inevitably in a real
crystal due to the steppedmorphology of the surface, re-
sult in the presence of multiple coexisting Dirac states,
as shown in the example of the PbBi6Te10 compound in
Fig. 15.7, where spectra for three surface terminations
are superposed. Three Dirac cones have been found in
this material experimentally [15.59], in accord with the
prediction. In particular, as can be seen in Fig. 15.7,
the 7L surface shows a rather linear dispersion close
to its DP7L, which lies � 60meV above the � valence

band edge, in agreement with the experimental value of
� 80meV [15.59]. The Dirac point of the 5L TSS lies
at � 40meV lower than DP7L, closer to the bulk va-
lence states, consistent with the estimated experimental
value of 120meV. At the same time, the 5L TSS devi-
ates markedly from the linear dispersion, approaching
the Dirac point. The Dirac point of the 5-5L termination
(DP5-5L) emerges below (� 15meV) the first valence
band, so that the Dirac cone loses its localized character
passing through the narrow energy region of the first va-
lence band and becomes localized (and spin-polarized)
again in the local gap between the first and second bulk
valence bands.

15.3 .CIVBVI/n.AV2B
VI
3 /m Compounds (n > 1, m D 1)

Different .CIVBVI/n.A
V
2 B

VI
3 /m systems, containing lay-

ers of AV
2 B

VI
3 topological insulators and CIVBVI materi-

als like SnTe and PbTe, are formed when n> 1 andmD
1. In contrast to the compounds of the .nD 1;m> 1/
series containing alternating QL and SL structural units,
the .n	 1;mD 1/ compounds are formed of unique,
nonalternating building blocks. The simplest system
(nD 1, mD 1), e.g., SnBi2Te4, is composed of SL
hexagonally ordered blocks stacked along the c-axis
and separated by van der Waals spacings. The SL
building block (Fig. 15.8b) can be obtained from the
original QL block of Bi2Te3 (Fig. 15.8a) by introduc-
ing the SnTe bilayer in the middle part of the QL. The
SnBi2Te4 compound was earlier predicted to be 3-D Z2

TI [15.43]. The heterostructure with a larger n index,
Sn2Bi2Te5 .nD 2;mD 1/, is formed by NL building
blocks [15.60]. The NL block (Fig. 15.8c) can be ob-
tained from the SL block by the introduction of an
additional SnTe bilayer in the middle of the SL. Another
experimentally confirmed structure (SnTe)n(Bi2Te3)m,
which is also built from the ionic-covalent bonded
Bi2Te3 and SnTe atomic layers, is Sn3Bi2Te6 .nD
3;mD 1/, see Fig. 15.8d [15.60]. The compounds with
CIV=Pb have similar crystal structures. However, it
should be noted that PbTe is a trivial insulator, while
SnTe [15.61, 62] belongs to the class of topological
materials in which the topological surface states are

Fig. 15.7 Calculated band structure of PbBi6Te10 surfaces
along the K-�-M direction with the 7L, 5L, and 5-5L
terminations (black, violet, and green lines, respectively);
the size of the colored circles represents the weights of
the states in the surface layers; red and blue colors de-
note the sign of in-plane spin components (positive and
negative, respectively), and the shaded area identifies the
bulk-projected bands J

protected by the crystal mirror symmetry [15.63]—so-
called topological crystalline insulators (TCI).

The bulk band structures of Sn2Bi2Te5 have been
calculated without (Fig. 15.9a) and with (Fig. 15.9b)
SOC included. In the calculated spectrumwithout SOC,
a direct energy gap of 0.32 eV exists at � . The switching
on the SOC transforms it into an indirect gap of 0.11 eV
(Fig. 15.9b). This value is in good agreement with the
experimental gap of 0.09 eV [15.60].

The time-reversal invariant momenta in the bulk
Brillouin zone are the � , A, and triply degenerate M
and L points. We found that the parity inversion of
bulk bands occurs at the � point, which leads to Z2

invariants 1;(000) as in the parent TI Bi2Te3. In spite
of this similarity, the band inversion at � is an entan-
glement of two different inversions corresponding to
each sublattice, Bi2Te3 and SnTe. Thus, in Bi2Te3, the
SOC inverts the top valence band state (predominantly
of pz character) of Te atoms lying in the outer layers
of the QL (Teo) and the Bi pz-state of the bottom con-
duction band. A similar band inversion occurs in the
bulk SnTe, where Sn and Te orbitals are inverted in the
L point of the cubic Brillouin zone. In the case of the
Sn2Bi2Te5 heterostructure, both Bi and Sn states form
the bottom of the conduction band, while the states of
the Teo atoms and Te atoms of the central layer of the
NL (Tec) lie in the top valence band of the spectrum cal-
culated without SOC (Fig. 15.9c,d). Switching on the
SOC results in an inversion of Bi and Teo states and Sn
and Tec states. However, in contrast to the parent sys-
tems, this inversion has a more complex character. As
can be seen in Fig. 15.9e, after switching on the SOC,
the Teo states become dominant in the conduction band
while the Bi states occupy the second valence band.
The SOC-inverted Sn states lie in the highest valence
band, and Tec states appear in the second conduction
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a)

b)

c) d)

Bi Te Sn

Fig. 15.8a–d Building blocks
of Bi2Te3 (a), SnBi2Te4 (b),
Sn2Bi2Te5 (c), and Sn3Bi2Te6 (d)

band (Fig. 15.9f). Additionally, the SOC-inverted Sn
states (with smaller weight) appear in the second va-
lence band. Thus, the Sn2Bi2Te5 TI has a competitive
bulk band inversion, which comprises the inversion of
the states belonging to different sublattices, SnTe and
Bi2Te3, so that the valence band edge is formed mainly
by Sn states and the conduction band edge occupied by
Teo states, i.e., inverted gap edges are formed by the
orbitals of atoms belonging to different sublattices.

The superposition of the SOC-induced bulk band
inversions in the SnTe and Bi2Te3 sublattices of the
(SnTe)2(Bi2Te3)1 heterostructure results in the forma-
tion of two topological surface states at the � point. The
upper TSS lies in the bandgap (see light pink rectangle
in Fig. 15.10a), while the lower TSS (light green rectan-
gle in Fig. 15.10a) resides in the valence band (hereafter
referred to as bandgap and valence band TSSs, respec-
tively). The valence band TSS, residing in the local
valence bandgap, has typical Dirac dispersion, similar
to that in Bi2Te3. In contrast, the bandgap TSS dis-
plays nonlinear dog-leg dispersion. It has two linear
sections, near the band crossing (Dirac point) and be-
low the conduction band, which connect to each other
in the middle part of the gap with the formation of
shoulders in the spectrum. As in other TIs, the TSSs
in Sn2Bi2Te5 are localized within the surface building
block. However, in this case, the building block has
SnTe and Bi2Te3 sublattices, and the localization of the
TSS is affected by the peculiarities in the bulk band in-
version. The Bi and Sn orbital weights are shown in
Fig. 15.10b,c for the band gap and valence band topo-
logical surface states, respectively. As can be seen, the
valence band TSS has dominant Bi weights that reflect
its dominant localization in the outer Bi-Te layers of
NL, i.e., in the Bi2Te3 sublattice. Comparing the dis-
persion of this state with the dispersion of the Dirac

cone in Bi2Te3 [15.33] (Fig. 15.10e), one can conclude
that the two bands are almost identical. In the lower lin-
ear section near the band crossing of the bandgap TSS
(Fig. 15.10b), the Sn contribution dominates, and thus
the state is mainly localized in the SnTe sublattice. Ap-
proaching the shoulders, the Sn contribution disappears
rather quickly, and above the band shoulders the TSS
becomes mostly localized in the Bi-Te layers. Thus,
the band shoulders in the TSS spectrum are associated
with the change in the TSS localization from the SnTe
to Bi2Te3 sublattice. It is worth noting that the disper-
sion of the upper linear section of the bandgap TSS (at
kk > 0:1Å�1) is comparable to the slope of the Bi2Te3
Dirac cone (Fig. 15.10d), while that of the lower lin-
ear section (kk < 0:05Å�1) differs notably from both
Bi2Te3 and SnTe(111) [15.64] Dirac states.

The linear fitting of the lower and upper sections
in the bandgap TSS gives E=kk slopes of 2.22 and
1.13 eVÅ, respectively. Between these linear sections,
at 0:05< kk < 0:1Å�1, two inflection points exist that
limit the almost flat section in the TSS spectrum. Owing
to slightly negative dispersion of the TSS in the shoul-
der region, the system can pass from one velocity mode
in the lower linear section to the other velocity mode in
the upper linear section through the three surface Fermi
pockets at energy of� 50meV (Fig. 15.10f).

The spin texture of the bandgap TSS is demon-
strated in Fig. 15.10g,h. Figure 15.10g shows spin-
resolved constant energy contours (CECs) for the lower
(inner contour) and upper (outer contour) linear sec-
tions of the TSS, at energies of 25meV below and above
the shoulders, respectively. Both contours demonstrate
the in-plane clockwise spin polarization. In addition,
the outer contour indicates the presence of the out-of-
plane spin component Sz, which is zero along �-M and
reaches a minimum (maximum) value in the �-K di-
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Fig. 15.9a–f Bulk
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Fig. 15.10 (a) Surface electronic structure of Sn2Bi2Te5; the size of the colored circles represents the weight of the states in the
outermost building block (NL) of the slab; red and blue colors show the sign of the in-plane (Sx and Sy) spin components; light pink
and light green rectangles mark the areas of the bandgap and valence band topological surface states, respectively. Atomic weights
of Bi and Sn in the bandgap (b) and valence band (c) TSSs. (d) Energy dispersion of the bandgap TSS compared with Bi2Te3
and SnTe � Dirac cones. Dashed and dot-dashed lines are linear fits for the TSS above and below the shoulder, respectively.
(e) Dispersion of the valence band TSS compared with Bi2Te3. (f) Constant energy contours in the shoulder region (yellow stripe
in (d)). (g) Spin-resolved constant energy contours for bandgap TSS at energies of 25meV below and above the shoulders. Arrows
adjacent to the contours denote the in-plane spin component Sk. The out-of-plane spin component Sz is indicated by the red and
blue color corresponding to positive and negative values, respectively. (h) The spin components Sk and Sz for bandgap TSS as
functions of kk along the �-K direction
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Fig. 15.11a,b Spin-resolved surface electronic structure of (a) Sn3Bi2Te6 and (b) Sn2Sb2Te5

rections. Such a spin texture is an intrinsic feature of
the spin-polarized states at hexagonal surfaces. At the
same time, Sz for the inner contour is very small. The
dependence of absolute values for Sk and Sz on kk along
�-K is shown in Fig. 15.10h. The in-plane spin polar-
ization having a maximum near the Dirac point rapidly
decreases approaching the shoulder. At kk > 0:1Å�1,
i.e., in the upper linear section, it increases with kk until
it reaches the region of the bulk states. In contrast, the
out-of-plane spin polarization increases with kk in both
linear sections of the TSS, having a kink at the band
shoulder.

Let us consider the .CIVBVI/n>1.A
V
2 B

VI
3 /mD1 het-

erostructure with a larger n index. The increase in the
index up to nD 3 corresponds to the addition of a SnTe
bilayer in the building block and leads to the forma-
tion of the Sn3Bi2Te6 compound. As can be seen in
Fig. 15.11a, in this case two TSSs are also present in the
surface spectrum, and a dog-leg dispersion is the fea-
ture of the bandgap surface state. The difference from
the Sn2Bi2Te5 case is that the band shoulders lie closer
to the bulk valence band, making the lower section of
the TSS very short and half as steep.

Another system of the .CIVBVI/nD2.AV
2 B

VI
3 /mD1

series is a heterostructure, where the AV
2 B

VI
3 sublattice

is Sb2Te3. As can be seen in Fig. 15.11b, the surface
spectrum of Sn2Sb2Te5 also holds two TSSs with dog-

leg dispersion in the bandgap TSS. However, in contrast
to the case of Sn2Bi2Te5, the band shoulders arise near
the conduction band.
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Fig. 15.12 Spin-resolved surface electronic structure of
Pb2Bi2Te5
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On the other hand, if the .CIVBVI/n>1.A
V
2 B

VI
3 /mD1

heterostructure is built of a Bi2Te3 topological insula-
tor and trivial insulator sublattices, as in the case of
the Pb2Bi2Te5 compound, the only one band inversion,

provided by the Bi2Te3 sublattice, occurs in the bulk
spectrum. As a result, in this case a single Dirac state
with linear dispersion arises in the surface spectrum
(Fig. 15.12).

15.4 Phase-Change Materials

The Ge2Sb2Te5 compound is regarded as a pro-
totype conventional phase-change material (PCM)
[15.65–67]. It is known that this compound, i.e.,
(GeTe)nD2(Sb2Te3)mD1 heterostructure, can adopt four
different hexagonal layered structures [15.68]. Exper-
imentally, the most stable phase of Ge2Sb2Te5 is the
so-called Kooi structure [15.69], which is formed by
nonuple-layer building blocks, where GeTe bilayers
are incorporated into the Sb2Te3 QL, i.e., it has the
same structure as in .CIVBVI/nD2.AV

2 B
VI
3 /mD1 systems

with CIV = Pb, Sn. Other crystal phases are the Petrov
structure [15.70], in which the (GeTe)2 blocks are
sandwiched between Sb2Te3 QLs with a Ge-Te-Te-Ge
sequence within the block; the inverted-Petrov struc-
ture, with a Te-Ge-Ge-Te sequence; and the so-called
Ferro structure, in which the atomic layer sequence in
the (GeTe)2 block has the order Ge-Te-Ge-Te, i.e., as in
ferroelectric bulk GeTe.

The stability of these four structures is dependent
on temperature. It was shown by means of calcula-
tions of enthalpy as a function of temperature [15.71]
that the Kooi phase has the lowest enthalpy at 0K, in
agreement with earlier DFT results [15.68] and experi-
ments [15.69]. However, upon raising the temperature,
the enthalpy of the Kooi structure increases, and above
� 125K the Ferro phase becomes the most stable struc-
ture [15.71]. It has been established that the metastable
Petrov and inverted Petrov phases are involved in the
atomic mechanism of the crystal phase transformation
from the Kooi to Ferro structure [15.71].

For the low-temperature Kooi structure, the narrow-
gap band insulator phase has been obtained theoreti-
cally [15.68, 72, 73]. This is in contrast to the related
compounds Ge2Bi2Te5 and Sn2Sb(Bi)2Te5, which were
shown to be topological insulators [15.73, 74]. The
(GeTe)n(Sb2Te3)m compound with indices nD 1 and
mD 2 has also been predicted to be TI [15.43]. At the
same time, the DFT calculations for Ferro and Petrov
structures predicted the trivial band insulator phase,
while another metastable structure, the inverted Petrov
structure, was shown to possess the Dirac semimetal
phase [15.68]. We will deal with the electronic structure
of stable low-temperature Kooi and high-temperature
Ferro structures, whose equilibrium crystal structures
are shown in Fig. 15.13.

a) b)

Fig. 15.13a,b Unit cells of the (a) low-temperature Kooi
and (b) high-temperature Ferro phases of Ge2Sb2Te5

The calculated bulk band structure of the Kooi
phase demonstrates the insulating state with a gap
of 25.2meV in the middle of the �-A direction
(Fig. 15.14a, red lines), which gives a trivial band insu-
lator according to the Z2 topological invariant calcula-
tion. This result is in agreement with earlier calculation
data [15.68, 72, 73]. The small bandgap value obtained
may be an indication that the system is close to the
topological quantum phase transition (TQPT) and can
be converted into the topological phase by applying hy-
drostatic pressure, as was shown for the Sb2Se3 band
insulator [15.75, 76], or by increasing the spin–orbit
interaction strength. We checked the possibilities and
found that, with the increase in the hydrostatic pres-
sure (contraction of the cell volume), the gap gradually
shifts toward the A point, decreasing in magnitude, and
at � 10% volume contraction (corresponding to pres-
sure of 6.3GPa), the A-gap closes and a bulk Dirac
cone with linear dispersion is formed. With a further
increase in the pressure, when the system has gone
through the critical point of the TQPT, the A-point
gap reopens with inverted order of the bands; however,
under these conditions, the spectrum is metallic, and
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Fig. 15.14 (a) Bulk band structure of ordered Kooi phase with equilibrium crystal structure parameters (red solid lines,
VASP calculation; blue dashed lines, ABINIT calculation). (b) Band structure of Kooi-Ge2Sb2Te5 with Ge=Sb mixing
(VCA-ABINIT calculation) and (c) its magnified view near the A-gap, with indication of the weights of Te and Ge=Sb pz
orbitals (VCA-ABINIT calculation). (d) Surface electronic spectrum for Kooi-Ge2Sb2Te5 with Ge=Sb mixing. Red and
blue circles denote the positive and negative sign of the in-plane spin, respectively

hence the system can be characterized as a topological
metal. We also artificially increased the spin–orbit in-
teraction strength � in the ordered equilibrium structure
and found that, as in the case of hydrostatic pressure, it
leads to a shift of the gap toward the A point, along with
its narrowing. Upon a further increase in the spin–orbit
interaction strength, the gap becomes inverted, achiev-
ing at �=�0 D 1:4 a width of 76meV at the A point.
This result is in line with the fact that the TI phase was
predicted for Ge2Bi2Te5 [15.73], in which the atomic

spin–orbit coupling strength is larger owing to the larger
atomic mass of Bi as compared with Sb.

However, it is known from experiments that the
stable Ge2Sb2Te5 contains mixed Ge=Sb atomic lay-
ers [15.77]. This mixing has been taken into account
in the calculations within the virtual crystal approxi-
mation using the ABINIT code. The band structure for
the ordered phase with ABINIT code is in good agree-
ment with the VASP result (Fig. 15.14a, dashed blue
lines). The calculated spectrum has a gap of 29.5meV



Part
C
|15.5

464 Part C Electronic Structure Of Surfaces

in the middle of the �-A direction. Next, according to
the experiment [15.77], we constructed Ge0:56=Sb0:44
and Ge0:44=Sb0:56 virtual atoms for the outer and in-
ner Ge=Sb layers of NL, respectively. We find that in
the case of the mixed Ge=Sb atomic layers, a minimum
gap of 61meV appears at the A point (Fig. 15.14b)
and, being inverted (Fig. 15.14c), results in the nontriv-
ial topological invariant Z2 D 1. This signifies that the
Kooi structure possesses the TI quantum phase. There-
fore, Ge=Sb mixing in the Ge2Sb2Te5 Kooi structure
effectively increases the spin–orbit interaction. The sur-
face band structure for Ge2Sb2Te5 with mixed Ge=Sb
layers is shown in Fig. 15.14d. As can be seen, the
surface spectrum of the Kooi structure holds the topo-
logical surface state with the Dirac point at the Fermi
level.

The distinctive feature of the Ferro structure of
Ge2Sb2Te5 (Fig. 15.13b) is the lack of inversion sym-
metry. It results in the spin–orbit splitting of the bulk
energy spectrum (Fig. 15.15a), which resembles the
Rashba-like band splitting in the bulk GeTe [15.78].
The presented spectrum has a small gap of 11meV
in the A-H direction at kx � 0:1Å�1 away from the
A point. Near the gap, the spin texture differs from
the Rashba spin-helical picture and demonstrates al-
most collinear spin alignment perpendicular to the A-H
(kx) direction, with a sizable Sz component of the same
sign both below and above the gap (Fig. 15.15b). Away
from the H-A-L plane at kz D  =c˙ 0:015Å�1 (where
kz D  =c is the H-A-L plane), the gap closes, forming
a pair of Weyl nodes (Fig. 15.15c), which is a distinc-
tive feature of the topological Weyl semimetal (TWS)
phase.

The TWS can be realized by breaking either time-
reversal or inversion symmetry in a topological Dirac
semimetal [15.17]. In this regard, the appearance of
the TWS quantum phase in the Ge2Sb2Te5 with Ferro
structure can be understood from the comparison with
the intermediate inverted Petrov structure. The inverted
Petrov structure predicted to be a Dirac semimetal dif-
fers from the Ferro structure only in the atomic layer

sequence within the (GeTe)2 block, so that the latter is
inversion-asymmetric.

The Weyl topological phase is predicted to pro-
vide a realization of the chiral anomaly, giving rise
to a negative magnetoresistance under parallel electric
and magnetic fields, the semi-quantized anomalousHall
effect, unusual optical conductivity, and nonlocal trans-
port and local nonconservation of the current [15.79–
85]. At the surface, the bulk band topology should re-
sult in the formation of unusual surface states that form
disjoint Fermi arcs connecting the projections of the
Weyl nodes onto the surface Brillouin zone [15.86, 87].
The Fermi arcs are predicted to show unconventional
quantum oscillations in magneto-transport, as well as
unusual quantum interference effects in tunneling spec-
troscopy [15.87–90].

The Ge2Sb2Te5 compound with a Ferro structure
can adopt six different surface terminations depending
on the Sb2Te3 QL and GeTe bilayer sequence near the
cleavage plane. The geometries of the terminations are
shown schematically in the insets in Fig. 15.16. The
calculated surface electronic spectra (Fig. 15.16, odd
columns) demonstrate that all surface terminations hold
the trivial Rashba-split surface states resulting from
splitting off from bulk bands due to the band-bending
effect, which is negative for QL-GeTe-GeTe, GeTe-
GeTe-QL, and GeTe-QL-GeTe terminations (first col-
umn in Fig. 15.16) and positive for terminations shown
in the third column. Besides these states, as can be seen
in the Fermi surface maps (Fig. 15.16, even columns),
each surface termination holds the Fermi arcs connect-
ing the Weyl pairs. In most cases, the arcs connect the
Weyl nodes within each �-K pair, while in the case of
the TeGe-QL-TeGe termination, the arcs connect points
of neighboring pairs via the hole-like Rashba surface
state, which crosses the Fermi level twice in the �-M
direction, but once in �-K, and touches the Weyl nodes
on the conduction band side. A similar effect of Weyl
node reconnection was recently observed in the TWS
phase arising in BiTeI under pressure [15.91].

15.5 Conclusions

In this chapter we have demonstrated the diversity of
electronic states in natural topological heterostructures.
These ternary compounds, with the general formula
.CIVBVI/n.A

V
2 B

VI
3 /m, where A

V are elements of group V
D Bi;Sb; BVI are elements of group VI D Te;Se; and
group IV elements CIV D Ge, Sn, Pb, have layered
hexagonal crystal structures with two distinct sublat-
tices, one of which is the well-known topological insu-
lator AV

2 B
VI
3 such as Bi2Te3, and another sublattice can

be a strong topological insulator, topological crystalline
insulator, or trivial insulator. Depending on the elemen-
tal composition and stoichiometry, these heterostruc-
tures can possess a van der Waals superlattice structure,
may take the form of built-in sublattices within unique
structural blocks, or can demonstrate phase-change be-
havior with temperature. Such a wealth of structures
results in a wide variety of topological surface states
in these materials.
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tive/negative sign of the in-plane Sk spin components. (b) Spin-resolved constant energy contours taken below and above
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Fig. 15.16 Surface electronic structure for different Ferro-Ge2Sb2Te5 surface terminations (odd columns), whose structure is
shown in the insets, and corresponding Fermi surfaces (even columns). Small red points on the Fermi surfaces mark positions of
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In particular, most of the .CIVBVI/nD1.AV
2 B

VI
3 /m>1

superlattices, including PbBi4Te7, PbSb4Te7,
PbBi6Te10, SnBi4Te7, and SnBi6Te10 and others,
are 3-D Z2 topological insulators [15.43], while some
of them, like SnSb6Te10, are trivial insulators. The
topological insulator superlattices exhibit a more com-
plicated surface electronic structure and spin behavior
than their parents, thus providing an efficient way
to manipulate both the spin structure and the spatial
localization of the conducting state. They demonstrate
strong differences in the dispersion of the topological
surface state and its spin polarization depending on
the cleavage surface. Since in a real cleavage surface
the different surface terminations are present due to
the stepped morphology of the surface, the multiple
coexisting Dirac cones centered at the � point of the
reciprocal space arise in the ARPES spectra [15.58,
59]. These findings aid in understanding the diversity
of topological surface states in TI superlattices and
may pave the way for the application of topological
insulators to real spintronic devices.

The .CIVBVI/n>1.A
V
2 B

VI
3 /mD1 heterostructures con-

tain layers of AV
2 B

VI
3 topological insulator and CIVBVI

materials like SnTe and PbTe. The compounds with
the trivial band insulator sublattice PbTe, such as
Pb2Bi2Te5, demonstrate a linear Dirac state in the sur-
face spectrum similar to that in the parent binary TI. On
the other hand, heterostructures with a SnTe sublattice
(a material that is a topological crystalline insulator in
bulk phase), such as (SnTe)nD2;3(Bi(Sb)2Te3)mD1 com-
pounds, are Z2 topological insulators. In these TIs, two
spin-helical topological surface states arise at the �
point. These states reside in the bandgap and in the lo-
cal gap of the valence band. The latter TSS, lying deep
below the Fermi level, has a dispersion similar to that
in the Bi2Te3 TI, while the bandgap TSS demonstrates
an exotic dog-leg dispersion with two linear sections
of different slope and a very low-velocity shoulder sec-
tion between them. In Sn2Bi2Te5, the shoulders are
located in the middle of the gap, and the velocities
of carriers in the lower and upper linear sections dif-
fer by a factor of two. Thus, in contrast to all hitherto
known TIs, where the slope of the spin-helical TSS
is linear or varies smoothly with energy, the bandgap
TSS in the (SnTe)nD2;3(Bi2Te3)mD1 compounds shows
an abrupt switch of the velocity of topological carriers
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with a change in the Fermi surface topology in the nar-
row energy range (shoulder section), where the spin and
charge current should be blocked. This novel finding
paves a way for the efficient control of the group veloc-
ity with sufficiently large spin-current density by tuning
the chemical potential.

Another type of .CIVBVI/n>1.A
V
2 B

VI
3 /mD1 het-

erostructures comprises materials with a GeTe sublat-
tice, like the Ge2Sb2Te5 compound, which is a phase-
change material. The (GeTe)nD2(Sb2Te3)mD1 system
can adopt four different hexagonal layered structures.
At low temperatures it has a nonuple-layer structure
similar to the related compounds with Sn and Pb, while
in other phases the GeTe and Sb2Te3 sublattices are
separated and alternate along a c-axis as in (nD 1,
m> 1) structures. Thus, the temperature-induced struc-

tural phase transformation is accompanied by a quan-
tum topological phase transition from the TI phase in
the low-temperature Kooi crystal structure to the topo-
logical Weyl semimetal phase in the high-temperature
Ferro structure. Together with the earlier predicted
Dirac semimetal phase for the intermediate metastable
inverted Petrov structure, the TI and Weyl semimetal
phases form a rich topological family realized in the
same material. The Dirac surface states of TI, with po-
tential for spintronic applications, and the exotic bulk
and surface electronic states of TWS, providing an ideal
platform for many novel physical phenomena including
negative magnetoresistance, anomalous quantum Hall
effect, and chiral magnetic effect, can be realized in
Ge2Sb2Te5, substantially expanding the application po-
tential of this material.
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16. Energetic Ground State Calculations,
Electronic Band Structure at Surfaces

Gian Paolo Brivio , Guido Fratesi

Ground-state properties and electronic band
structures at surfaces are a very important field
of research in surface science not only for cataly-
sis, but more recently for organic electronics where
several sensitive experimental techniques have
been developed. Nowadays, a joint theoretical
and experimental effort based on exceptionally
improved computer power/algorithms and ex-
perimental advances is successful in describing
adsorption sites, geometry, reconstruction, and
many-body properties. In the first section, we fo-
cus on density functional theory (DFT) including
its historical improvements: generalized gradient
approximation, self-interaction correction, hybrid
functionals (orbital-dependent functional), and
phenomenological treatments of van der Waals
(vdW) interaction. After examining the methods
to compute band structures, we present organic
classes of molecules. Polycyclic aromatic hydrocar-
bons have attracted significant interest for organic
electronic devices, and are presented through ex-
amples of pentacene on silicon, noble metals,
and aluminum. Charge rearrangement/dipoles/
spin distributions induced by adsorption complete
this chapter.
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16.1 Preliminary Remarks

Energetic ground-state calculations and electronic band
structure at surfaces have been important fields of re-
search in surface science since crystallographic surfaces
were grown under ultrahigh vacuum conditions and
several surface-sensitive techniques were developed.
Currently clean, almost two-dimensional (2-D) periodic
surfaces can be obtained even after adsorbing complex
organic molecules.

Adsorption is a very relevant phenomenon and well
known are its implications for corrosion, heterogeneous
catalysis, and more recently for organic electronics.
But the understanding of such processes requires an

understanding of bonding of atoms and molecules at
solid surfaces. Nowadays, a joint experimental and the-
oretical effort, based on first-principles calculations,
strongly propelled by the enormously increased com-
puter power, is often successful in determining ad-
sorption sites, geometry, possible surface reconstruc-
tion, orientation of molecules, potential energy barriers,
wavefunctions, vibrations, and more recently in a few
cases many-body properties such as plasmon, polariton
on metals, magnons, etc. The density of states of the
clean surface and of the surface bands projected onto
the molecular eigenstates now enjoy clearer pictures.
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We can distinguish surface-projected bulk states, reso-
nant surface ones, and also localized surface electronic
states. Refined two-photon photoemission experiments
or inverse photoemission experiments have detected
image potential states determined by the long-range
Coulomb tails of the surface potential. Quantum well
states localized between an adsorbate overlayer and the
surface are also important. Surface states can be used
as a tool to monitor adsorption but may also occur as
a consequence of such phenomena.

The study of molecule–surface interaction boasts
a great variety of systems and of physical and chemical
properties. Large binding energy implies chemisorp-
tion. This is often the case of open-shell atoms, while
inorganic molecules may form strong bonds or dissoci-
ate by unsaturated states on the surface. In this respect,

alkali adatoms are benchmark systems of which the
state of knowledge is not only remarkable but reveals
unexpected phenomena such as the vertical diffusion
probed by 3He scattering. Physisorption is relevant in
the simpler noble gas–solid interaction but often also
dictates coupling both in an overlayer or in a thin film
of organic molecules. Adsorption of organic molecules
has opened up new research perspectives. In fact, such
moieties display an almost infinite possibility of com-
bining atoms to the required functionalization. Studies
have in particular focused on hybrid interfaces in which
an organic overlayer is adsorbed on an inorganic one, in
view of applications to photovoltaics and electronic de-
vices. Here molecular � and � states may couple to the
substrate and the vdW interaction often plays a crucial
role.

16.2 Density Functional Theory at Surfaces

Reliable theoretical models of the electronic properties
of surfaces are paramount to interpreting measure-
ments, to account for the molecule surface interaction,
and to suggest new routes to the experimental activ-
ity. In this respect, density functional theory (DFT)
is currently the most popular method because, first, it
is an ab initio approach and second, on the basis of
Hohenberg–Kohn–Sham theorems, it provides a quan-
tum description capable of handling several hundreds
of atoms. Its main limitation is related to an approxi-
mate treatment of the exchange-correlation functional
which is essentially semilocal in common implemen-
tations. A pairwise vdW interaction damped at shorter
distances, is usually added to remedy such an incom-
plete correlation. Apart from the computationally very
expensive methods of theoretical chemistry, the study
of ground states by DFT is sometimes implemented
by many-body perturbation theory. However, the size
of the system to be treated limits most of calculation
to density functional theory (plus a phenomenologi-
cal addition of the vdW coupling). Kohn–Sham (KS)
eigenstates are found to provide an approximate yet
useful description of electronic bands even though these
lie outside the realm of DFT being a ground-state the-
ory.

16.2.1 Theoretical Framework

Density functional theory currently constitutes the only
practical ab initio method for calculating the electronic
properties of condensed matter systems that allow one
to deal with a few thousand electrons (hundreds of
atoms) [16.1]. Consequently, it is the best approach to

deal with a realistic description of adsorbate systems
where the interaction between molecules and the sur-
face requires consideration of several layers. The DFT
formalism is based on the Hohenberg–Kohn theorem
which states that there is a one-to-one correspondence
between the charge density n.r/ of an N interacting
electron system and an external potential (up to a con-
stant) vext.r/ [16.2]. In practice, a condensed matter
system is fully identified by the electron–nuclei poten-
tial

vext.r/D�
X

a

Za
jr�Raj ; (16.1)

where Za and Ra are the atomic number and coordinate,
respectively, and atomic units are used throughout. The
ground-state charge n.r/ can be obtained by minimizing
the total energy functional

EŒn�D
Z

dr vext.r/n.r/CFŒn� ; (16.2)

with respect to variations of n.r/ over the possible
ground-state charge densities. The functional FŒn� is the
Hohenberg–Kohn functional which is independent of
the system.

However, the explicit form of FŒn� is not known.
For this reason Kohn and Sham resorted to construct-
ing a viable set of single-particle equations by af-
firming that for any electron problem one can make
fictitious single particle equations, subject to an exter-
nal potential veff.r/, such that the interacting system
ground-state density equals that of the noninteracting
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one neff.r/ [16.3]

n.r/D neff.r/ : (16.3)

The auxiliary problem equations, the so-called Kohn–
Sham (KS) equations, read as

�
�r

2
r

2
C veff.r/

�
'i.r/D "i'i.r/ ; (16.4)

and

n.r/D
NX

iD1
j'i.r/j2 : (16.5)

The KS equations can be worked out from the
Hohenberg–Kohn variational principle which ensures
that the functional EŒn� is stationary for small variations
of the charge density from the one which guarantees the
minimum energy, i.e., neff.r/ [16.3, 4]. One can find that

veff.r/D vext.r/C vH.Œn�; r/C vxc.Œn�; r/ ; (16.6)

where vH.r/ and vxc.r/ are the Hartree and the
exchange-correlation potential, respectively.

The KS approach is exact: its limitations are in
regard to the approximated choice of the exchange-
correlation potential defined as the functional derivative
of the exchange-correlation functional,

ıExcŒn.r/�
ın.r/

D vxc.r/ : (16.7)

Here ExcŒn� includes the electron–electron functional
minus the Coulomb classical one plus the kinetic energy
functional difference between the (unknown) correct
one and the single particle expression [16.4]. Approx-
imations to ExcŒn� will be discussed in the following
section.

Finally, we wish to remark on some important
points of the KS equations: (i) They can be solved self-
consistently; (ii) they allow for a magnetic solution;
(iii) differently from the Hartree–Fock (HF) approach
their eigenvalues cannot be associated to ionization en-
ergies, since the Koopmans’ theorem does not hold.
Only the highest occupied KS eigenvalue is exactly the
chemical potential of the system [16.5]. The KS eigen-
states cannot be interpreted as one-electron orbitals
since the sum of the squared magnitudes of the occu-
pied orbitals, i.e., the charge density, is the fundamental
quantity in DFT. However, both eigenfunctions and
eigenvalues may often be considered as one-electron or-
bitals and energies with a good accuracy.

The Local Density Approximation
The local density approximation (LDA) functional can
be defined by that of the exchange-correlation one for
the homogeneous electron gas. Though a very simpli-
fied expression the LDA provides a useful guess for
ExcŒn.r/� of several condensed matter systems [16.3].
In a spin-polarized form the LDA exchange-correlation
functional can be generalized to the local spin density
approximation (LSDA) to be written as

ExcŒn�
LSDAŒn"; n#�D

Z
n.r/"xc.n".r/; n#.r//dr ;

(16.8)

where n.r/D n".r/C n#.r/, and "xc is the exchange-
correlation energy per particle for a homogeneous
electron gas depending on its spin. Despite its simple
expression the L(S)DA has produced many relevant re-
sults [16.6]. For example, the bulk constants, cohesive
energies, and bulk moduli have been computed for C,
Si, Ge with very small differences with respect to the
experimental data, namely' 1% for the bulk constants,
' 4% for the cohesive energies, and ' 5% for the bulk
moduli. A detailed LDA-DFT study has demonstrated
that the diamond structure is the most stable one for
Si among several plausible ones [16.7]. The success of
L(S)DA for systems with rapid changes in n.r/ can be
explained by recalling a fundamental property of the
exchange-correlation hole nxc.r; r0/, defined as [16.8]

nxc.r; r0/D n2.r; r0/
n.r/

� n.r/ ; (16.9)

where n2.r; r0/ is the diagonal second-order density ma-
trix, which represents the conditional probability of
finding an electron in r0 if there is one in r. In an ex-
act theory

Z
nxc.r; r0/dr0 D�1 : (16.10)

The theorem in (16.10) is satisfied by the exchange-
correlation hole in L(S)DA. We also observe that
while the function nxc.r; r0/ is poorly estimated by
L(S)DA, the corresponding exchange-correlation func-
tional ELSDA

xc

ELSDA
xc D 1

2

Z
dr n.r/

Z
dr0

1

jr� r0jnxc.r; r
0/ ;

D 1

2

Z
dr

1Z

0

R2dR
1

R

Z
d˝ nxc.r;R/

(16.11)

only depends on the spherical average of nxc.r;R/ so
that ELSDA

xc is often a reliable approximation to the
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exchange correlation energy, since such a functional
displays only a weak dependence on the exact shape
of the exchange correlation hole [16.9].

The Generalized Gradient Approximation
Though being a very useful approximation, the L(S)DA
is often unable to supply quantitatively correct pre-
dictions of physical quantities, e.g., it overestimates
dissociation energies by � 1 eV and determines inac-
curate molecular atomization energies which turn out
to be about 1 eV smaller than the real ones [16.10].
All these errors are much above the chemical accuracy
of 43:36meV. To amend such discrepancies it seemed
rather obvious to introduce a semilocal exchange-
correlation functional also dependent on the charge
density. This expression is named the generalized gra-
dient approximation (GGA) in which the exchange
correlation functional EGGA

xc is given by

EGGA
xc D

Z
f
�
n".r/; n#.r/;rn".r/;rn#.r/

�
dr :

(16.12)

Note that (16.12) is called the generalized gradient
approximation because EGGA

xc does not simply include
a gradient expansion of the exchange-correlation func-
tional as occurs in the gradient expansion approxima-
tion. Such an approach does not fulfill some fundamen-
tal properties of the exchange-correlation hole leading
to results worse than those by L(S)DA. The merit of
the GGA is to describe the exchange correlation hole
more realistically than a sheer expansion in the den-
sity. To this aim real-space cutoffs are introduced, and
in analogy to L(S)DA the exchange hole is never posi-
tive, while the exchange and correlation holes integrate
to minus one and zero, respectively [16.9, 11–13].

In [16.14] the GGA is extensively applied to several
systems with consistent improvements in the calculated
properties. First ionization energies of 30 atoms and
atomization ones of simple hydrocarbons agree with
the experimental ones within a 10% error. For three
metals (Al, Na, Cs) studied with the stabilized jellium
model very good estimates of the work function and
the surface energy have been worked out [16.15]. The
GGA functional unlike the L(S)DA is not unique and
may contain empirical parameters. Among the most
successful ones we recall the functional by Perdew
and Wang (PW91) [16.11–14] by which the above-
mentioned results were computed; and the subsequent
Perdew, Burke, and Ernzerhof (PBE) [16.9, 16] and the
revised PBE (revPBE) ones [16.17, 18]. The PBE func-
tional is based on the PW91 one, but it exhibits a sim-
pler and more transparent form, only satisfies physically
important conditions, provides a precise account of the

linear response of the homogeneous electron gas, and it
scales correctly in the low- and high-density limit. For
all these reasons, the PBE functional is routinely pre-
ferred to the PW91. As a detail the revPBE functionals
substitute the value of the empirical parameter ( in the
exchange functional with one which best matches the
exchange function of the first-row atoms, which allows
obtaining better chemisorption energies [16.17, 18].

Failures of the DFT-GGA Method
Despite the very good results outlined in the previous
section, the GGA functional exhibits three important
drawbacks:

(i) The presence of a spurious self-interaction
[16.19];

(ii) The lack of discontinuities in the derivatives of the
total energy at N integer number of particles [16.8,
20];

(iii) The erroneous exponential long-range decay in-
teraction of an electron with a metal surface, for
which an example is given in Fig. 16.1, and the
inability to treat realistically the vdW interaction
between two molecules or a molecule and a sur-
face [16.21].

This last topic will be addressed later in this section.
(i) We recall that in the Hartree–Fock method the self-
interaction is correctly zero since for the same electron
the Hartree and the exchange term cancel out. For an
extended system of N electrons the right number of pair
interactions is given by N.N � 1/=2 and largely over-
comes that of the self-interaction proportional to N. But
for an atom or a small molecule the self-interaction
correction (SIC) is a relevant one. For this reason,
a modified functional to subtract spurious terms has
been suggested which corrected very well the ioniza-
tion energies of atoms [16.19]

ESIC D EapproxŒn"; n#�

�
X

˛;�

.JŒn˛;� �CEapproxŒn˛;� ; 0�/ :
(16.13)

The expression Eapprox is a conveniently approximated
classical plus exchange-correlation functional, while J
is the classical Coulomb one and hence the sum repre-
sents the SIC summed over all orbitals (˛; �). In (16.13)
the self-interaction is subtracted for each orbital and
creates an effective potential which is orbital dependent
in the KS equations. We shall come back to this prob-
lem later.

(ii) It is well known that the variational formula-
tion of DFT with the constraint of a fixed number of
particles and external potential vext is expressed via the
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Fig. 16.1 Effective KS LDA potential
at the surface of a jellium model
having the aluminum density (dark
brown). This curve shows an erro-
neous exponential decay towards
vacuum following the one (correct) of
the charge density. Hence, it misses
the interaction of an electron with
its image charge (whose potential is
depicted by the light brown line)

Lagrange multiplier � by

ı

�
EŒn���

Z
n.r/dr

�
D 0 ; (16.14)

which implies

ıEŒn�

ın.r/
D � : (16.15)

Following [16.22] (16.15) can be extended to a nonin-
teger number of particles N by considering a mixture of
pure states with fractional occupancy as an average. By
assuming that nN.r/ is the solution of (16.14) with par-
ticle number N the corresponding energy is EN D EŒnN �
and

@E

@N
D �.N/ : (16.16)

So the Lagrange multiplier � is the exact chemical po-
tential [16.4, 23].

By using fractional occupancy one can get the
ground-state energy of the system on varying the par-
ticle number N. Such an energy is formed by piecewise
segments joining with discontinuous derivatives at in-
teger N and allows one to get the first ionization I
and affinity energies A. For an atom with nuclear
charge Z [16.4]

I D E.Z� 1/�E.Z/ ; (16.17)

AD E.Z/�E.ZC 1/ : (16.18)

This behavior is described correctly by the exact DFT.
Instead LDA and GGA calculate such fractional en-
ergies E.Z/ with an unphysical curvature and wrong

minima at fractional occupancies. Such incorrect results
are associated to the spurious self-interaction of frac-
tional electrons introduced in the system and may be
amended by adding a Hubbard-like term U to the LDA
energy functional [16.20]: this approach is the so-called
LDA+U method. We finally point out that occupancies
entering the LDA+U functional are expressed as pro-
jections of the KS orbitals on a suitable localized basis
set. For this reason and like SIC this functional is orbital
dependent and nonlocal.

Orbital-Dependent Functionals
As pointed out in the previous section, orbital-
dependent functionals could be a useful implementation
to DFT. But we stress that in the KS equation the poten-
tial veff.r/must be local and the same one for all orbitals
to satisfy the Hohenberg–Kohn theorem [16.2]. So the
orbitals to evaluate the exchange term must be KS
orbitals which are generally different from the Hartree–
Fock (HF) ones and generate an exchange energy other
than the HF one and consequently two different corre-
lation energies (i.e., the total energy, equal in all exact
theories, minus the HF one) are determined in the two
methods. Note that the KS orbitals depend on the charge
density and are obtained solving the Schrödinger equa-
tion by a local multiplicative potential, while those
computed by orbital-specific potentials are not. This is
an important problem [16.10, 24] and much work has
been devoted to it outside the scope of this review. We
only remind the reader that in the optimized effective
potential formalism it has been demonstrated that at
first order in the density the energy functionals coin-
cide when the variation between the KS potential and
an orbital-dependent one is taken into account [16.10,
24]. Moreover, Gilbert’s theorem [16.25] established
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that a nonlocal external potential determines uniquely
the first-order density matrix, but from a known ground-
state wavefunction the external potential vext is not
given in a sole way [16.25].

A very popular class of orbital-dependent function-
als are the hybrid ones which incorporate part of the
exact exchange term from HF. First Becke realized that
the adiabatic connection formula [16.26, 27] could be
the correct tool to obtain rigorously the exchange cor-
relation energy Exc in the KS formalism and suggested
the following expression [16.26]

Exc ' 1

2
ExC 1

2
ELSDA
xc ; (16.19)

where Ex is the exchange energy of the KS orbitals.
Such half exchange plus half LSDA contributions was
improved into a three-parameter formula

Ehyb
xc D ELSDA

xc C a0
�
Ex �ELSDA

x

�

C ax�EGGA
x C ac�EGGA

c ;
(16.20)

where �EGGA
x and �EGGA

c are exchange and corre-
lation gradient corrections to their respective L(S)DA
expressions [16.10, 27]. A popular expression for the
exchange correlation functional is that by Becke,
Lee, Yang, and Parr (B3LYP) constituted by several
terms with constants referred to thermochemical data.
Such terms are: the LDA and HF exchange [16.28];
the gradient exchange correction by Becke; the Lee,
Yang, Parr correlation [16.29]; the coefficients of lo-
cal and gradient correlation functionals by Vosko,
Wilk, and Nusair [16.30]. With this functional one
obtains excellent atomization energies for the G2
set of molecules [16.31], and standard enthalpies of
formation, ionization, affinity energies of the G3/99
set [16.32]. For these reasons such a semiempirical
functional is widely used especially in the chemical sci-
entific community [16.10]. Several other hybrid func-
tionals have been proposed and we refer the reader to
specialized papers [16.33, 34].

The van der Waals Interaction
The vdW or London dispersion interaction is a quantum
effect due to the instantaneous zero-point fluctuations
of electrons determining multipole moments on a quan-
tum system which may induce other ones in other
moieties, which interact with each other. Such a cou-
pling is usually weaker than the electrostatic one but
is pervasive in materials science becoming more im-
portant for larger molecules, noble gases, and organic
molecule–surface systems. The polarizability of atoms,
also depending on their environment, is fundamental to
estimate the magnitude of the vdW forces [16.35–37].

The vdW coupling is attractive and behaves asymptot-
ically as R�6 for two atoms/molecules at distance R,
R�3 for a molecule–surface system, R�2 among two
metal surfaces [16.37]. Such an interaction is a many-
body phenomenon included in the exact DFT, but is not
accounted for correctly by the GGA and hybrid func-
tionals since they neglect instantaneous charge den-
sity fluctuations and correlations and solely consider
semilocal correlations. The rigorous treatment of the
vdW interactions should grasp their nonadditive and
nonlocal character but models with pairwise potentials
and fitted parameters can achieve good qualitative re-
sults in systems stemming from hybrid interfaces to
biomolecular compounds [16.35].

In this section, we would like to outline three meth-
ods capable of treating the vdW interaction within
DFT and which are suited to molecule–surface systems.
First, the Rutgers–Chalmers collaborative efforts, say
vdW DF and vdW DF2, succeeded in writing a seam-
less exchange-correlation functional as

EDF
xc D EGGA

x CELDA
c CEnl

c ; (16.21)

where EGGA
x is the exchange energy in the revPBE

approach, ELDA
c the LDA correlation energy, and Enl

c
the nonlocal correlation [16.38–40]. In this method,
one treats the nonlocal functional starting from the
adiabatic connection formula for the exact correlation
energy, [16.38, 40], and then makes an expansion in the
integrand to second order in O", O" being the dielectric
constant treated in the plasmon pole approximation. By
this approach, results in good agreement with experi-
ments were calculated for the interaction energies of
molecular dimers (duplexes) of the S22 complex set.
A comparison with quantum chemistry results of vdW
DF and vdW DF2 is shown in Fig. 16.2 [16.41]. The
vdW DF treatment has also been proven to be accu-
rate enough to study adsorption of organic molecules
on solids, see n-alkane adsorption on C(0001) deposited
on Pt(111) and n-butane on Cu(100), Cu(111), Au(111),
and Pt(111) [16.40], and to investigate adsorption of
organic molecules on solids, e.g., benzene and naphtha-
lene on graphite [16.42].

A semiempirical method was devised by Grimme in
which the vdW dispersion interaction between a couple
of atoms is assumed to have the well-known asymptotic
pairwise form, Edisp

Edisp D s6

Nat�1X

iD1

NatX

jD1

Cij
6

R6
ij

fdamp.Rij/ ; (16.22)

and we denote the total functional as

EDFT�D D EKS�DFTCEdisp : (16.23)
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Fig. 16.2a–c Comparison between vdW DF and quan-
tum chemistry (coupled cluster single-double and triple,
CCSDT) potential energy curves, for the best and the
worst case (among the S22 duplexes) of (a) hydrogen-
bonded, (b) dispersion-dominated, and (c) mixed duplexes.
Insets compare the shapes near the minima upon aligning
to a common minimum point (Reprinted figure with per-
mission from [16.41]. Coypright 2010 by the American
Physical Society) I

In (16.22) Nat is the number of atoms in the system,
Cij
6 are the dispersion coefficients, Rij the interatomic

distances, s6 is a scaling factor depending on the used
approximate functional in the KS scheme. The damping
function fdamp.Rij/ is equal to 1 for large R and becomes
very small for R going to zero. In the D2 scheme the
dispersion coefficients are given by a geometric mean
of the atomic ones

Cij
6 D

q
Ci
6C

j
6 : (16.24)

As the coefficient C6 is proportional to the ioniza-
tion potential and the static dipole polarizability, it acts
as a predetermined quantity which does not take into
account modifications of the physical and chemical en-
vironment [16.43]. To consider such effects in the C6

coefficients Grimme’s group later introduced the D3
scheme which takes into account the number of neigh-
bors of each atom [16.44]. The larger the coordination
the smaller the coefficientCi

6 of atom i, since the atom is
somewhat compressed. In the numerical procedure one
starts from a reference set of C6 coefficients for each
pair of atoms depending on their properties (location,
hybridization). Interpolating among them by varying
the number of neighbors one can obtain continuously
changing C6 values. The accuracy of this approach is
confirmed by several results discussed in [16.44] and
makes it a very useful tool in adsorption calculations
also for organic molecules [16.45].

A different idea to take into account the environ-
mental effects in the calculation of Cij

6 is to introduce
the effective volume of an atom which is different from
the free one. By using a Hirshfeld atomic partitioning
weight wA.r/ for atom A, the coefficient CAA

6 for an
atom inside a molecule or a solid is scaled by the
squared ratio of its volume in the molecule/solid and
in the free atom within a self-consistent procedure.
Then an equation for the coefficient between two atoms
CAB
6 is provided in terms of CAA

6 , CBB
6 and the static

atomic polarizability. Finally, the dispersion interaction
is written as a pairwise summation like (16.22) [16.46].
This is often named the Tkachenko–Scheffler PBEvdW
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method. Another approach within an atomic pair
summation is the so called vdW-surf approach, which
is more recent [16.47]. In this treatment many-body
effects are taken into account by employing the
Lifshitz–Zaremba–Kohn theory [16.48] to write the
dispersion coefficient which includes the polarizability
of the atoms and the dielectric constant of the solid. For
a realistic calculation of adsorption energies one has
also to take into account rapid variation of CAB

6 near the
surface which may be described by a varying effective
dimensionless volume, Vi

eff, to be determined via
the Hirshfeld method. The effective Cii

6;eff coefficient
attains the final form Cii

6;effD ŒVi
eff�

2Cii
6;bulk [16.47].

Accurate estimates of geometries and adsorption ener-
gies of perylene-3,4,9,10-tetracarboxylic dianhydride
(PTCDA) on noble metals and Xe and benzene on
transition metal surfaces have been worked out [16.47,
49]. For an up to date review on vdW interaction for
adsorption of organic molecules at metals see [16.50].

Finally we wish to recall that both for a more ac-
curate description of the ground state, and for excited
ones, time dependent (TD) DFT and many-body pertur-
bation theory are started being used with more stringent
limitations of size [16.51].

16.2.2 Model Geometries

Cluster
The cluster model was introduced for the study of
catalysis describing the system, i.e., a nanoparticle or
a surface with an adsorbate, by a cluster of atoms plus
the admolecule. Among the advantages of such an ap-
proach the treatment of localized effects, the convenient
usage of computational chemistry methods. Difficulties
may arise for the convergence of results with the clus-
ter size and unwanted surface effects since the cluster
displays several surfaces not just the one on which the
adsorbate is located. This determines a large number of
uncoordinated atoms and possibly surface charges to be
compensated. The cluster model has proven successful,
e.g., in evaluating the optical absorption spectra of ad-
sorbed dyes [16.52] and, with suitable embedding tech-
niques, in relation to the free energy of proton abstrac-
tion from water at TiO2.110/ [16.53], but its relevance
has historically decreased in favor of the slab approach.
For recent reviews on the cluster model see [16.54, 55].

Slab
The slab approach describes the surface plus the adsor-
bate as a film of a few 2-D periodic layers accounting
for the solid plus an adsorbate overlayer usually de-
posited on one of the two surfaces. On the 2-D periodic
surface, for which the surface parallel momentum K is
a good quantum number, by using Bloch waves as a lin-

ear combination of a set of localized orbitals l at lattice
site i, say f'˛ig, the electronic energies can be obtained
by the following secular equation for the wavefunction
coefficient cˇj [16.8]

X

ˇj

�
H˛i;ˇj �EKS˛i;ˇj

�
cˇj D 0 ; (16.25)

where H˛i;ˇj are the matrix elements of the KS Hamil-
tonian, while S˛i;ˇj represent the overlap ones. A way
to recover three-dimensional (3-D) periodicity in the
direction Oz normal to the surface is to repeat the slab
adding a vacuum portion between replicas which has to
be wide enough to avoid the spurious interaction [16.8,
56, 57]. A particularly useful basis set for this 3-D su-
percell geometry is represented by plane waves [16.8,
57]. If solved on a plane wave basis set, the supercell
method requires a larger basis than the localized one
of the 2-D slab approach but matrix elements of plane
waves are easier to compute and converge. Indeed, for
plane wave basis sets, the only parameter is the ki-
netic energy cutoff that can be increased without any
bias. Practically, two kinetic energy cutoffs are chosen
in representing the wavefunctions (Ec; ) and the charge
density (Ec;�, with Ec;� ¤ Ec; to properly describe ul-
trasoft pseudopotentials and ones with nonlocal core
corrections). As a matter of fact the surface study within
the supercell approach translates into a bulk problem
but for a 2-D integration of the Brillouin zone, so the
reader can be referred to textbooks on electronic struc-
ture calculation for practicalities [16.58].

The Extended Substrate
The models so far discussed provide computationally
viable methods to calculate surface properties by sys-
tems that are finite in the direction orthogonal to the
surface. However, one should not ignore that the thick-
ness of the substrate in a typical experiment is sev-
eral orders of magnitude larger and hence better rep-
resented by a semi-infinite one. For this reason, ap-
proaches based on Green’s function accounting for the
continuous spectrum of the solid were contrived. Such
methods more recently formulated within DFT-KS in-
clude the Dyson equation [16.59–61], the embedded
cluster [16.62–64], and Green’s functionmatching tech-
niques [16.65–68]. Owing to the extraordinary increase
in computer performance in the last two decades, ca-
pable now of handling routine DFT simulations with
several hundred atoms, the above methods have become
less popular than the computationally simpler supercell
approach to calculate adsorption geometries and ener-
gies. Such a technique also allows one to attain a very
good description of bond structures, density of states
(DOS), and spectroscopies of adsorbates. Only if the
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detailed features of narrow peaks in the adsorbate pro-
jected density of states (PDOS) are required, e.g., to
obtain information on the elastic linewidths of surface
states, does the continuum of substrate states in the cal-
culation appear to be beneficial [16.69]. Finally, we re-
port that recently a Green’s function approach adapted
from quantum transport theory [16.70] has been suc-
cessfully employed in the calculation of the lifetimes
of the lowest unoccupied molecular orbital (LUMO) of
organic molecules on rutile TiO2.110/ [16.71] and of
the LUMO of core-excited pyridine onAu(111) [16.72],
via the inverse of the linewidth of this state. The for-
mer result may help in understanding charge transfer
in dye-sensitized solar cells, the latter being bidirec-
tional electron transport in femtosecond phenomena.
To show the computational suitability of this approach
for calculating the PDOS of molecules on solids com-

pared to the finite size models we observe that the res-
olution of the LUMO PDOS of perylene compounds
on a (TiO2/60 cluster is very approximate [16.73]. If
one adopts a slab geometry, a 2-D unit cell of rutile
TiO2.110/ .3�1/, and a required resolution of 2meV in
the PDOS for the fixed surface wavevector, one is forced
to use more than 50 trilayers of semiconductor which
would make the calculation very cumbersome. Instead
using the above-mentionedGreen’s functionmethod we
can determine the PDOS on a molecular orbital of an
adsorbate, ˚ of energy E˚ , by the imaginary part of
the Green’s function. Thus, we can fit the result with
a Lorentzian function with full width at half maximum
(fwhm) � [16.71]

P˚ / 1

 

�

.E�E˚ /2C� 2
: (16.26)

16.3 Electronic States at Surfaces

Surface intrinsic electronic states, which decay expo-
nentially both towards vacuum and bulk, may occur
when 3-D bulk periodicity is broken by a surface. Tradi-
tionally, they are distinguished as Shockley [16.74] and
Tamm [16.75] states. The derivation of such states is ex-
tensively described in several books [16.76, 77], which
we refer the reader to for a thorough treatment. Here it
suffices to outline the main properties.

16.3.1 Bulk Bands from the Surface
Viewpoint

Given that bulk electronic states persist in the presence
of the surface, their identification in terms of the surface
symmetry is a necessary prerequisite for the description
of genuine surface electronic states. This calls for ob-
taining the so-called surface-projected band structure.
A 3-D wavevector k is decomposed in the components
parallel and perpendicular to the surface, kD KCk?, so
that bulk Block states �n.k/, with n the band index, can
be labeled by a joint index .n; k?/ and studied as a func-
tion of K: �n;k? .K/. Notice that, at variance of n, k? can
span a continuum of values so that energy ranges, rather
than discrete values, are allowed for �n;k?.K/.

As an example we consider a simple cubic solid
within the tight-binding model, having a single band
with analytic form �.k/D�VŒcos.kxa/C cos.kya/C
cos.kza/�, and derive the (001) surface band structure.
Namely, we are interested in the energy ranges acces-
sible at fixed K D .kx; ky/ as a function of kz in the
interval Œ� =a;  =a�. These ranges, evaluated at the
high-symmetry points of the surface Brillouin zone, are
Œ�3V;�V� for K D N� , Œ�V; V� for K D NX, and ŒV; 3V�

for K D NM. Overall, the band structure depicted in
Fig. 16.3 is obtained.

As a more realistic example we consider the case
of a face-centered-cubic metal, Cu(111). In practical
ab initio calculation a bulk conventional unit cell with
three atoms following the ABC stacking of atomic
planes along the (111) direction can be constructed,
and the bands plotted for different values of k?. One
obtains a spaghetti plot becoming denser with a finer
sampling of k?, that is reported in Fig. 16.4 as a gray
area. Especially interesting is the presence of bulk-
forbidden energy regions (surface-projected band gaps)
where surface electronic states can exist. Such plots can
be compared to the electronic structure in the presence
of the surface. To that purpose, in Fig. 16.4 the states
of a 30-atom-thick Cu(111) slab are reported, corre-
sponding to 30 possible values of k?. There, additional
features emerge, in the surface-projected band gaps or
overlapping with bulk bands, that originate from the
surface modification of the electronic potential and are
discussed in the next paragraphs.

16.3.2 Shockley and Tamm States

In a simple picture of Shockley states we consider
a periodic solid described by the nearly free elec-
tron model. Even if the lattice potential is treated as
a small perturbation, its effect is to open up gaps in
the band structure in which localized states may exist
near the surface. Within the gap no solution is found
for real wavevector k. Formally, we look for wave-
functions with complex k and imaginary part kI > 0.
Assume that the lattice periodic potential is interrupted
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Fig. 16.4 Band structure of a slab
consisting of 30 Cu(111) layers,
calculated at the KS PBE level of
theory in the absence of surface
relaxations. Brown circles mark states
whose weight on the first/last Cu
layers is > 25%. The gray shaded
area is the surface-projected band
structure

at zD z0 (z being the direction normal to the surface so
that r� .R; z/) by a step function of height W0, a sur-
face is created at zD z0 and vacuum extends in the
semi space �1 < z < z0. The complex wavefunction
involves a factor exp .�kIz/ decreasing exponentially
for positive and diverging for negative z0, respectively.
The latter solutions are incorrect for infinite bulk but
are acceptable for a semi-infinite solid if they can be
matched to decaying waves in vacuum of the form
 out / exp.(z/ exp.iK �R/, where ( is real and positive
and equal to

( D
�
2

�
W0 �EC K2

2

��1=2
: (16.27)

By equating the logarithmic derivatives of the wave-
functions,  in, decaying into bulk, with  out we ob-
tain (. Such a state localized at the surface is named
the Shockley state.

An alternative way to describe surface states is to
make use of the tight-binding method which is useful
when the extension of the atomic orbitals in the solid is
less than the interatomic spacing and so applicable to
the study of narrow bands of transition metals and ac-
tinides. In this framework consider the slab model with
infinite periodic atomic planes, identical atoms, and one
atom per unit cell. In (16.25) one can write

c˛i.p/.K/D exp .iK �Ri/c˛p.K/ ; (16.28)
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whereRi is a 2-D lattice vector while p labels the atomic
plane of atom i. If P is the number of planes one solves
a secular equation like (16.25) of dimension lP� lP.

An elegant approach to compute the system bands
is to avail oneself of a continued fraction technique
within the single-particle Green’s function. If we con-
sider a linear chain in the Hückel approximation, i.e.,
there is a single non-zero resonance integral only for
non nearest neighbors, with value ˇ (with ˇ > 0), while
overlap is zero for orbitals in different sites, and modify
the atomic orbital, say ˛s for the first atom in the chain,
two localized orbitals occur, that are named Tamm
states. One with energy above that of the band for ˛s >
ˇ and one below it for ˛s < �ˇ. To take into account
a simple solid with a chemisorbed atom Grimley also
changed the resonance integral between the adatom and
its nearest neighbor. According to the parameters one or
two localized states may exist, which lying outside the
band describe the formation of a localized bond [16.78].
A well-known example of Shockley and Tamm states
is provided by the noble metal surfaces. For Cu(111)
angle-resolved photoemission spectroscopy (ARPES)
and DFT calculations [16.79–81] determined a fairly
parabolic (sp) Shockley state, crossing the Fermi level,
"F, along the N� NM and N� NK paths, with a minimum about
0:5 eV below "F. A d-like fairly dispersionless Tamm
state was measured and computed just above the pro-
jected bulk d band around NM and at about �2:0 eV
below "F. See also Fig. 16.4. Along the direction N� NM
this state merges into the d band and becomes a surface
resonant state, defined as a state which preserves an en-
hanced amplitude at the surface but propagates into bulk
like a Bloch wave [16.82].

16.3.3 Quantum Well States

If we deposit ultrathin layers of atoms or molecules
on the surface constituted of a different material one-
dimensional (1-D) potential wells could be formed in
the Oz-direction. Such systems may display localized
quantized states typical of a particle in a box and hence
are named quantumwell (QW) states. Several examples
of such states are found in semiconductor heterostruc-
tures and metal atoms on metal surfaces. For a review
on the latter systems see [16.83].

16.3.4 Image States

Together with Shockley and Tamm surface states a free
surface exhibits surface states generated by the image
potential (IP). In classical physics if an electron is at
distance z from a metal, the electron–surface interaction
can be calculated by replacing it with the interaction of
an electron of charge ewith a positive charge�e (image

charge) at position z inside the metal. One obtains

Vclass
image.z/D�

e2

4z
: (16.29)

In a microscopic quantum treatment in which the metal
is described by a semi-infinite jellium the distance z is
substituted by that with reference to a plane with coor-
dinate zimage which is the center of gravity of the metal
polarization charge [16.85]. At large enough distances
from the surface one can write

Vimage.z/D� e2

4.z� zimage/
: (16.30)

The combination of the potential formed by the sur-
face repulsive barrier (that occurs if a gap is present
in the surface-projected bulk band structure) and of
Vimage.z/ generates weakly bound states with wavefunc-
tions mainly located outside the surface [16.86]. They
constitute a Rydberg-like series with energies En

En D �0:85
.nC a/2

eV : (16.31)

The constant a depends on the surface, the width of the
energy gap, and its position with respect to vacuum.
Inverse (IPES) and two-photon (2PP) photoemission
spectroscopy are the experimental techniques of choice
to investigate IP states (IPS). Finally, we remark on
a new effect for IPS due to the spin–orbit Rashba ef-
fect [16.87]. Measurements performed with 2PP and
circular dichroism coupled to DFT calculations with the
phenomenological addition of the IP and based on the
Green function embedding approach of Ishida [16.67]
have shown that the spin–orbit interaction splits up the
IPS with nD 1 on Au(001). Namely the energy splitting
is zero at K D 0 and increases along the N� NX direction
being larger than 20meV for K D 0:25Å�1 [16.88].

16.3.5 Lifetimes of Surface States

The study of lifetimes of excited electron (or holes be-
low the Fermi level) states is very important in physics.
Their knowledge allows one to ascertain the duration
and the extent of the influence of an excitation and they
are strictly related to the dynamics of charge and en-
ergy transfer and of screening including the effect of
surface vibrations. For a free metal surface, even when
the elastic lifetime is infinite, other effects are present,
namely the electron–electron interaction (inelastic life-
time) and the phonon one (vibrational lifetime). The
former phenomenon leads to lower energy surface or
bulk electrons together with the creation of an electron–
hole pair. A nice schematic picture of such processes
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Fig. 16.5 Schematic projected bulk
band structure (shaded areas) for the
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and image-potential bands (n 	 1).
Arrows indicate possible electron–
electron (ee), electron–phonon
(ep), and defect (def) scattering
processes (Reprinted with permission
from [16.84] with permission from
Elsevier)

for the Shockley state on Cu(111) and Cu(100) and
IP bands is provided by [16.84, Fig. 1] which is re-
peated here (Fig. 16.5). While ARPES is limited to
measuring lifetimes of hole states, scanning tunnel-
ing spectroscopy (STS) can explore those of states
above and below the Fermi level. The interaction of
an electron with the metal bands is described by the
GW method using the random-phase approximation
(RPA) or by time-dependent density functional theory
(TDDFT) [16.89]. Results for the lifetimes, � , of the
(111) face of noble metals worked out by theory includ-
ing the phonon contribution and STS experiments were
found in excellent agreement. For Cu(111) at the band
edge of the Shockley state both theory and experiments
predict � � 21meV [16.90].

16.3.6 Recent Results for Organic
Adsorbates

Over the last 40 years several investigations have dealt
with the modification of surface states by adsorp-
tion [16.91–93]. In this review we concentrate on very
recent results regarding the effects of adsorption of or-
ganic molecules on surface states. To obtain a thorough
understanding of the properties of the interface be-
tween an organic semiconductor and a metal, research
has addressed by 2PP experiments the electronic states
of hexa-cata-hexabenzocoronene (HBC), a promising
photovoltaic material, on Cu(111) [16.94]. It is shown
by increasing the coverage � from 0 to 2ML (mono-
layers) that the Shockley state is quenched and the

work function ˚ of the HBC=Cu system decreases
due to a combination of push back and electron trans-
fer. New states appear at larger HBC coverage and
are interpreted as IPS modified by the molecular layer
on the metal. An interesting behavior of the Shock-
ley state is found for NTCDA (1,4,5,8-naphthalene
tetracarboxylic dianhydride) on Au(111) [16.95]. It is
known that by deposition of a low amount of alkali
atoms (Na) on noble metals an increase of the bind-
ing energy of the Shockley band occurs. The Shockley
state is also sensitive to the presence of an organic
film which displaces it upwards. In [16.95] the two
effects are combined. First one covers Au(111) with
a small amount of Na shifting down the Shockley
state and then one deposits a monolayer of NTCDA:
the Shockley state modifies its energy which appears
very similar to that on clean Au(111) and suggests
a very weak interaction between NTCDA and the metal.
So this work outlines the importance of the behav-
ior of Shockley states and the effect of alkali adatoms
in controlling organic molecule adsorption and charge
transfer. Among a variety of applications, scanning
tunneling microscopy (STM) has been demonstrated
to be able to induce nonlocal manipulations leading
to molecular desorption [16.96]. The experiment con-
sidered chlorobenzene molecules on Si(111)-.7� 7/
and showed that charge injection from an STM tip
with positive voltage V can cause molecular desorp-
tion once V reaches the desorption threshold. The
effect decreases exponentially (' 100Å) from the lo-
cation of the injected charge. From the electronic
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point of view charge is transferred from the STM tip
to a new surface state predominantly located at faulted
rest and unfaulted rest atoms which is the threshold

surface state for nonlocal desorption and hints at new
ways of long-range surface manipulation via surface
states [16.97].

16.4 Adsorption of Simple Atoms and Molecules

Adsorption is a phenomenon by which the surface of
a solid links molecules from a gas or a liquid. It is
generally a spontaneous one which is accompanied by
a decrease of the free energy of the system and of en-
tropy. The process is exothermic and the released heat
is called heat of adsorption. Chemical adsorption or
chemisorption requires a higher production of heat and
often needs to overcome a barrier of activation energy.
Physical adsorption or physisorption always occurs and
asks for a lower energy of adsorption. Chemisorption
does not always occur, but couples to physisorption
when the molecules are closer to the surface and chem-
ical bonds are formed.

The variety of adsorption phenomena, the possibil-
ity of covering only a small fraction of the solid surface
(in percentage), a full layer or overlayer, from few to
several layers, the enormous amount of different adsor-
bates from the simplest, hydrogen, to molecules with
hundreds of atoms opens up an incredible number of
new effects. This somewhat limits our treatment to pro-
totypes of the main classes of adsorption.

16.4.1 Chemisorption of Simple Atoms
and Molecules

The modern age of chemisorption started with
Grimley [16.98] and later Grimley [16.99] and
Newns [16.100] who independently adapted the Ander-
son model for magnetic impurities to chemisorption.
They pointed out that the energy of an orbital of
a chemisorbed atom is equal to "A˙� D EAC JAnA� ,
where JA is the Coulomb repulsion. So the effective
energy of an orbital depends on its occupancy by an
electron of opposite spin. Contrarily the occupancy of
an orbital nA˙� depends on the distance of an orbital of
opposite spin "A� from the Fermi level. This indeed
shows that chemisorption cannot be treated in a one-
electron picture. We have seen how DFT progressed to
supply a realistic tool to calculate the energetic and of-
ten with the help of experimental data the exact position
of adsorbed molecules also with several atoms. Follow-
ing Grimley and Newns,Hammer andNorskov [16.101]
provided simple models to interpret the results by DFT
which well account for the main trends of chemisorp-
tion and in which a fundamental role is played by the lo-
cal density of states (LDOS). Take oxygen chemisorp-
tion on metals; we can imagine that this process occurs

in two steps. First, the adsorbate 2p state interacts
with the wide sp metal band and causes a single res-
onance. Its interaction with the narrower d band (strong
coupling in the Grimely–Newns’ model) splits it into
two states: one bonding and the other one antibond-
ing, below and above the d band, respectively. The
adsorption energy can be written as Eads D E0CEhybr.
Although the larger energy is the sp contribution, this
is practically constant for all metals while the second
term allows one to distinguish between different val-
ues of adsorption energy. In the case of Cu, Ag, and
Au the antibonding band is completely filled and re-
pulsive, while if we move on the left of the periodic
table the antibonding state becomes depopulated as the
d band shifts upwards and chemisorption becomes in-
creasingly stronger: '�0:6 eV (Ag); '�0:9 eV (Pd);
'�2:8 eV (Ru); '�3:5 eV (Tc); '�4:00 eV (Mo);
�4:2 eV (Nb), with the d band center roughly increas-
ing from �4:0 to 2:0 eV, correspondingly.

To examine the molecular adsorption consider as
a benchmark system the adsorption of CO. Experimen-
tal and theoretical studies suggest that electron donation
from the CO 5� filled orbital to the sp and d bands
and backdonation from these bands to the 5� empty
orbital is mainly the origin of this chemisorption phe-
nomenon. The interaction with the sp band of the metals
determines a downshift and broadening of 5� and 2��
orbitals, and with the d band, two bonding and two an-
tibonding states below and above the pristine states.
In conclusion, the d band contribution to the adsorp-
tion energy Ed�ads can be expressed in the form of
a hybridization gain for the 5� orbital and an orthog-
onalization cost for the 2� one. Analogously to oxygen
if we move from noble metals to the right of the pe-
riodic table we span from dissociated CO (from Ag to
Rh) to about �3:0 eV CO chemisorption for Nd.

Another fundamental question in chemisorption re-
gards bond-making and breaking. For H dissociation
bonding and antibonding states similar to atomic ad-
sorption display a bond which is a little stretched. In
this case, bonding and antibonding states similarly to
atomic adsorption occur, while for stretched bonds the
electronic structure of the molecule is alike that of the
final state.

Very recently a sophisticated calculation was pro-
vided by Schimka et al., who abandoned the most recent
functionals for alternative methods based on the many-
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electron approach with the RPA [16.51]. In fact even
for a small molecules like CO on Pt(111) the usual
semilocal functionals tend to overestimate chemisorp-
tion energy and not provide the correct monoxide site.
When exact Hartree–Fock exchange is combined with
RPA we observe that the adsorption energy decreases
which is due to interaction of the two frontier orbitals
of CO, the 5� and the 2�� with the metal states. The
5� orbitals are partially filled above "F determining
a strong interaction in the atop site. The RPA also re-
stores the correct order in energy for the most critical
cases lowering the binding energy by 350�550meV:
�0:42 eV (adsorbed on Cu(111) in the top site) <
�0:32 eV (Cu, face-centered cubic site, fcc); �1:31 eV
(Pt top) < �1:23 eV (Pt fcc); and �1:43 eV (Rh top) <
�1:28 eV (Rh, hexagonal close packed, hcp). Another
example is benzene on ferromagnetic Ni(111). In the
RPA the experimentally observed hollow site is favored
while the total adsorption energy is instead lowered by
RPA (�0:95meV) compared to PBE (�0:65meV) ow-
ing to a strong vdW bond.

Alkali Atoms on Metals
Among atomic adsorbates, alkali metal adsorbed on
metal surfaces have been the subject of intense in-
vestigations in order to clarify fundamental issues in
adsorption phenomena, as well as for their technolog-
ical relevance as workfunction modifiers and surface
dopants. Early description of this prototypical system
dates to about 80 years ago with the Langmuir–Gurney
model [16.102, 103]. The knowledge of this appar-
ently simple system has remarkably improved during
the last three decades showing the occurrence of var-
ious nontrivial phenomena overcoming the Langmuir–
Gurney model, as reviewed by several authors in the
past [16.104, 105] and more recently [16.106].

One example of peculiar phenomena lies in the cor-
related vertical diffusionmotion observed for Na atoms
on copper. Measurements of surface diffusion based on
helium atom scattering for Na=Cu.001/ have proven
to be unable to explain an observed coverage depen-
dence of the 2-D motion [16.107]. By high-resolution
3He spin-echo, Alexandrowicz et al., [16.108] could
demonstrate that experimental findings are accurately
reproduced upon introducing an explicit dependence of
the Na coordinate on the local adsorbate concentration,
that is a time-dependent quantity at finite temperature,
hence leading to a confined motion also along the sur-
face normal, occurring on the same timescale as the
diffusive motion. However, a coverage dependence of
the Na–surface bond length is not expected [16.105].
DFT simulations [16.109] could eventually clarify this
puzzle demonstrating that, while the Na�Cu bond is
minimally affected by adsorbate concentration, the ex-

tent of the electronic density towards vacuum is mod-
ified considerably because of the dipole electric field
induced by the other adsorbates. As the adsorbate dis-
tribution is inhomogeneous and time-dependent, this
translates into a time evolution of the turning point for
the scattered probe atoms. Related (yet static) electronic
effects occur in emphasizing the corrugation of quasi-1-
D structures observed by helium atom scattering (HAS)
for Li and Na on Cu(001) as coverage approaches
saturation, where changes in the atomic height are ir-
relevant. We will return to this case when discussing
adsorption dipoles (Sect. 16.5.2).

Alkali atoms are also prototypical effects for the
study of surface diffusion phenomena. Considering
again Na on copper, the effects of step on surface diffu-
sion have been studied by adopting a vicinal Cu(115)
surface [16.110]. Motion is anisotropic and occurs
prevalently parallel to the step edges, following intu-
ition. Additionally, Na�Na collective effects described
above are also anisotropic, pointing to a screened inter-
action for adsorbates on different terraces.

16.4.2 Physisorption of Noble Gases
on Metals

Adsorption of noble gases is for several reasons an im-
portant topic in surface science. Already about 50 years
ago Scoles et al. [16.111] and Boato et al. [16.112]
performed the first experiments of diffraction of light
noble atoms on solid surfaces. This technique has been
extensively applied by Toennies et al. [16.113] and
other scientists to obtain a detailed dispersion relation-
ship of phonons on several surfaces. More recently,
Allison et al. have employed beams of the fermion
isotope 3He to check the diffusion of alkali adatoms
(Chap. 15) [16.114]. Ar, Kr, and Xe have been used for
microscopic tribological models for perspective techno-
logical applications.

Being atoms with closed-shell systems, noble gases
interact with a surface mainly with vdW or London
dispersion forces by instantaneous dipoles. For this
reason their bond to the surface is a physisorption
one where we have already observed that DFT with
semilocal corrections is not sufficient. The weakness
of the interaction between the atom and the surface
introduces the main complication since the adsorption
energy is strongly dependent on correlation so that a lo-
cal (semilocal) qualitative estimate, sufficient at shorter
distances for a chemical bond, is insufficient to yield
vdW energies, in which the polarizability of the probe
and the long-wavelength dielectric constant are miss-
ing. Still LDA/GGA DFT treatments have supplied
important information. A general property, validated by
GGA-DFT, independent of the functional, is that the
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equilibrium distance from the surface increases from
Xe to Ar and it correlates with the adsorption energy
that varies from a few meV for He to �320=�360meV
for the heaviest one, Xe. The results of Da Silva
and Stampfl [16.115], confirmed by low-energy elec-
tron diffraction (LEED) measurements, found that Xe
adatoms preferentially bind to low-coordination top
sites instead of the highly coordinated hollow sites on
metals because when charges of the atom and of the
metal begin to overlap, Pauli repulsion is present and
electrons are transferred more easily from atoms ad-
sorbed on top sites than on hollow sites getting the atom
closer on top. Nonlocal vdW DF functionals showed
later that the hollow sites for Xe are maxima and the
atop site a true minimum [16.51]. This phenomenon
holds for close-packed surfaces, i.e., Pt(111), Pd(111),
Cu(111) for Xe. However, a potential curve of a noble
gas atom is erroneous when calculated by GGA-DFT. It
is clear that a many-body seamless solution, as a func-
tion of distance from the surface, would be desirable for
correct results.

A more subtle effect of He interacting with transi-
tion metal surfaces and the Cu(111) one, is the so-called
anticorrugating effect. In fact elastic scattering mea-
surements of He performed by Rieder et al. [16.116]
on Rh(110) and Ni(110) showed intensities in the
measured diffraction scans that can be reproduced by
models in full disagreement with intuition: In order to
explain their data, these authors had to assume that the
corrugation profile seen by He is off phase with re-
spect to the surface lattice atom positions, and that the
classical turning point of the interaction potential is far-
ther away at the short bridge position than at the top
one, for a fixed kinetic energy of the impinging atom.
GGA-DFT calculations by Scheffler’s group [16.117],
which produce reasonable results at this atom–surface
distance since the He surface potential is in its repul-
sive part, show that the property of s for He and p for
Ne wavefunction facing the d metal ones at top and
bridge position determine the anticorrugating effect. In
a later paper on Cu(111), which explains very satisfac-
torily the anomalies of phonon spectra, anticorrugation
was accounted for in terms of the relative kinetic energy

�K of the electrons between top and bridge sites for
the same impinging He kinetic energy. In other words,
�K(bridge)>�K(top) and overcomes the electrostatic
difference �U(top)>�U(bridge), with the exchange
correlation term being negligible. Conversely, for a sim-
ple metal He=Al(111) the standard corrugation is ob-
served and �K(bridge)<�K(top) [16.118].

Surface Properties Studied
by Adsorption Phenomena

While the emphasis of adsorption studies may be more
frequently on adsorbates, absorption and diffusion phe-
nomena are also a tool to investigate surface proper-
ties. One obvious example is given by atom-scattering
experiments. We would also like to mention a less di-
rect example, where the observed atomic diffusion at
a surface can be linked to the substrate approaching
a structural transition [16.119]. Bulk cobalt is character-
ized by a hexagonal close-packed structure at ambient
temperature and pressure, but thin Co films can be
stabilized epitaxially on top of Fe(001) which acts as
a template with square symmetry. Hence, a metastable
body-centered-tetragonal structure is obtained up to
about ten Co layers (after which the film transforms
into hcp crystallites). Despite the fact that the atom-
istic structure of the surface remains unaltered, the
diffusivity of Co adatoms has been shown to depend
dramatically on film thickness: the process gradually
evolves from an activated one, with a barrier of about
half an eV on clean Fe(001), to being practically barri-
erless already at a thickness of 5ML. Experimentally,
this was determined by a statistical analysis of Co
island size distributions, from which the diffusion co-
efficient was extracted, as a function of thickness and
temperature. Density functional theory simulations then
identified the transition state in the diffusion mecha-
nism as a Co adatom occupying the bridge site, and that
such site is stabilized by deformations in the substrate
that increase in magnitude with film thickness. These
deformations locally recover a structure in closer re-
semblance to the hexagonal one, so their energy cost
drops to zero as the film approaches the structural tran-
sition.

16.5 Adsorption of Organic Molecules

The flexibility offered by natural and synthetic organic
chemistry leads to a great deal of possible options in
the choice of organic adsorbates. Example of classes
of molecules having attracted significant interest in the
literature for fundamental aspects and applications are
self-assembled monolayers (SAMs), porphyrins, and
polycyclic aromatic hydrocarbons (PAHs). Some exam-

ples are depicted in Fig. 16.6. Although the definition
strictly applies to a wide class of molecules, with
the SAM acronym one customarily denotes a specific
class of self-assembled adsorbates where molecules are
composed of a chemisorbed head group, a tail, and
a functional termination. A prototypical case consists
of n-alkanethiols where the anchoring group is a sulfur
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a) b) c)

Fig. 16.6a–c Ball-stick model of example molecules for (a) SAM, showing an alkanethiol, (b) a porphyrin, here
tetraphenylporphyrin, (c) a PAH, here PTCDA. Gray, red, blue, smaller white, and larger brown balls represent C,
O, N, H, and S atoms, respectively

atom and the tail a .�CH2�/n chain, see Fig. 16.6a,
but many more configurations are possible [16.120].
These molecules find various applications in surface
coatings. Porphyrins are molecules with enormous sig-
nificance in biology and interesting catalytic proper-
ties. The case of tetraphenylporphyrin is shown in
Fig. 16.6b. They can incorporate different metal cen-
ters which can be adjusted for tailored applications,
and their properties and functionalities are character-
istically influenced by interfacial interactions [16.121,
122].

Polycyclic aromatic hydrocarbons have at-
tracted significant interest for organic electronic
devices [16.123]. In the following, we will focus on
this latter subset to select a few test cases for additional
discussion. A popular molecule in surface science
studies is PTCDA, which is shown in Fig. 16.6c.

16.5.1 Aromatic Molecules on
Semiconductors and Metals:
Configurations, Electronic
and Spectroscopic Properties,
� and � Bands

Pentacene on TiO2
The performance of an electronic device depends on
a diversity of factors, including the structural, elec-
tronic, and spectroscopic properties of the very first
layer of molecules at the hybrid interfaces within the
device. The arrangement of the first molecules may
steer the crystalline ordered growth of an organic ac-
tive layer, [16.124] which is especially important since
high quality of the organic crystal is required [16.125].

Also, the mobility within organic materials, also when
high molecular ordering can be achieved, is optimal
only for the directions maximizing intermolecular cou-
plings [16.126]. Additionally, the ultimate transfer at
a contact depends on the overlap of the molecular wave-
functions with the substrate ones.

An especially interesting and prototypical case that
we take here as an example is constituted by pentacene
(C22H14). This aromatic hydrocarbon is characterized
by very high hole and electron mobility [16.127, 128]
that exceeds that of amorphous silicon. The adsorption
of pentacene on different substrates has therefore been
widely studied both experimentally and theoretically.
We select a few examples here to describe how different
levels of interaction influence the growth.

The anisotropy of a weakly interacting substrate
has proven effective to gently influence the molec-
ular adsorbates, without affecting too strongly their
electronic and spectroscopic properties. One such ex-
ample is the case of pentacene on the rutile TiO2.110/
surface. This surface is characterized by the forma-
tion of rows of protruding O atoms along the [001]
crystal azimuth; rows are spaced � 6:5Å along Œ1N10�
and atoms protrude by � 1Å with respect to surface
Ti [16.129, 130], forming an ideal template to accom-
modate planar molecules as found for pentacene (other
examples are perylene and its derivatives [16.131]).
Submonolayer phases of pentacene on TiO2.110/ have
been studied by STM, HAS, and near-edge x-ray ab-
sorption fine structure (NEXAFS). These experiments
have demonstrated the formation of a very ordered
phase [16.132] with molecules adsorbed in a nearly
planar geometry (tilt angle � 25ı) and aligning along
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Fig. 16.7a–f NEXAFS spectrum of pentacene: (a) the-
oretical result for the gas phase [16.134]; (b) measured
on TiO2 [16.132]; (c,d) measured on Au(110) [16.135];
(e) measured and (f) computed for pentacene on
Al(001) [16.136] I

the Œ1N10� crystal azimuth with intermolecular distance
dictated by coverage, and approaching that of the or-
ganic crystal at monolayer completion. In the other
surface azimuth (Œ001�) intermolecular �–� attraction
stabilizes stripes of pentacene. The NEXAFS spec-
trum of these molecules is reported in Fig. 16.7a for
the gas phase (calculations shown as a reference) and
in Fig. 16.7b for pentacene=TiO2. It exhibits several
characteristics testifying that the interaction with the
substrate, although sufficiently strong as to drive the or-
dered phase, has only a minor influence on the molecu-
lar orbitals: molecular features are clearly resolved, not
showing a hybridization-induced broadening present in
other cases (see the other panels, discussed below);
the spectra at monolayer coverage already resemble
those of a thin overlayer and, once spherically averaged,
gas-phase ones [16.133]. The ordered phase allows un-
precedented analysis of the symmetry of the molecular
orbitals that is only possible for stabilized molecules,
and that is fully rationalized by theoretical simula-
tions of the spectra based on the transition-potential
approach [16.134] (Fig. 16.7a). One can identify the
first unoccupied resonances as due to transitions to fi-
nal bound states (LUMO, LUMO+1 and higher states)
having � symmetry. For final unbound states � 5 eV
higher energy than that threshold, transitions to � states
emerge. Given the asymmetry of pentacene and the un-
even length of its C�C bonds, the energy of � states
differ according to the dominant contribution of in-
plane orbitals along the long or short molecular axis.
Such an effect identifies an azimuthal dichroism in the
spectra that can be used to resolve in-plane molecu-
lar orientation by NEXAFS, as was done to validate
a model of perylene (C20H12) adsorption on the same
surface, with the molecular axis along Œ1N10� where
a rounded appearance of the molecules in the STM im-
ages could not be conclusive [16.131].

Pentacene on Silicon
The case of pentacene on silicon surfaces exhibits
a completely different behavior. On this semiconductor,
the molecule is found to strongly chemisorb. Sev-
eral studies have highlighted possible configurations on
Si(001)-.2� 1/. A work by the Yates group [16.137],
combining STM with slab simulations at the PW91
level, revisited previous assignments and pointed out
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the formation of six to eight Si�C covalent chemical
bonds, and an adsorption energy of up to 128 kcal=mol.
This is realized for a nearly flat molecule bridging
between adjacent rows of Si dimers. Other configu-
rations include strongly distorted pentacene with sp3

hybridized C atoms. Consequently, a NEXAFS spec-
trum of pentacene on Si(001)-.2� 1/ reveals lost con-
jugation and missing contributions by peripheral C
atoms at the otherwise expected 1s! LUMO transi-
tion energy [16.138]. Chemisorption also occurs on
Si(111)-.7� 7/. This strong interaction of pentacene
with a silicon surface can be reduced by passivating the
substrate with H [16.139] or by organic adsorbate func-
tionalization [16.140].

Pentacene on Noble Metals
Adsorption of pentacene on metal surfaces also raised
significant interest because of the occurrence of organ-
ic/inorganic interfaces at potential contacts. Among the
noble metal surfaces, Au(111) is supposedly the one
exhibiting the smallest interaction with the adsorbate.
There, pentacene adsorbs in a mostly planar configu-
ration. However, the interaction is still appreciable in
inducing a weak bending of the molecule [16.141].
On Au(110) [16.135] different structures are observed:
a .3� 6/ one, Fig. 16.7c, with planar molecules hav-
ing their long axis along [001], exhibiting a signif-
icant broadening of the LUMO peaks and signifi-
cantly smaller azimuthal dichroism than the one of free
molecules. At higher coverage, a .6�8/ structure forms
where planar molecules coexist with ones having the
long axis along the surface normal. The spectra of the
two intermixed phases can be distinguished thanks to
a different dependence on the experimental geometry
in Fig. 16.7d. For example, � transitions are excited
with E k Œ110� for flat-lying molecules and E k Œ001�
for standing ones. Their comparison at about 285 eV in
Fig. 16.7d testifies the dependence on adsorption an-
gle of the electronic coupling of the � system with the
substrate orbitals, with standing molecules leading to
better resolved features and larger azimuthal dichroism.
By increasing the interaction strength, silver and copper
surfaces also present mostly planar molecules, with up-
wards bending of the molecule along its short axis. The
mixing of the molecular and substrate electronic states
becomes more relevant, featuring the filling of the low-
est unoccupied molecular orbital on Ag(111) [16.142],
Ag(110) [16.143], Cu(111) [16.144], Cu(001) [16.145],
and Cu(110) [16.146]. Consequences of the LUMO
filling are the possibility to detect such orbitals in pho-
toemission experiments normally accessing the molec-
ular states up to the highest occupied molecular orbital
(HOMO) [16.143], and their reduced intensity or disap-
pearance in NEXAFS.

Pentacene on Aluminum
As another metal of interest for device research, alu-
minum presents a stronger interaction that leads to
a peculiar scenario. The adsorption of pentacene on
Al(001) was studied by a combination of experimen-
tal and theoretical techniques [16.136]. It was found
by reflection high-energy electron diffraction (RHEED)
and STM that adsorption induces a reconstruction on
the substrate, which appears as a rippling of Al rows
along [100] having a corrugation of 30 pm in the STM
images taken in exposed surface areas. The periodic-
ity of these rows across Œ1N10� is 1:6 nm, the same as
molecular stripes also identified in STM that extend
along [100] with molecules having the long axis along
[110]. From the theoretical point of view, the adsorp-
tion is somewhat intermediate between chemisorption
and physisorption. If a DFT description with a semilo-
cal functional is used, molecules are barely bound
with GGA, whereas an adsorption energy of � 2 eV
is obtained with LDA showing an upward curvature
(similarly to adsorption on Cu) [16.147]. The inclu-
sion of vdW correction, there at the Grimme level, has
a major impact on the GGA results. Of the possible
adsorption sites compatible with the experimental ori-
entation, all of them but one still present a mostly flat
molecule with adsorption energy up to 1:50 eV. The
other one, which is centered on a bridge site with the
central C atoms on top of two Al atoms, is the most sta-
ble with an energy of 2:20 eV and features a V-shaped
molecule. This configuration is depicted in Fig. 16.8
and is characterized by a V-angle at the center of 155ı
and a difference in C heights of 1:35Å, with a deforma-
tion that costs, in the gas phase, an energy of 1:35 eV.
This structure is stabilized by the optimal matching of
the central C atoms with two Al ones, with a C�Al
distance as small as 2:20Å. This is only made pos-
sible, however, by the inclusion of dispersion forces:
these allow a shorter distance between the aromatic
rings and the surface, eventually allowing for the direct
C�Al anchoring. Spectroscopic and microscopic prop-
erties simulated for molecules adsorbed in the V-shape
are in very good agreement with the observations and
corroborate this result. In particular, NEXAFS spec-
tra reported in Fig. 16.7e (experiments) show that the
molecules lie mostly face-on, with an effective tilt angle
of the aromatic planes of .28˙ 5/ı with respect to the
surface, which takes into account molecular deforma-
tion and defect sites. Given the hybridization with metal
states, a broadening of the molecular features could be
expected similarly to the case of pentacene on Au(110).
Differently from the gas phase, the signature of transi-
tions to �� orbitals is much narrower both in measured
and computed (Fig. 16.7f) spectra, suggesting also in
this case that filling of the LUMO takes place hence
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a) b)

Fig. 16.8a,b Adsorption configuration of pentacene on Al(001) [16.136]. (a) Most-stable V-shaped configuration in the
bridge site. (b) Flat-lying on a top site. Balls of increasing size denote H, C, and Al atoms

removing it from the unoccupied manifold of possible
final states.

Band Symmetry and Spectroscopy
An effective tool for a rational analysis of spectra of
adsorbed molecules is the identification of the molecu-
lar energy levels in the DOS and surface band structure
of the system; Fig. 16.4 shows an example of a clean
substrate. In this respect, many ab initio codes imple-
ment the possibility to project the surface bands onto
the molecular eigenstates, typically computed by a sep-
arate calculation for the free molecule. As a result,
one can visualize fat bands, where the color or size
of the symbols in the spaghetti plot is proportional to
the molecular contribution. Alternatively, a K-resolved
DOS (projected onto molecular orbitals) can be used
and possibly superimposed as a color map on the usual
surface band plot. The two approaches are conceptually
equivalent and while the former may be more conve-
nient to represent regions where only few bands appear,

E (eV)
3
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Г J K J' Г

HOMO LUMO

Fig. 16.9 Surface band structure of
thymine molecules on Si(001) in the
dimer-bridge configuration at half
coverage [16.148] with molecular
contributions shown as a color map
of the K-resolved DOS. HOMO and
LUMO of gas-phase thymine are
shown in the insets

the latter is advantageous for high density of states
and is the natural framework to describe the continu-
ous spectrum of an extended substrate. The K-resolved
DOS is reported in Fig. 16.9 for thymine molecules
forming rows of �-stacked molecules deposited on
Si(001) [16.148]. In this case, the dispersion of HOMO-
and LUMO-derived states (see insets) can be identi-
fied, allowing the distinction of molecular features and
molecule-induced substrate ones in optical reflectance
spectra.

16.5.2 Adsorption-Induced Charge
Rearrangements/Induced
Dipoles/Induced Spin Distributions

Induced Charge Rearrangements
Out of the various adsorption-induced phenomena, such
as substrate relaxations, reconstructions, surfactant ef-
fects, etc., one of the most relevant and possibly easily
visualized is the displacement of the electron density
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of the combined system when that of the summed frag-
ments is taken as a reference. That quantity, ��ads D
�mol=surf��gasmol��cleansurf , is in principle exactly accessible
by DFT where �mol=surf, �

gas
mol, and �

clean
surf are the ground-

state charge densities of the full system, of the free
molecule, and of the clean substrate, respectively (the
latter two commonly taken at the same coordinates they
attain upon adsorption).

Let us take again as an example the case of ad-
sorbed pentacene. A strong electronic charge reorgani-
zation at the interface occurs for various metals, see,
e.g., [16.146] (also recall the filling of the LUMO of
pentacene on a variety of substrates as presented in
Sect. 16.5.1). The case of pentacene on Al(001) may
serve as a tool to identify the relation between adsorp-
tion configurations and different charge displacements.
To that purpose, in Fig. 16.10 the quantity ��ads is re-
ported for the two configurations, B chemisorbing with
a V-shape (Fig. 16.10a,b) and T physisorbing nearly
planar (Fig. 16.10c). The red color indicates regions of
higher electron density and blue ones of lower density.
By plotting in Fig. 16.10a the isosurfaces corresponding
to an isovalue of˙0:04 e=Å3, accumulation of electron
density in the C�Al bond formed at the center of the
molecule can be seen. A corresponding charge deple-
tion is instead observed in the vicinity of that bond at
a smaller isovalue (˙0:01 e=Å3) in Fig. 16.10b. The
net electron transfer from Al to the molecular region
was estimated to amount to 0:56e [16.149]. To visu-
alize any effect of electron density rearrangement in
the physisorbed case, one has to take a lower isovalue
0:005 e=Å3 in Fig. 16.10c.

Induced Dipoles
In relating the adsorption density rearrangements to
workfunction changes one is tempted to express the
dipole moment per adsorbed species at a given cover-
age as the product of the displaced charge (as estimated
by Bader or related approaches) times an adsorp-
tion distance. However, as pointed out by Bagus and
coworkers [16.150], several and often canceling terms
contribute to the interface dipole so that the above ex-
pression is only formally valid. So one may have nega-
tively charged adsorbates, like I=Cu.111/, that decrease
the surface workfunction contrary to expectations.

Also in the most simple and prototypical case of al-
kali atoms on a metal, several interesting phenomena
may emerge.

For example, the charge displacement induced
by adsorption of Cs on Cu(001) is depicted in
Fig. 16.11a where we subtract from the electron den-
sity of the full system that of neutral Cs and of clean
Cu(001). The first and more obvious feature is the trans-
fer of electrons from the Cs region (diffuse red region

a)

c)

b)

Fig. 16.10a–c Adsorption charge of pentacene on Al(001).
(a) and (b) pentacene on the bridge site, showing sur-
faces at adsorption charge isovalues of (a)˙0:04 e=Å3 and
(b) ˙0:01 e=Å3. (c) Pentacene on the top site, with isoval-
ues of ˙0:005 e=Å3

centered at Cs) to the metal (see the blue region mostly
located just above the surface layer). However, one
can also appreciate: a localized polarization around the
nearest Cu atoms that goes beyond earlier treatments
by the jellium model [16.69]; a charge displacement
in the region closer to the Cs nucleus, with negative/
positive charge at larger/smaller distances, hence pro-
ducing a dipole moment opposite to the total one. The
latter effect corresponds to the polarization of the in-
ner shell and reduces the total dipole moment especially
for the heavier alkalis (by 11% for Cs, reducing dipole–
dipole repulsions by 20%). The total dipole moment,
as computed by DFT-PBE [16.151], produces a vari-
ation of the workfunction that at 0:06ML coverage
amounts to 1:97 eV, in excellent agreement with the
measured value of 2:0 eV [16.152]. Lighter alkalis show
qualitatively similar results, although reduced in magni-
tude [16.151].
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It is noted that the surface dipole is a determined
self-consistently. In particular, the experimental satura-
tion of the workfunction change at a given coverage
demonstrates the coverage dependence of the adsorp-
tion dipole as the overlayer is increasingly denser.
Inhomogeneous changes in the local adsorbate density,
while keeping the total coverage constant, also lead to
interesting phenomena. For example, the dipole–dipole
repulsion of adsorbed Na atom pairs on Cu(001) is
modified from a pure R�3 law (R being the Na�Na dis-
tance) because of the reduction of the dipole moment
as they come closer: neglecting this effect overesti-
mates the repulsion energy by 20meV when Na atoms
are two Cu unit cells apart [16.153]. Reduction in the
adsorption dipole induced by local density increases
contributes to the stability of quasi-1-D structures ob-
served and computed for Li=Cu.001/ [16.154, 155] and
Na=Cu.001/ [16.156, 157] as saturation coverage is
approached. Atom-scattering experiments demonstrate
a 1-D corrugation of the probe–surface interaction
that, linked to the surface electron density through
the effective medium theory, is actually due to larger
extension of the density towards vacuum, as the work-
function is locally reduced because of the increased
density of dipoles. As an example, the electron den-
sity displacement for a high-coverage structure of
Li=Cu.001/ [16.155] is reported in Fig. 16.11b, where
we show the difference between the adsorption charge
density ��ads for the full structure and a reference ad-
sorption charge calculated by summing independent
contributions by individual Li atoms at lower cover-
age. The accumulation of electron density in the red
pipe-shaped region, probed by the experiments, indi-
cates depolarization of the alkali–surface bond (see the
blue region underneath) in favor of a metallic-like bond
within Li atoms.

+0.02
e/Å3

+0.01

+0.00

–0.01

–0.02

a) b)

Fig. 16.11 (a) Side view of the
adsorption charge for Cs=Cu.001/.
Large and small circles mark the
position of Cs and Cu atoms,
respectively. (b) Charge redistribution
in forming 0:6ML structures of
Li=Cu.001/, as compared to the
individually adsorbed Li atoms. Red
regions mark increased electron
density. Isosurfaces are depicted at

˙0:01Å�3

Induced Spin Distributions
Adsorption phenomena also have an interplay with
spin-dependent phenomena. Cases of magnetic sub-
strates where molecules can attain magnetic properties
as a consequence of hybridization are reported (see,
e.g., C60=Fe3O4 [16.158] or pentacene on Co islands on
copper [16.159]) or, conversely, ones of adsorbed mag-
netic molecules (e.g., porphyrins incorporating mag-
netic centers). The combination of a magnetic molecule
with magnetic substrates [16.160] also raises significant
interest for molecular spintronic devices.

However, it is intriguing to observe that adsorp-
tion can induce spin-polarization also for nonmag-
netic molecules on nonmagnetic substrates. A case that
has attracted particular interest is the one of cova-
lent adsorption on graphene. Perfect clean graphene
is spin-compensated and several techniques have been
proposed to induce magnetic moment. Casolo and
coworkers [16.161] already demonstrated that the ad-
sorption of an H atom induces a net magnetic moment
of 1�B by effectively removing one pz orbital from the
� band of graphene: that, by Lieb’s theorem for bi-
partite lattices, translates into the observed magnetism.
The unpaired electron occupies a spin-polarized state
(called mid-gap state) occurring right at the Dirac cone
which is localized in space around the adsorbate given
the vanishing substrate density of states, although pe-
riodic calculations show the appearance of bands in
a small, size-dependent, energy gap. This effect is inti-
mately related to modifications in the graphene lattice,
rather than on the properties of the adsorbate, and was
therefore extended to more general cases of covalently
bonded organic molecules on graphene [16.162, 163]
and carbon nanotubes [16.164]. The interested reader
is referred to the review by Martinazzo for more de-
tails [16.165].
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H

a) b)
Fig. 16.12a,b Electron spin density
n" � n# for (a) methoxybenzene and
(b) hydrogen adsorbed on graphene.
The red isosurface corresponds to
the value of 0:05 e=Å3. Red and blue
shades underneath are a false-color
plot for values cut through a plane
passing 0:65Å below graphene and
saturate at ˙0:02 e=Å3

We recall few experimental facts. Observations
of individual atoms and molecules on graphene
are possible by the transmission electron micro-
scope [16.166]. Hydrogen adsorption can be used
to open a highly demanded band gap, as shown
for H=graphene=Ir.111/ [16.167]. Also, at low cov-
erage hydrogen can induce a three-order-of-magni-
tude enhancement of the spin–orbit interaction in
graphene [16.168]. Eventually, magnetic properties for
organically functionalized graphene samples were mea-
sured showing the occurrence of antiferromagnetic do-
mains [16.169].

The spin polarization of graphene with a covalent
adsorbate is represented in Fig. 16.12 where we re-
port the spin density n" � n# for an adsorbed molecule
(methoxybenzene, CH3OC6H5) and atomic hydrogen,
the latter computed for a larger (10� 10 unit cell).
We start by describing the case of anisole [16.163] in
Fig. 16.12a. Upon covalent adsorption on a C atom be-
longing to one sublattice (A), that atom is lifted out of
the carbon plane by 0:42Å undergoing sp2! sp3 rehy-
bridization. (This structural deformation costs 0:96 eV,
which is subtracted from the adsorption energy lead-
ing to a final energy gain of only 0:32 eV despite the

additional C�C bond.) The occupied mid-gap state is
only minimally contributed directly by the adsorbate.
Rather, it is mostly located at the nearest C atoms of the
other sublattice (B), as evidenced by the spin density.
A smaller and opposite spin polarization at the A sublat-
tice can also be identified. As anticipated, very similar
findings occur for adsorbed H, which is presented as
a comparison in Fig. 16.12b.

Ultrafast Phenomena
We conclude this section bymentioning that adsorption-
induced charge rearrangements and spin distributions
can exhibit ultrafast time dependence (on the femtosec-
ond timescale) in response to excitations. As an exam-
ple, the adsorption charge of a core-excited adsorbed
molecule is altered so as to accommodate an additional
electron. This results in specific decay channels in de-
excitation spectra [16.170] that are explained in terms
of a modified ��ads taking into account a filled LUMO
orbital [16.72] injected from the substrate within a few
fs to screen the perturbation. Returning to covalently
functionalized graphene, a core-level excitation in the
adsorbate is shown to disrupt the adsorption-induced
magnetism on the fs time scale [16.171].

16.6 Conclusions

In this Chapter we have reviewed the progress made in
adsorption and band structures in recent years. Adsorp-
tion energies have benefited from increased computer
power and from new functionals and vdW imple-
mentation. Accuracies of maximum 200�300meV in
bonding have been accomplished. For surface bands
a new area has opened up with the topic of adsorbed
organic molecules. Especially with the help of syn-
chrotron radiation methods and DFT approaches, the

bands of organic adsorbates have been determined
with great precision, including their orientation, tilt-
ing angle, and the formation of metal–semiconductor
overlayers of particular interest for organic electronic
devices and photovoltaics. In this respect, scanning
tunneling microscopy and spectroscopy have also
been of great help. New effects such as distance-
surface manipulation of surface states have been fore-
seen.
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Part D deals with collective and single-particle excita-
tions at the surfaces of conductors. These excitations
determine responses to photon and electron beams, en-
ergy transfer, and screening. As such, they impact on
photoemission intensities and optical properties. Col-
lective excitation at a surface is known as a surface
plasmon (SP), which—in contrast to volume plas-
mons—corresponds to a transversally polarized mode.
As such, the SP dispersion mixes with the light cone,
giving rise to surface plasmon polaritons (SPPs) that
are characterized by a lower group velocity (and hence
a shorter wavelength) than light. SPPs may be ex-
cited by photons whenever the missing momentum is
provided by a grating or surface disorder. They de-
termine the Mie resonance at nanosized noble-metal
particles, which produces the bright colors of the glass
used in medieval cathedrals. SPPs are at the heart of
plasmonic applications, including surface plasmon res-
onance spectroscopy and energy harvesting in solar
cells.

Electronic excitations at metallic surfaces are im-
portant deexcitation channels for adsorbate vibrations
and are responsible for nonadiabatic effects in adsorp-
tion processes, thus influencing chemical reactions. In
contrast, SPs are too high in energy to contribute to
energy dissipation under normal conditions. A notable
exception is the recently discovered acoustic surface
plasmon, which corresponds to the counterphase mo-
tion of the electrons of a Shockley surface state or
a two-dimensional material such as graphene and an
underlying three-dimensional electron gas. This mode
is characterized by a much lower group velocity than
polaritons, and therefore extends over a larger volume
of phase space.

Chapter 17 is devoted to the theoretical under-
pinnings of the dielectric responses of quasi two-
dimensional crystals to incident electron and photon
beams, and covers a wide set of electronic and optical
phenomena, such as the excitation of monopole, multi-
pole, two-dimensional, and acoustic surface plasmons.
First, the conventional formalism of the energy-loss
functions is introduced, after which it is shown that
a more general approach that takes into account the
kinematics of the probing particle in the excitation pro-
cess is required. Finally, the role of nonlocality in the
response is addressed. This nonlocality leads to strong
enhancement of the microscopic electric field at the sur-
face, thus providing an explanation for photoyield data
and multipole plasmon excitations.

Chapter 18 introduces the concepts of SP propaga-
tion and localized SP resonance. The surface plasmon
frequency is determined by the bulk electron density,
which typically leads to ultraviolet wavelengths. On the
other hand, SP dispersion at wavelengths much smaller
than those of light is dictated by surface properties,
particularly the position of the induced charge with re-
spect to the geometric surface plane. Since the latter
sits outside the surface, the SP energy decreases with
wavevector. The opposite happens for noble metal sur-
faces, as interband transitions displace the SP to lower
frequencies, and this effect becomes less efficient with
wavevector. Nanostructuring and adsorption-induced
reconstructions are shown to affect the SP dispersion
as well.

Chapter 19 covers plasmons in one- and two-
dimensional (1-D and 2-D, respectively) systems. In
contrast to ordinary surface plasmons of metallic bulk
materials, the energy of a plasmon in a 1-D or 2-D sys-
tem vanishes in the long wavelength limit, thus covering
all energies from terahertz to the near-infrared, while
the wavelength ranges from mesoscopic to nanomet-
ric. In the first part of the chapter, plasmons in 2-D
systems are reviewed, including acoustic surface plas-
mons, which have a linear rather than a square-root-like
dispersion. In the second part of the chapter, plasmon
excitations in 1-D (linear chains) are presented, and it
is shown that the slope of the dispersion is affected by
the nature of the substrate and the separation between
neighboring monoatomic chains.

Chapter 20 explores the theory of interband tran-
sitions, focusing on state-of-the-art ab initio methods
with an emphasis on semiconductor surfaces. After
providing a general theoretical framework for sur-
face spectroscopies, the chapter reviews the main ab
initio approaches based on density functional theory
(DFT), Green’s function (many-body theory or the
GW method), the Bethe–Salpeter equation, and time-
dependent DFT. Many examples of calculated spectra
that are relevant to experimental electron spectroscopy
of clean and modified surfaces of several semicon-
ductors are included. Attention is also paid to the
differences involved in extracting exciton binding ener-
gies using the GW, Bethe–Salpeter, and time-dependent
DFT approaches. Despite theoretical and experimental
difficulties, it is possible to match the surface inter-
band transition spectrum to the surface morphology
with high levels of accuracy and sensitivity to recon-
structions.
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17. Electron Energy-Loss and Photoelectron
Spectroscopies of Surfaces and Two-Dimensional

Crystals
Vladimir U. Nazarov , Eugene E. Krasovskii , Vyacheslav M. Silkin

Dielectric response of crystal surfaces and quasi
two-dimensional (Q2-D) crystals to incident elec-
trons and photons underlies a variety of electronic
and optical phenomena, such as the excitation
of monopole, multipole, two-dimensional (2-D),
and acoustic plasmons, which have vast impli-
cations for optical and electron spectroscopies.
This chapter covers model and electronic structure
approaches to dynamic dielectric screening and
discusses the development of the field from the
pioneering works by R.H. Ritchie and P. Feibel-
man up to recent ab-initio developments. Starting
with the quantum-mechanical expression for the
microscopic dielectric response (Sect. 17.1), we ex-
plain the emergence of surface plasmon modes
and discuss their structure based on simplified
model systems. We further introduce an ab-initio
approach to calculate the response function for
realistic systems. We discuss how the excitations
manifest themselves in the inelastic scattering of
electrons reflected from a solid surface or a Q2-D
crystal (Sect. 17.2), at first confining ourselves to the
conventional formalism of energy-loss functions.
We then demonstrate the necessity to go beyond
this formalism and present the theory of the in-
elastic scattering of electrons, which takes into
account the effect of the kinematics of the prob-
ing particle on the excitation process (Sect. 17.3).
Finally, we show how the nonlocal response to the
incident light leads to a strong enhancement of the
microscopic electric field at the surface and how
the total exciting field can be included into an ab-
initio one-step photoemission theory to describe
photoyield enhancement (Sects. 17.6 and 17.7).
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17.1 Probing Solid Targets with Electrons and Light:
What Kind of a Theory Do We Need?

Electron energy-loss spectroscopy (EELS) has by now
developed into a very powerful experimental method
for studying objects ranging from bulk solids (mim-
icked by sufficiently thick films), through thin films
and surfaces of semi-bulk materials, to nano-objects
of two and lower dimensionality. In the literature, the
term EELS refers to two experimental techniques that
are very different in their instrumental implementation.
These are the more traditional high-resolution electron
energy-loss spectroscopy (HREELS) [17.1, 2] and the
newer version of the EELS in the transmission elec-
tron microscope (TEM) [17.3]. Fundamentally, both
methods employ electron beams incident onto a target,
which, after the inelastic scattering, are analyzed with
respect to energy and momentum. In HREELS, elec-
trons reflected from a solid surface are collected, with
the incident energies usually ranging from several to
several hundred eV. On the other hand, EELS in TEM
employs incident energies in the range from tens to hun-
dreds of keV, and it uses the transmission regime of
electron scattering. Application of HREELS can be di-
vided, in its turn, into two principal categories: those
studying electronic excitations (with the energy losses
roughly on the scale of 0:1�10 eV) and those concerned
with phononic processes (with the losses roughly of the
order of 10meV). In the following, we will be exclu-
sively dealing with electronic excitations, referring the
reader interested in phonons to the corresponding lit-
erature (see [17.4–7], where the impact regime of the
HREELS of surface phonons is considered).

The theory has almost always considered electronic
excitations in HREELS and in the transmission EELS
in TEM from very different perspectives. HREELS was

traditionally treated within the concept of the dipole
regime of scattering, while EELS in TEM was de-
scribed within the impact regime. The former is char-
acteristic of the inelastic scattering outside a target via
long-range Coulomb interaction, while the latter con-
cerns the short-range collisions with electrons of the
target [17.8]. A notable exception from this picture
has, however, been promoted in an approach founded
in [17.9–11], which takes account of both the inelastic
and elastic aspects of electron scattering at a solid target
and, by this, does not require the artificial division of the
scattering into the two different categories. Below, we
adopt the latter approach and show that the two regimes
can both be treated on the same footing, once a gen-
eral expression for the double differential cross section
of the electron scattering has been derived [17.9], from
which those regimes follow as specific cases. Moreover,
this approach reveals situations when the dipole and
impact regimes intermix, thereby losing their distinct
meaning, while the general formula holds and produces
a consistent description of EELS [17.12, 13].

The methodology of this chapter is top down. In
particular, results are not presented in chronological or-
der. We first derive our main general expression for the
inelastic double differential cross section of a charged
projectile (electron, in particular) scattering on a solid
(or atomic) target. We then demonstrate how this gen-
eral result reduces to the known quantities (bulk and
surface energy-loss functions, etc.) for particular targets
and scattering geometries. We also emphasize cases
when such a reduction is impossible and the scattering
formalism must be used in its full extent. We will use
atomic units („ D eD mD 1) unless otherwise stated.

17.2 Inelastic Scattering of Electrons: General Formalism

The purpose of this section is to derive the differential
cross section of an electron inelastic scattering on an
arbitrary many (or few)-body system, representing it in
terms of the density-response function. For simplicity,
below we consider the zero temperature case. The inter-
acting density-response function �.r; r0; !/ determines
the linear response of the particle density n.1/.r; !/ to
the externally applied potential v .1/ext .r; !/, and it is de-
fined by

n.1/.r; !/D
Z
�.r; r0; !/v .1/ext .r

0; !/dr0 : (17.1)

Below we will need an expression for � in terms of
the complete set of the eigenfunctions jni and eigenval-

ues En of the many-body system under consideration,
which, for self-containedness, we shortly derive as fol-
lows. We write down the Liouville equation [17.14]

i
@ O�
@t
D
h
OH; O�

i
; (17.2)

where

OH D
NX

iD1

�
�1
2

iC vext.ri; t/

�
C

NX

i<j

1

jri � rjj (17.3)

is the time-dependent many-body Hamiltonian, and
O� is the many-body density matrix. Assuming the
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time-dependent part of the external potential to be
weak and assuming it to be monochromatic v .1/ext .r; t/D
v .1/ext .r; !/e

�i!t, we linearize (17.2) to

! O�.1/ D
h
OH.0/; O�.1/

i
C
h
OH.1/; O�.0/

i
; (17.4)

where

OH.0/ D
NX

iD1

�
�1
2

iC v .0/ext .ri/

�
C

NX

i<j

1

jri � rjj ;

(17.5)

OH.1/ D
NX

iD1
v .1/ext .ri; !/ : (17.6)

Taking matrix elements of (17.4) between the many-
body states hnj and jmi, we find for the perturbation of
the density matrix

hnj O�.1/jmi D ım0 � ın0
Em �EnC!C i�

hnj OH.1/jmi ; (17.7)

where an infinitesimal imaginary quantity i� has been
added to the frequency to ensure the proper decay of
the perturbation at tD�1.

The density perturbation is the trace (spur) of the
density operator

On.r/D
NX

iD1
ı.ri� r/ (17.8)

taken with the perturbation of the density matrix of
(17.7). Therefore,

n.1/.r; !/

D Sp

 O�.1/ On�

D
X

nm

ım0 � ın0
Em �EnC!C i�

hmj On.r/jnihnj OH.1/jmi

D
Z X

nm

ım0 � ın0
Em �EnC!C i�

hmj On.r/jnihnj On.r0/jmi

� v .1/ext .r
0; !/dr0 : (17.9)

Comparing (17.9) and (17.1), we conclude that

�.r; r0; !/D
X

nm

ım0 � ın0
Em �EnC!C i�

�hmj On.r/jnihnj On.r0/jmi ; (17.10)

which can be split into the reactive and the absorptive
parts

�.r; r0; !/D �R.r; r0; !/C i�A.r; r0; !/ ; (17.11)

�R.r; r0; !/D P
X

nm

ım0 � ın0
Em �EnC!
�hmj On.r/jnihnj On.r0/jmi ; (17.12)

�A.r; r0; !/D  
X

nm

.ın0� ım0/ı.Em�EnC!/

�hmj On.r/jnihnj On.r0/jmi ; (17.13)

where P denotes the principal value. If, as we will al-
ways assume below, there is no magnetic field involved,
jni and jni� are eigenfunctions with the same eigenen-
ergies En, from which it follows that

�R.r; r0; !/D ReŒ�.r; r0; !/� ; (17.14)

�A.r; r0; !/D ImŒ�.r; r0; !/� ; (17.15)

and

�.r0; r; !/D �.r; r0; !/ : (17.16)

17.2.1 Distorted-Waves Approach

The problem of the inelastic reflection of electrons at
the surface cannot be solved within the Born approxi-
mation, since the reflection of electrons is the result of
interaction with the lattice, which cannot be treated as
weak.

Let us consider the scattering process schematically
shown in Fig. 17.1. A projectile is elastically scattered
by an atom or ion of the solid, and then it escapes
into vacuum. While passing in the solid, it can suffer
an inelastic scattering at the electron subsystem. We
write down the many-body Hamiltonian of the target–
projectile (the latter is assumed to be electron) system
as

OH D OHTC OHPC OHTP ; (17.17)

OHT D
NX

iD1

�
�1
2

iC vext.ri/

�
C

NX

i<j

1

jri� rjj ;

(17.18)

OHP D�12
C vext.r/ ; (17.19)

OHTP D
NX

iD1

1

jr� rij : (17.20)

In (17.18)–(17.20), ri and r are positions of the elec-
trons of the target and of the projectile, respectively.
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x

z

p p' p

p'

Fig. 17.1 Reflection and transmission geometries of the
EELS experiment

Let us write down the differential cross section for
an electron scattered from jpi into jp0i state with the
transition of the solid from the ground state into an
excited state of a complete orthonormal set of the eigen-
states of the many-body system jni [17.15]

d�

dp0
.p0; n p; 0/

D .2 /4

p
ı.E0 �E/jt.p0; n p; 0/j2 ; (17.21)

where E and E0 are the total energies of the system be-
fore and after the collision, and t is the T-matrix on the
energy surface [17.15] corresponding to the Hamilto-
nian (17.17). (The concept of t-matrix is basic to the
theory of both elastic and inelastic scattering [17.15].
Without going too much into theoretical details, for us
it is important that (i) the differential cross section is
quite generally expressed by the t-matrix on the energy
shell (ED E0) by (17.21), and (ii) t-matrix itself can be
conveniently expressed in the distorted-wave approxi-
mation by (17.25).) Let us assume that:

(i) The problem of the single-particle (elastic) scatter-
ing of the projectile can be solved exactly or to
some good approximation with the Hamiltonian

OH0
P D�

1

2

CV0.r/

D�1
2

C vext.r/C v 0.r/ : (17.22)

At this point, we do not specify the potential v 0.r/,
deferring this until later.

(ii) The potential

V1 D
NX

iD1

1

jr� rij � v
0.r/ (17.23)

can be considered weak.

Then, according to (17.17),

OH D OHTC OH0
PCV1 : (17.24)

We will consider V1 as a perturbation and will solve the
scattering problem in the first Born approximation with
respect to V1. Then, accounting for the perturbation of
the first order, we obtain in the distorted-waves approx-
imation [17.15]

t.p0; n p; 0/D t0.p0; n p; 0/

Ch.p0; n/�0jV1j.p; 0/C0i ; (17.25)

where t0 is t with the perturbation V1 neglected,

j.p; n/˙0i D˝˙j.p; n/i ;
where ˝˙0 are the Möller’s operators of the scattering
problem without perturbation [17.15], and jpi are plane
waves.

From here on, we will be interested in the scatter-
ing into the inelastic channel jni ¤ j0i only. Then, since
the solid is excited by the external perturbation, the first
term in (17.25) is zero. Furthermore, if there is no per-
turbation, the scattering of the electron at the target does
not depend on the electron subsystem, which leads to

j.p; n/˙0i D jp˙ijni ; (17.26)

where jp˙i are solutions of the Lippmann–Schwinger
equation [17.15]

jp˙i D jpi C G0

�
p2

2
˙ i0C

�
V0 jp˙i : (17.27)

Here, G0 is the Green’s function of a free particle. We
can write by the use of (17.25) and (17.23)

t.p0; n p; 0/D
Z
��.r/hnj On.r0/j0i
jr� r0j drdr0 ; (17.28)

where

�.r/D hrjpCi� hrjp0�i : (17.29)

Substituting (17.28) into (17.21), we have

d�

dp0
.p0; n p; 0/

D .2 /4

p
ı

�
p02

2
CEn � p2

2
�E0

�

�
Z
��.r/hnj On.r0/j0i
jr� r0j

�.r1/h0j On.r01/jni
jr1 � r01j

drdr0dr1dr01 ;

(17.30)

where En are the energies of the electron subsystem in
the corresponding states.
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Regardless of the final state of the solid, the dif-
ferential cross section is obtained from (17.30) by the
summation over jni. This gives

d�

dp0
.p0  p/

D .2 /4

p

X

n

ı

�
p02

2
CEn � p2

2
�E0

�

�
Z
��.r/hnj On.r0/j0i
jr� r0j

�.r1/h0j On.r01/jni
jr1 � r01j

drdr0dr1dr01 :

(17.31)

On the other hand, with the use of (17.13), we can write

�A.r; r0; !/

D  
X

n

ı.En�E0C!/hnj On.r/j0ih0j On.r0/jni

� 
X

n

ı.E0 �EnC!/h0j On.r/jnihnj On.r0/j0i ;

or, for ! > 0 and taking into account that En > E0,

�A.r; r0; ! > 0/D� 
X

n

ı.E0�EnC!/

�h0j On.r/jnihnj On.r0/j0i : (17.32)

Combining (17.31) and (17.32) with (17.15) and
(17.16), we can write

d�

dp0
.p0  p/D�16 

3

p

� Im
�Z

��.r/�.r0; r01; !/�.r1/
jr� r0jjr1 � r01j

drdr0dr1dr01

�
; (17.33)

where

! D p2� p02

2
:

Equation (17.33) can be rewritten in the form of the
double differential cross-section

d2�

d!d˝
.p0  p/D�16 

3p0

p

� Im
�Z

��.r/�.r0; r01; !/�.r1/
jr� r0jjr1 � r01j

drdr0dr1dr01

�
; (17.34)

where d˝ is the element of the solid angle. Equa-
tion (17.34) is the main result of this section. It is
instructive to note that, since (17.34) relates the dif-
ferential cross section of the inelastic scattering of the
projectile to the absorption part of the density-response
function, it is a variant of the fluctuation-dissipation the-
orem [17.16]. Another observation is that in (17.34),
�.r/, given by (17.29) and (17.27), plays a role of
a complex-valued charge density, which both excites
our system and experiences the effect of its excitation.

At this point, we make a connection to the pretime-
dependent density functional theory (TDDFT) literature
on the inelastic diffraction [17.17–21] based on the con-
cept of the mixed dynamic form factor (MDFF) [17.17].
We note that:

(i) Equation (17.34) can be also written in terms of
MDFF rather than �. Although the two forms
are equivalent, expression via � is of paramount
importance for us, allowing us to invoke the linear-
response TDDFT, for which � is the key quan-
tity [17.22].

(ii) For three-dimensional (3-D) crystals, (17.33)
and (17.34) reduce to the results of [17.20], but
their applicability is broader, permitting, in particu-
lar, their use in the Q2-D case, in the Laue (17.79),
rather than Bloch function representation.

Up to this point we have not specified the potential
v 0.r/ of (17.22), which has been added and subtracted
from the total Hamiltonian. Since v 0.r/ is introduced
to make the perturbation V1 of (17.23) weak, one
choice can be the Hartree potential. Another convenient
choice of v 0.r/ is the sum of the Hartree and exchange-
correlation potentials of the density functional theory
(DFT). In the latter case, the single-particle Hamil-
tonian of (17.22) becomes the Kohn–Sham Hamil-
tonian [17.23], and the states jpCi and jp0�i of the
projectile electron are obtained on the same footing as
those of the electrons of the target.

17.3 Energy-Loss Functions

The traditional interpretation of the EELS of a bulk
medium is known to be in terms of the bulk energy-loss
function [17.24]

Lb.q; !/D�Im
�

1

�.q; !/

�
; (17.35)

where �.q; !/ is the wavevector and frequency-depen-
dent dielectric function of the medium. In (17.35), q is
the momentum, and ! is the energy transferred in the
scattering event.

On the other hand, the reflection EELS at a surface
of a semi-infinite medium is usually described with the
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g.qk; !/ function [17.25], where qk is the parallel-to-
the-surface component of the transferred momentum.
Deferring the definition of the g-function until below,
here we write the surface energy-loss function in the
long-wave limit as

Ls.!/D�Im
�

1

1C �.!/
�

D�1
2
Im


g.qk D 0; !/

�
: (17.36)

In particular, (17.36) states that in the long-wave limit,
the surface energy-loss function is determined by the
bulk quantity �.!/. This, however, is not the case at
qk ¤ 0, i.e., it would be meaningless to substitute the
wavevector-dependent dielectric function into (17.36).

Since our equation (17.34) is general, the quanti-
ties of (17.35) and (17.36) must appear naturally from
it at the corresponding conditions of the EELS setup.
The purpose of this section is to demonstrate that it is,
indeed, the case, which will give us insight into the gen-
eral properties of our solution as well as set constraints
on the applicability of the conventional approaches re-
lying on the formulas of (17.35) and (17.36).

17.3.1 Bulk Scattering

Let us consider the transmission EELS through a film
that is sufficiently thick, although penetrable, so that
the surface scattering is of secondary importance, as
schematized in Fig. 17.2. Let us neglect the projectile–
ions interaction, considering only the scattering on the
electron subsystem of the target. The reader can legiti-
mately ask why this approximation can be made. If the
target is a metal modeled with jellium and occupying
the whole space, this is not an approximation, since,
in this case, there is no crystal potential. Otherwise,
it is difficult to justify this approximation a priori, and
only a comparison with the results of the full theory of
(17.34) can tell how important the effects of the elas-
tic scattering on ions are. We, however, emphasize that
the common use of (17.35) is based, most often implic-
itly, on the neglect of elastic scattering. Therefore, in
(17.27), we now set V0.r/D 0, which leads to

hrjpCi D hrjpi D eip�r

.2 /3=2
;

hrjp0�i D hrjp0i D eip
0 �r

.2 /3=2
; (17.37)

and, by (17.29),

�.r/D ei.p
0�p/�r

.2 /3
: (17.38)

p

p'

Fig. 17.2 Inelastic
electron scattering
in the bulk of a solid

Substituting (17.38) into (17.34), we have

d2�

d!d˝
.p0  p/

D� p0

4 3p
Im

 Z
�.r01; r

0; !/ei.p0�p/�.r1�r/

jr� r0jjr1 � r01j
drdr0dr1dr01

!

D� 4p0

 pjp� p0j4 Im
�Z

�.r1; r; !/ei.p
0�p/�.r1�r/drdr1

�

D� 32 2p0

pjp� p0j4 Im


�.p� p0; p� p0; !/

�
; (17.39)

where the double Fourier transform of � is

�.q; q0; !/D 1

.2 /3

Z
�.r; r0; !/ei.�q�rCq

0 �r0/drdr0 ;

(17.40)

and in (17.39) � is taken at qD q0 D p� p0.
Equation (17.39) is the final result for a target of

an arbitrary structure under the neglect of elastic scat-
tering. We now consider a specific case of a uniform
target occupying a box with a large size L with periodic
boundary conditions. Then,

�.r; r0; !/D �.r� r0; !/ (17.41)

and

�.q; q0; !/D ıqq0L3

.2 /3
�.q; !/ ; (17.42)

�.q; !/D
Z
�.r; !/e�iq�rdr : (17.43)

Substituting (17.42) into (17.39), we have

d2�

d!d˝
.p0  p/

D� 4p0

 jp� p0j4pL
3Im



�.p� p0; !/� : (17.44)
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After dividing the differential cross section of (17.44)
by the area SD L2, we obtain the probability of the scat-
tering per d!d˝ interval at the path length of L. Further
division by L yields the probability to be scattered into
the above interval per unit path length. In other words,

d3P

d!d˝dl
.p0  p/

D� 4e2m2p0

 jp� p0j4p Im


�.p� p0; !/� ; (17.45)

or taking account of the relation between the density-
response function and the dielectric function

1

".q; !/
D 1C 4 

q2
�.q; !/ ; (17.46)

we can write

d3P

d!d˝dl
.p0  p/

D� p0

 2jp� p0j2p Im
�

1

".p� p0; !/
�
: (17.47)

Equation (17.47) is the justification of the concept of
the bulk energy-loss function, introduced in (17.35), the
prefactor being a smooth function of p and p0.

17.3.2 Surface Scattering

In this section, we will introduce the concept of dipole
scattering in the reflection EELS [17.25] (in the ge-
ometry of Fig. 17.3) and, following our methodology,
we will show how it arises from the general formula of
(17.34) as a specific case.

We define the dipole regime as a scattering during
which the projectile (its wavefunction) does not enter
the electron charge density of the target, so that the in-
teraction is only via Coulomb forces at a distance (of
course, the interaction is always via Coulomb forces,
but we will see that at a distance makes a big differ-
ence).

x

z

p
p'

Fig. 17.3 Inelastic
electron scattering
from a semi-
infinite solid in the
reflection geometry

Let us assume that the target solid is uniform in the
xy plane; we use the notation r� .rk; z/. Then,

hrjpCi D eipk�rk

2 
hzjpCz i ;

hrjp0�i D eip
0
k�rk

2 
hzjp0�z i ; (17.48)

and, by (17.29),

�.r/D ei.p
0
k�pk/�rk

.2 /2
�.z/ ; (17.49)

where

�.z/D hzjpCz i� hzjp0�z i : (17.50)

Substituting (17.49) into (17.34) and integrating over rk
and r1k, we have

d2�

d!d˝
.p0  p/

D�4 p
0

p
Im
Z

e�iqk�r
0
ke�qkjz�z

0j��.z/�.r0; r01; !/

� eiqk�r01ke�qkjz1�z01j�.z1/dzdr0dz1dr01 ;
(17.51)

where qk D p0k � pk, or
d2�

d!d˝
.p0  p/

D�4 p
0

p
Im
Z

e�qkjz�z
0j��.z/�.z0; z01; qk; !/

� e�qkjz1�z01j�.z1/dzdz0dz1dz01 ; (17.52)

where, because of symmetry, �.r; r0; !/D �.z; z0; rk �
r0k; !/, and the 2-D Fourier transform was performed.

We now consider the case when the projectile never
enters the charge density of the electrons of the target.
We realize this by assuming that

�.z0; z01; qk; !/D 0; if z0 > 0 or z01 > 0 ; (17.53)

�.z/D 0; if z< 0 : (17.54)

Then, by (17.52),

d2�

d!d˝
.p0  p/

D�2qkp
0

p

ˇ̌
ˇ̌
Z

e�qkz�.z/dz
ˇ̌
ˇ̌
2

Im


g.qk; !/

�
; (17.55)

where the so-called g-function is defined by [17.25]

g.qk; !/D 2 

qk

Z
eqkz�.z; z0; qk; !/eqkz

0
dzdz0 :

(17.56)
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Furthermore, considering the definition of the density-
response function �, we can give the g-function of
(17.56) the following interpretation. Let us apply to the
system the external potential

vext.r; t/D eiqk�rkCqkz�i!t : (17.57)

Then, according to (17.56), the induced potential at
large z> 0 outside the system is

g.qk; !/eiqk�rk�qkz�i!t : (17.58)

Having accurately introduced the concept of the
dipole-scattering regime, it would be timely to ad-
dress the question: What is, within our formalism,
its opposite, known in the literature as the impact
regime [17.25]? A simple answer reads: the impact
regime takes place when there is no restriction on the in-
cident electron to enter the electron density of the target.
Then, formulas (17.34) and (17.29) must be used, ex-
amples of which we will see in Sects. 17.4.2 and 17.4.3.

Local-Response Model
Let us further see the simplifications arising within the
approximation of the local response.

Let the z > 0 (region I) and z < 0 (region II) half-
spaces be filled with vacuum and a medium of the
dielectric function ".!/, respectively, as schematized in
Fig. 17.4. The boundary is assumed abrupt, and the di-
electric function is wavevector independent. This model
is referred to as local.

For this model, we can easily evaluate the g-
function. Indeed, let the external potential be that of
(17.57). The Poisson equation holds

�vext.r; !/D�4 �ext.r; !/ ; (17.59)

where �ext is the density of the external charges creating
vext. Equations (17.59) and (17.57) lead to

�ext.r; !/D 0 : (17.60)

x

z ε = 1I

ε (ω)II

Fig. 17.4 Model of local response of a semi-infinite solid
with the dielectric function ".!/

On the other hand, it follows from the Gauss theorem

r �D.r; !/D 4 �ext.r; !/D 0 (17.61)

and the material equation D.r; !/D ".!/E.r; !/ that
r �E.r; !/D 0 ; (17.62)

which holds in both regions I and II. Since E.r; !/D
�rv.r; !/, in both regions we have

�v.r; !/D 0 : (17.63)

In our system, the qk component is conserved and,
therefore, the solution of (17.63) can only be

v.r; !/D eiqk�rk
(
eqkzCA.!/e�qkz; z> 0 ;

B.!/eqkz; z< 0 ;

(17.64)

where A.!/ and B.!/ are constants in space, and the
attenuation of the solution into the solid has been im-
posed. Then,

Ez.r; !/D�qkeiqk�rk
(
eqkz �A.!/e�qkz; z > 0 ;

B.!/eqkz; z < 0 ;

(17.65)

and

Dz.r; !/D�qkeiqk�rk
(
eqkz �A.!/e�qkz; z > 0 ;

".!/B.!/eqkz; z < 0 :

(17.66)

Applying the boundary conditions of the continuity of
Ek (or, equivalently, of v ) and of Dz at zD 0 [17.26],
we find

AD 1� ".!/
1C ".!/ ; (17.67)

BD 2

1C ".!/ : (17.68)

Combining (17.67), (17.64), and (17.58), we arrive at

g.!/D 1� ".!/
1C ".!/ ; (17.69)

which is the final justification of formula (17.36).



Electron Energy-Loss and Photoelectron Spectroscopies 17.4 Application to EELS of Metal Surfaces 509
Part

D
|17.4

17.4 Application to EELS of Metal Surfaces

Here, we will apply the formalisms introduced above
to describe EELS from metal surfaces within models of
increasing order of sophistication.

17.4.1 Dipole Scattering

Within the jellium model of a simple metal sur-
face [17.28] and using the approximation of the dipole
scattering (i.e., in terms of the g-function), Tsuei
et al. [17.27] interpreted the multipole plasmonmode in
alkali metals, which they detected experimentally. Their
results for K and Na metals are reproduced in Fig. 17.5.
As seen from the inset in Fig. 17.5a, the amplitude
of the multipole plasmon is drastically underestimated
compared to the experiment.

Another shortcoming of the purely dipole scatter-
ing theory is the oversimplification of the geometry of
the experiment, including the incidence energy depen-
dence of the EEL spectra. Indeed, according to (17.55),
the q and ! dependence basically factorize in the ex-
pression for the differential cross section (apart from
p0 Dpp2 � 2!, which usually has an insignificant ef-
fect). This leads to dipole-mode spectra differing from
each other at the same momenta and energy loss but
at different geometries, by overall factors only, which
does not matter, considering that the intensity scale is
arbitrary.

a) b)Intensity Intensity

43210
Energy loss (eV)

76543210
Energy loss (eV)

Multipole surface plasmon K Multipole surface plasmon Na

× 5

0.6 0.8 ω/ωp

10° off
specular

16° off
specular

25 meV 35 meV

Specular Specular

Ep = 15 eV Ep = 15 eV

Fig. 17.5a,b EEL
spectra for (a) K
and (b) Na. The
bottom curves
in (a) and (b) are
measurements in the
specular direction,
and the top curves
are (a) 10ı and
(b) 16ı off the
specular direction,
respectively. Inset
in (a): the calculated
loss function
ImŒg.q; !/� at qD
0:11Å�1 . Reprinted
with permission
from [17.27].
Copyright (1990)
by the American
Physical Society

We will see below that the unified theory of EELS,
which does not separate the dipole and impact scatter-
ings, lifts the above limitations.

17.4.2 Reflection of Electrons Under
the Surface

The simplest possibility to go beyond the dipole regime
is to allow for the incident electron penetration into the
surface region, where the electron density of the target
is nonzero or even into the bulk, doing this, however,
simplistically by imposing an impenetrable potential
barrier at a given depth under the surface. This pathway
was implemented in [17.10] within the jellium model
of a metal surface [17.28]. In this setup, the complex
valued charge density is

�.z/D

expŒiqf.z� c/�

cos 	f
C expŒiqi.z� c/�

cos 	i

�
�.z� c/

4 
;

(17.70)

where �.z/D 0; 1 if z �; > 0, qf;i D˙.p0 � p�
qk sin 	f;i/= cos 	f;i 	i and 	f are the angles of incidence
and reflection, respectively, and zD c is the position of
the plane of reflection.

In [17.10], �.z/ of (17.70) was used in (17.52). The
bulk, surface, and multipole plasmons, including their
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Fig. 17.6 Energy-loss function calculated for the K surface
(rs D 5) for reflection at different distances c from the jel-
lium edge. The inset shows the positions of the penetration
depths c inside the charge-density distribution profile at the
surface; Ep D 15 eV, 	i D 50ı, and 	f D 60ı. (Reproduced
from [17.10])

amplitudes, were found to be in good agreement with
experiment, as can be seen from the comparison of
Figs. 17.6 and 17.7 with Fig. 17.5.

This model was further improved by considering the
elastic scattering of electrons within the kinematic the-
ory of diffraction [17.11].

17.4.3 Target and Incident Electrons
Treated on the Same Footing:
EELS of the Ag Surface

It is obvious that the full implementation of the theory
based on (17.34) and (17.29) in the case of the surface
of a crystal would require a 3-D calculation of both
the density-response function � and the elastically scat-
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Fig. 17.7 Energy-loss function calculated for Na (rs D 4)
surface; Ep D 15 eV, 	i D 44ı , and 	f D 60ı . (Reproduced
from [17.10])

tered waves jpCi and jp0�i, which, in this case, are the
low-energy electron diffraction (LEED) wavefunctions.
This ambitious program was fulfilled later in the case
of the graphene target [17.13]. In this section, we will
consider a step in that direction made in the calculation
of EELS at the surface of silver [17.12].

Compared with the approach of [17.10], the im-
provement in [17.12] was to use the wavefunctions
of the incident and reflected electron dictated by
the crystal potential at the surface and in the bulk
rather than those corresponding to the reflection from
an infinite barrier at a fixed position. Therefore, the
same Schrödinger, or rather Kohn–Sham, equations
were solved both for the impinged electron and for
the electrons of the target, the latter being neces-
sary for calculation of the density-response func-
tion �.
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d-electrons
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p
p'

εd(ω)

Fig. 17.8 Model used in the calculation of EELS from the
Ag surface. (Reproduced from [17.12])

θi = 80°

70°

75°

θs = 85°

Intensity (arb. u.)

Energy loss (eV)
3 4 5 6 7 8 9

Fig. 17.9 High-resolution electron energy-loss spectra of
the Ag(111) surface calculated within the framework of
our theoretical approach in Sect. 17.4.3 (solid lines) com-
pared to the experimental spectra of ten monolayers of Ag
on the Ni(111) surface, the latter compiled from [17.29]
(symbols). The energy of electrons in the incident beam is
Ep D 40 eV. (Reproduced from [17.12])

In order to facilitate calculations, a one-dimensional
(1-D) model of the surface and the bulk crystal was
used. An unfortunate artifact of this model is that it does
not account for d-electrons of the Ag crystal, which
significantly affects the dielectric response. To com-
pensate for this deficiency, d-electrons were included

θi = θs = 55°

Intensity (arb. u.)

Energy loss (eV)

Calculation
Experiment

3.5 4.0 4.5 5.0

Fig. 17.10 High-resolution electron energy-loss spectrum
of the Ag(111) surface calculated within the framework
of our theoretical approach in Sect. 17.4.3 (solid line)
for the specular reflection 	i D 	s D 55ı . (Reproduced
from [17.12])

phenomenologically through a background dielectric
function "d.!/, as explained in detail in [17.30]. On
the other hand, s-electrons were treated fully quantum-
mechanically. The geometry of the model is shown in
Fig. 17.8.

Within the aforementioned assumptions, the
density-response function �.z; z0; qk; !/ was obtained
self-consistently, and then (17.52) was used to calculate
the electron energy-loss spectrum.

The clear advantage of this approach is that it
provides a means to study dependence of the EEL
spectra on the experimental conditions, i.e., on the an-
gles of incidence and reflection, and on the primary
energy of the electrons. Representative calculated spec-
tra are compared with the experiment in Figs. 17.9
and 17.10. While the comparison is, in general, sat-
isfactory, the theory does not follow the experiment
with larger wavevector transfer (Fig. 17.9, the spectrum
with the angle of scattering of 70ı). This is analyzed in
detail in [17.12] and is attributed to the failure of the d-
electrons’ background dielectric function model at large
wavevectors.

17.5 EELS of Q2-D Materials: Important Particulars

With the discovery of graphene [17.31], interest in
Q2-D materials (materials macroscopic in two dimen-
sions and microscopic in the third one) has grown,
while EELS has become one of the important experi-
mental techniques of their investigation [17.32]. It must

be emphasized that our general formalism based on
(17.33) and (17.34) remains fully applicable to Q2-D
systems, and, moreover, it can be expected to be bet-
ter suited in this case, considering that the first Born
approximation for the inelastic scattering should hold
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the more accurately the thinner a target is. While we
defer the full theory until Sect. 17.5.4, for pedagogical
reasons we start the considerations within the concept
of energy-loss functions. In this section, we will limit
ourselves to the description of the energy losses within
the dipole regime, the latter having been introduced in
Sect. 17.3.2. Below, we will focus on the distinctive fea-
tures characteristic to Q2-D systems.

17.5.1 Supercell Method

To handle Q2-D crystals, calculations are generally per-
formed with the use of the supercell method, which
means that Q2-D layers are periodically replicated in
space at a given distance d from each other, as shown
in Fig. 17.11, and then standard 3-D solid-state methods
are used for the resulting formally 3-D-periodic system.
However, an important problem arises: in the calcula-
tion, the copies of the layers interact with each other
and, therefore, the results obtained for the array of lay-
ers are not, generally speaking, the same as they would
be for a single one. Moreover, it turns out that a sim-
ple increase of the interlayer distance d does not solve
the problem, since, at sufficiently small qk (long-wave
response), the interaction between the copies remains
strong. On the other hand, to give up the supercell ap-
proach and handle a single Q2-D system is usually
computationally prohibitively expensive.

Fortunately, the elimination of the spurious inter-
layer interaction within the supercell method can be
rigorously and efficiently performed in the follow-
ing way. Let Q�.qk; !/D Q�GG0.qk; !/ be the density-
response function of the artificial supercell system,
which includes the spurious interlayer interaction (G
are the supercell reciprocal vectors). Then, the genuine
density-response function of the single Q2-D system
�.qk; !/ free from the interlayer interaction can be re-

z

xy

d

a) b)

Fig. 17.11a,b 2-D material under an external field. (a) 2-D
single-layer geometry and (b) 3-D super-cell geometry.
(Reproduced from [17.33])

stored as [17.33]

�.qk; !/D Q�.qk; !/


1CC.qk/ Q�.qk; !/

��1
; (17.71)

where the matrix CGG0 is given by

CGG0.qk/D FGzG0z.jGk C qkj/ıGkG0k ; (17.72)

FGzG0z.p/D
4 .p2�GzG0z/

pd.p2CG2
z /.p

2CG02z /

� cos
�
.GzCG0z/d

2

�
.1� e�pd/ ;

(17.73)

and we have used the notation G� .Gk;Gz/.

17.5.2 The True Energy-Loss Function
of a Q2-D Crystal

It must be emphasized that the correct energy-loss
function to be used in the reflection EELS of Q2-D
structures (as long as we are limited to the dipole
regime), according to (17.55) and (17.56), is [17.33]

LQ2-D.qk; !/D�
1

2
Im


gQ2-D.qk; !/

�
; (17.74)

where

gQ2-D.qk; !/D
2 

qk

Z
eqkz�0 0.z; z

0; qk; !/e
qkz0dzdz0 ;

(17.75)

and not

� Im
 

1

�Q2-D.qk; !/

!
; (17.76)

where

1

�Q2-D.qk; !/
D 1C 2 

qk

Z
�0 0.z; z

0; qk; !/dzdz
0 ;

(17.77)

although the opposite is often assumed without jus-
tification. The latter energy-loss function is pertinent
to the in-plane energy dissipation in the Q2-D sys-
tem [17.33]. In the above equation, the subscripts at the
response functions denote the zero in-plane reciprocal
lattice vectors and select the long-wave response to the
long-wave perturbation.
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17.5.3 Results for Single-Layer
and Multilayer Graphene

In [17.33], calculations using formulas (17.74)–
(17.77) were performed. Results for monolayer pristine
graphene are presented in Figs. 17.12 and 17.13.

A comparison of the theory with HEELS experi-
ment for monolayer and bilayer graphene is shown in
Fig. 17.14. We first note that the agreement between
theory and experiment is much better in the case of
the �-plasmon (upper panels) rather than for the � C �
one. When making the comparison, we must take the
following factors into account. As will be shown in
Sect. 17.5.4, where we implement the theory that does
not separate the dipole and impact mechanisms, the
� C � plasmon is much more sensitive to the details
of the elastic scattering than the �-plasmon is, the lat-
ter being well reproduced within the dipole mechanism.
Since, on the one hand, the theory in this section is
the dipole one, it is not surprising that for the � C �
plasmon we have a worse agreement with experiment.
On the other hand, the experiment in [17.34] was car-
ried out with graphene on a substrate (of SiC (0001))
rather than with a standalone graphene. This would
make the comparison of these experimental data to
our full theory of Sect. 17.5.4 meaningless, the latter
being sensitive to the details of the elastic scatter-
ing, which is very different for the standalone and
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Fig. 17.12 Dielectric function of the pristine monolayer
graphene obtained with (17.77) and the corresponding
energy-loss function. Momentum qk is varied along the
�M direction. (Reproduced from [17.33])
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Fig. 17.13 The EELS-related energy-loss function
�1=2Im 
gQ2-D.qk; !/

�
(upper panel) compared to

the energy-loss function �Im 
1="Q2-D.qk; !/
�

(lower
panel) for pristine monolayer graphene. (Reproduced
from [17.33])

the substrate-supported systems. The full theory with
inclusion of the substrate is still to be built in the
future.

We note that all specific calculations considered
above have required the knowledge of the interact-
ing electrons density-response function �.r; r0; !/. The
nontrivial methods of its numerical evaluation will be
considered in Sects. 17.6.3 and 17.7.

17.5.4 Theory of EELS of Q2-D Crystals
Beyond the Energy-Loss Functions
Formalism

The one-step combined inelastic and elastic scatter-
ing theory, developed in Sect. 17.2.1 and resulting in
expression (17.34) for the double differential cross sec-
tion is best suited for applications to the HEELS of
Q2-D crystals. This happens for two particular reasons.
First, in the medium energy range of incident elec-
trons (� 10�100 eV), the role of the elastic scattering
grows very importantly, leading, in particular, to the
appearance of the elastic scattering resonances, which
were first predicted in [17.35] and then observed and
studied experimentally [17.36–39]. Elastic scattering,
therefore, can no longer be considered as constituting
a smooth background to the sharp features due to in-
elastic processes, and both kinds of scattering must be
included in the theory in their interrelations [17.13].
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Fig. 17.14a–d The reflection EELS energy-loss function �Im 
gQ2-D.qk; !/
�
of (17.75) (solid lines) and the energy-loss

function �Im 
1="Q2-D.qk; !/
�
of (17.77) (dashed lines) for monolayer (a,c) and bilayer (b,d) graphene in the energy

range of � (a,b) and �C� (c,d) plasmons. Green symbols are the experimental HREELS data of [17.34]. The theoretical
spectra have been roughly normalized to the experimental ones. (Reproduced from [17.33])

Secondly, in contrast to the surfaces of semi-infinite
solids, Q2-D materials are the systems for which the
method of Sect. 17.2.1 can be implemented without
resorting to any sort of additional phenomenological in-
gredients. Indeed, the description of the energy losses
in a semi-infinite solid necessarily requires the intro-
duction of the optical potential. This is because we
need a mechanism restricting electrons’ exit to vacuum
after penetrating arbitrarily deep into the target, with-
out which mechanism the probability of the bulk losses
diverges, leading to the break down of the first Born
approximation for inelastic scattering [17.12]. In exper-
iments, this restriction is ensured by the higher-order
inelastic processes, which, however, cannot be included
in the theory in the ab-initio fashion. The latter problem
does not arise in the case of Q2-D materials, due to their
microscopic thickness, making them ideal objects to be
studied with the use of the theory of Sect. 17.2.1.

We proceed by noting that in a Q2-D crystal, the
in-plane component of the wavevector is conserved

to within a reciprocal lattice vector Gk. As a conse-
quence, the density-response function becomes a matrix
in the reciprocal lattice vectors �GG0.z; z0; qk; !/, where
qk belongs to the 2-D Brillouin zone (2-DBZ). Equa-
tion (17.34) can then be conveniently transformed to

1

S

d�

d!d˝
.p0  p/

D�64 
5p0

p
Im

2

664
X

G QG
G0 QG0

Z
�GG0.z1; z

0
1; qk; !/

� e�jGCqkjjz1�zje�jG
0Cqkjjz01�z0 j

jGC qkjjG0 C qkj
aC�
p;GC QG.z/a

�
p0; QGCG0

.z/

�aC
p;G0C QG0.z

0/a��
p0; QG0CG0

.z0/ dzdz0dz1dz01

3

775 ; (17.78)



Electron Energy-Loss and Photoelectron Spectroscopies 17.5 EELS of Q2-D Materials: Important Particulars 515
Part

D
|17.5

0

0.2

0.4

0.6

0.8

1.0
EELS intensity (arb. u.) Reflection coefficient

Energy loss (eV)
5 10 15 20 25 30 35

Ep = 41.1 eV
θi = 125°
θs = 55°

×10−1

ΓK d2σ/(dωdΩS)
Loss-function
R

Fig. 17.15 Calculated EEL reflection spectrum of mono-
layer graphene (thick black line, full theory, (17.34)), the
one calculated with the use of the surface loss function
(dashed line, (17.55), (17.56)), and the coefficient of re-
flection (thin blue line plotted against the right y-axis). For
better visualization, EEL spectra are split into two parts,
the low-energy one is scaled by 0.1. See Fig. 17.16 for the
definition of angles. (Reproduced from [17.13])
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Fig. 17.16a,b Reflection (a) and transmission (b) geome-
tries of the EELS experiment on a Q2-D crystal with the
definition of angles. (Reproduced from [17.13])

where a˙p;G.z/ are the Fourier coefficients in the expan-
sion (Laue representation [17.40])

hrjp˙i D
X

G

a˙p;G.z/e
i.GCpk/�rk ; (17.79)

S is the normalization area, and G0 reduces the paral-
lel component of the transferred momentum to the first
Brillouin zone: pk � p0k D qk CG0.

In [17.13], the approach based on (17.78) was im-
plemented for Q2-D crystals and applied to monolayer
and bilayer freestanding graphene. In Fig. 17.15, results
corresponding to the experimental setup of HREELS
are presented, where the reflection EEL spectrum of
graphene calculated with the use of the present theory is
plotted together with the reflection coefficient (the lat-
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Fig. 17.17 Calculated EEL transmission spectrum of
monolayer graphene (thick line, full theory, (17.34)), the
one calculated with the use of the bulk loss function
(dashed line, (17.47)), and the coefficient of transmission.
See Fig. 17.16 for the definition of the angles. (Reproduced
from [17.13])

ter changing with p0, while p is fixed). The energy of
the incident electrons is Ep D 41:1 eV (the nonround
primary energy in eV is due to the specific energy
mesh in the wavefunction calculations), the angle of
incidence is 	i D 125ı, and the angle of scattering is
	s D 55ı (polar angles are relative to the positive z-axis,
Fig. 17.16). It is instructive to note how the influence
of the elastic scattering changes the spectrum in the en-
ergy range of the � C � plasmon, the latter extending
broadly from about 10 to 25 eV within the energy-loss
function approach [17.33]. A sharp peak in the reflec-
tion coefficient due to the diffraction resonance [17.35]
at � 11:9 eV leads to a peak in the EELS intensity at
this energy. The same happens at � 28:5 and 33 eV.
Generally, the EEL spectrum becomes a product of the
interplay of inelastic and elastic processes. At the same
time, it would be an oversimplification to conclude
that the EEL spectrum just follows the reflectance: In
(17.34), the reflectance coefficient does not factorize
and, therefore, the influence of the elastic scattering on
the EELS is not straightforward. This can be observed
in Fig. 17.15, considering a maximum in the EEL
spectrum at � 15:7 eV, where reflectance has a mini-
mum.

Similar observations can be made from the EELS
in the transmission geometry in comparison with the
coefficient of transmission, as presented in Fig. 17.17.
We conclude that the elastic scattering affects the EEL
spectra dramatically, especially so in the region of the
�C� plasmon and at higher energies. Different parts of
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Fig. 17.18 Calculated EEL reflection spectrum of bilayer
graphene (thick black line), the loss function (dashed line),
and the coefficient of reflection (blue). In contrast to
the monolayer case, the �-plasmon loss intensity is also
influenced by the inclusion of the elastic scattering. (Re-
produced from [17.13])

the spectra are strongly enhanced and suppressed in the
reflection and transmission regimes, which is mainly
due to the presence of the diffraction resonances. These
conclusions are supported by the spectra of the bilayer
graphene in Figs. 17.18 and 17.19.
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Fig. 17.19 Calculated EEL transmission spectrum of bi-
layer graphene (thick black line), the loss function (dashed
lines), and the coefficient of transmission (red). In contrast
to the monolayer case, the �-plasmon is also influenced
by the inclusion of the elastic scattering. (Reproduced
from [17.13])

We argue that overcoming the limitations of the
energy-loss functions formalism, the one-step simulta-
neous inelastic and elastic scattering approach can be
expected to replace the former as a standard theoretical
tool in the EELS of mesoscopic crystals.

17.6 Dielectric Screening in Photoemission

The alternating electric field of the light excites the
electrons in the solid, and the electron promoted to
a state with the energy higher than the surface poten-
tial barrier can leave the crystal, which is known as the
photoelectric effect [17.41]. Apart from the probabil-
ity to be excited, the probability of the photoelectron
being detected with the same energy in vacuum de-
pends on whether it would reach the surface without
losing energy in inelastic collisions and on whether it
would transmit through the surface or reflect back into
the solid. The probability of inelastic scattering is ex-
pressed by the electron mean free path � or electron
lifetime � , and the elastic scattering by the surface is re-
duced to time-reversed electron diffraction [17.42–45].
These aspects will be briefly discussed in Sect. 17.6.1.
The excitation probability depends on the frequency
and polarization of the incident light and also on the
spatial structure of the electric field inside the solid,
which may be strongly modified by the dielectric re-

sponse of the electronic system, as we will discuss in
Sects. 17.6.2 and 17.6.3.

Dielectric screening is most important at low pho-
ton energies, and this spectral region has recently
become of special interest in angle-resolved photoemis-
sion spectroscopy [17.46–50], where a reduced inelastic
scattering of the photoelectrons at low energies implies
higher bulk sensitivity. A related issue is the design of
laser-driven photocathodes of high quantum efficiency
for free-electron lasers [17.51, 52]. Another rapidly
growing field is laser-assisted time-resolved photoemis-
sion [17.53–58] based on the superimposed ultraviolet
pulse and the laser pulse of ! D 1:7 eV. In particular,
in the streaking technique [17.53–57] the wave packet
excited by the high-frequency pulse is accelerated by
the laser field, and the energy shift of its spectrum is
measured. In this relation, it is important to know how
deeply the laser field penetrates into the solid and what
its spatial structure is.
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17.6.1 The Essence of the One-Step
Photoemission Theory

If the interaction of the outgoing electron with the hole
left behind can be neglected (the so-called sudden ap-
proximation [17.59]) and if the one-particle approach
is adopted then the photocurrent is given by optical
transitions from the initial states—eigenfunctions of
the crystal Hamiltonian—to the time-reversed LEED
states [17.42–44]. Indeed, it follows from the time-
dependent perturbation theory that if an electron of
initial energy Ei is excited by a harmonic perturbation
OO of frequency !, the photoelectron wavefunction is

�.r/D
Z

dr0 GC.r; r0;Ef/ OO .r0/ ; Ef D EiC! :
(17.80)

This wave j�i propagates in all directions, and it de-
scribes both external and internal photoemission. If we
are interested in the probability of detecting the pho-
toelectron outside the crystal at r!C1, then GC as
a function of r0 satisfies the Schrödinger equation ev-
erywhere in the half-space containing the crystal (but
not the detector), and its asymptotic behavior at large
r0 can be inferred from the free-space Green’s function
GC0

GC0 .r; r
0;E/D�

exp
�
i
p
Ejr� r0j

	

2 jr� r0j (17.81)

and the resolvent identity [17.15, 42]

GC.r; r0;E/D GC0 .r; r
0;E/

C
Z

GC0 .r; r
00;E/V.r00/GC.r00; r0;E/ dr00 ; (17.82)

where V.r/ is the crystal potential. (We follow the
arguments of Adawi [17.42] closely.) For r� r0, the de-
pendences on r and r0 of the free-space Green’s function
(17.81) factorize

GC0 .r; r
0;E/!�exp.ikr/ exp.�ikr

0/
2 jrj ;

with kDpE and kD k
r
jrj : (17.83)

From (17.82) and (17.83), the asymptotic formula for
GC.r; r0;E/ at r!C1 is

GC.r; r0;E/D� 1

2 
eikr

�
�
e�ikr

0C
Z
GC.r0; r00;E/ V.r00/ e�ikr

00
dr00
�
; (17.84)

where we have used the identity GC.r0; r00;E/D
GC.r00; r0;E/. For r0 far from the crystal and r00 inside
the crystal, the function GC.r0; r00;E/ in the integrand
contains only outgoing waves (in accord with its use
in (17.80)). Thus, the expression in brackets contains
a single incoming beam exp.�ikr0/ coming from the de-
tector and the outgoing beams due to the integral. The
wavefunction that satisfies these conditions in vacuum
is the LEED state j˚i, cf., (17.37). Thus, the photocur-
rent J depends upon the probability of the transition
from the initial state ji kki to the time reversed LEED
state jf kki

J.!; kk/�
p
Ef �Evac

ˇ̌
ˇ
˝
f kk

ˇ̌ OOji kki
ˇ̌
ˇ
2
; (17.85)

where
˝
r
ˇ̌
f kk

˛D hrj˚i�, and the notation ji kki and jf kki
emphasizes that both initial and final states have a well-
defined crystal momentum parallel to the surface kk, but
there is no translational invariance perpendicular to the
surface. The initial states that belong to the kk-projected
bulk continuum are standing waves, which in the depth
of the crystal, z!�1, where the crystal potential is
periodic, are a superposition of the incident wave and
the Bloch waves reflected from the surface. (However,
close to the surface the initial state wavefunction may
have a more complicated structure). In the kk-projected
band gaps there may exist surface states, whose asymp-
totics at z!�1 is a sum of evanescent Bloch waves,
i.e., the waves with complex crystal momenta projec-
tions k?. The initial state also has a band index, because
there may be several degenerate states with the same kk
and Ei, but here we drop it for brevity.

Photoemission is known to be a surface-sensitive
phenomenon, which, in particular, manifests itself in
the fact that the photocurrent from the surface state has
the same order of magnitude as from the bulk bands
(where the number of electrons is proportional to the
thickness of the sample). The reason is the inelastic
scattering of the outgoing electrons. In the one-step
photoemission theory [17.42–45], the surface sensitiv-
ity is allowed for by the evanescent behavior of the
LEED state, which is achieved by adding an absorbing
potential �iVi to the Hamiltonian in the crystal half-
space. Because the energy E is kept real, the imaginary
optical potential forces the function jf kki to decay in
space, so that the wavevectors k? of all Bloch con-
stituents of the LEED state become complex.

Computational methods for electron scattering by
surfaces are based either on the layer KKR (Korringa–
Kohn–Rostoker) multiple scattering technique [17.60–
62] or on the Bloch-waves approach [17.63, 64]. In the
latter case, one first determines the complex band struc-
ture of the semi-infinite substrate, i.e., finds for given E
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and kk a number of relevant Bloch solutions with differ-
ent k? and then connects a superposition of these partial
waves to a plane-wave expansion in vacuum across the
surface [17.65]. If the electron absorption is neglected,
i.e., Vi D 0, a finite number of the wavevectors k? are
purely real, and they constitute the real kk-projected
band structure (propagating waves). Apart from that,
for each E and kk, there exists an infinite number of
complex k?, which constitute the complex band struc-
ture (evanescent waves) [17.66, 67]. For Vi ¤ 0, all k?
become complex, and, similarly to the notion of the
transmitted current, each partial wave can be ascribed
partial absorbed current [17.68] according to the for-
mula

j� D 2Vi

Z ˇ̌
 .k�?; r/

ˇ̌2
dr ; (17.86)

where the integration extends over the entire volume
of the crystal. In the limit Vi! 0, (17.86) transforms
into the usual expression for the transmitted current
for the propagating waves (Im.k?/! 0) and vanishes
for the genuinely evanescent states (e.g., in a projected
band gap, with Im.k?/ being the elastic decay rate).
From the point of view of (17.85), the complex k?
imply a broadening of the direct (crystal momentum
conserving) transitions, and when the inelastic decay
rate becomes comparable with the elastic one, the di-
rect transitions picture becomes inapplicable [17.69].

17.6.2 The Optical Perturbation

The perturbation operator due to the optical electric
field is expressed in terms of the vector potential A as

OOD 1

2c
ŒA.r; !/ � OpC Op �A.r; !/� ; (17.87)

where OpD�ir is the momentum operator. For pho-
ton energies up to far ultraviolet, the light wavelength
is much larger than the dimensions of the crystal unit
cell, so if the perturbing field in the solid has the same
structure as in vacuum, then its spatial variations can
be neglected, Op �A� 0, and the perturbation operator
would reduce to OOD .1=c/A � Op. This is referred to as
the dipole approximation. It may be sufficient at high
enough photon energies, at which the electronic system
virtually does not respond to the perturbation, � � 1. At
lower energies, the effects of light refraction must be
taken into account, and, in some cases, it is sufficient to
include it via the macroscopic Fresnel equations based
on the position-independent bulk dielectric constant of
the solid [17.70–72].

Fresnel equations combined with the dipole approx-
imation imply a certain form of the dependence of the

photoemission intensity on the angle of incidence 	
of the electromagnetic wave, which follows from the
simple A.	/ �P structure of the perturbing operator,
where PD hf kkj � ir ji kki depends only on the initial
and the final states, and A.	/ depends on the macro-
scopic dielectric response. In many cases, pronounced
deviations of J.	/ from this simple behavior were ob-
served [17.73, 74], which pointed to the presence of
another term in the perturbation operator. One term not
included in the dipole approximation arises from the
spatial inhomogeneity of the vector potential A.r; !/ at
the surface due to the simple fact that the field must
change from its vacuum value to the asymptotics in
the depth of the crystal given by macroscopic elec-
trodynamics. This gives rise to the term .1=2c/Op �AD
.�i=2c/ divA, which may cause an asymmetric shape
of the spectral peaks due to direct transitions [17.75,
76], or may lead to unexpectedly high intensity at the
grazing incidence angle of p-polarized light [17.74], or
may contribute to the circular dichroism [17.77, 78].

In the model considerations of [17.73–76], the vec-
tor potential was simply assumed to monotonically
vary from its vacuum to its bulk value over a few
angstroms wide surface region. A more refined treat-
ment of the spatial inhomogeneity of A.r; !/ requires
a knowledge of the dielectric response in the surface
region. The pronouncedly broken translational symme-
try makes microscopic calculations very difficult, so the
theoretical effort has been limited to simplest model
systems. Nevertheless, the gross manifestations of the
surface dielectric response in photoemission are well
understood, as we show in the next section.

17.6.3 Nonlocal Dielectric Response

It has been known since the seminal works by Feibel-
man [17.79–81] that in metals, below the plasmon
energy !p the microscopic fields generated at the sur-
face by p-polarized light greatly enhance the emission
intensity. Later, a vast experimental evidence of the en-
hancement of total photoyield !p was accumulated for
simple metals [17.82–85]. Low-energy angle-resolved
spectra in the constant initial state (CIS) mode were
first reported for Al(100) [17.86, 87] and then for
Be(0001) [17.88] and Al(111) [17.89].

Qualitatively, the emission enhancement is due to
the excitation of a multipole surface plasmon [17.25,
91, 92], which was first predicted in 1970 by Ben-
nett [17.93]. The multipole mode is a result of the
nonlocal dielectric response at the surface. It was first
calculated by Feibelman [17.79, 80] in the random
phase approximation (RPA) for the response function
in a jellium model. The local-field enhancement and
the power absorption at the surface are analyzed in
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Fig. 17.20a,b Surface electronic structure of Be(0001). (a) The shaded area shows the kk projected bulk band structure,
and lines show calculated surface states. (b) Density profile �.z/ of the surface state at N� and schematically shown
crystal potential profile V.z/. The bulk band structure is calculated with a full-potential linear augmented plane wave
method [17.90], and surface states are calculated with the embedding method of [17.65]; a fragment of a finite-thickness
slab (from zM to zV) is embedded between a semi-infinite substrate and vacuum

detail in [17.81]. In metals with high electronic den-
sity, such as Al and Be, the multipole plasmon is
only weakly manifested in electron energy-loss spec-
tra [17.10] because it is blurred by a strong surface
monopole plasmon, but it has a dramatic effect on pho-
toemission intensities.

We will now introduce a quasi 1-D model to treat
the nonlocal response within RPA and for Be(0001)
demonstrate that the resulting total electric field com-
bined with the (fully 3-D) one-step theory of photoe-
mission fairly accurately describes the experimentally
observed photoemission intensities. Beyond the jellium
model, the present description includes (i) the nonfree-
electron character of the photoemission initial and final
states, (ii) the effect of optical absorption due to in-
terband transitions on the classical Fresnel field, and
(iii) the effect of crystallinity on the nonlocal dielectric
response. The latter aspect allows for the damping due
to electron-hole excitations (albeit underestimated) and
eliminates the uncertainty of the jellium model [17.25]
in locating the edge of the positive background relative
to the crystal surface. The discussion below follows our
work [17.94].

To calculate the self-consistent RPA response func-
tion �, the Be(0001) surface is represented by a finite-
thickness slab (60 atomic layers) inhomogeneous only
along the direction z normal to the surface [17.95]. The
model crystal potential V.z/ was constructed in [17.96,
97] so as to give the correct parameters of the gap at N�
and the location of the surface state (Fig. 17.20). (The
scheme can be straightforwardly generalized to a true 3-
D crystal potential, but this would require an enormous
computational effort.)

In the quasi 1-D approach the z component of the
electric field is the solution of the 1-D integral equation

Z
�zz.z; z0; !/Ez.z

0; !/ dz0 DDz D Evac
z : (17.88)

The classical field in vacuum Evac
z is derived from

the Fresnel equations using the experimental dielectric
function �mac from [17.98], and the spatially varying
total field inside the solid is obtained from the approxi-
mate microscopic theory. We thereby take into account
the properties of the actual material in the bulk re-
sponse but neglect the effect of the surface response on



Part
D
|17.6

520 Part D Collective And Single Particle Excitations

reflection. Following the approach by Samuelsen and
Schattke [17.99], we reduce the calculation of the re-
sponse to the transverse field to the response to a scalar
field, with the external scalar field taken as an evanes-
cent wave

�ext.r/D�2 
qk

exp.iqkrk C qkz/ : (17.89)

The limit qk ! 0 is ensured by the numerical conver-
gence of the results for 2 =qk much larger than the
lattice constant.

The response of the electronic system to the external
scalar field �ext is determined by the equation

Z
dz0�0.z; z0; qk; !/� tot.z0; qk; !/

D
Z

dz0�.z; z0; qk; !/�ext.z0; qk; !/ ; (17.90)

where � tot is the total self-consistent field, and the func-
tions �0 and � are the 2-D Fourier transforms of the
noninteracting and interacting density-response func-
tions, respectively. The noninteracting response func-
tion is derived from the single-particle eigenfunctions
 n, which, in the geometry of thick repeated slabs, are
standing waves in the direction perpendicular to the sur-
face, and they are independent of the Bloch vector kk
parallel to the surface

�0.z; z0; qk; !/D 2
X

nm

 n.z/ 
�
m.z/ 

�
n .z
0/ m.z

0/

�
X

kk

fkkn � fkkCqkm
Ekkn �EkkCqkmC!C i�

:

(17.91)

Here, the sum over n and m comprises both occupied
and unoccupied states, and fkkn D�.EF�Ekkn/ are the
Fermi occupation factors.

Within RPA, the interacting response function � is
the solution of the integral equation

�.z; z0; qk; !/D �0.z; z0; qk; !/
C
Z
dz1

Z
dz2 �

0.z; z1; qk; !/v.z1; z2; qk/�.z2; z0; qk; !/ ;

(17.92)

where v.z1; z2; qk/ is the 2-D Fourier transform of the
bare Coulomb interaction. In the present approach, the
integral equation reduces to a linear algebra matrix
equation (more details of the calculations are given
in [17.95]). Finally, the solution of (17.88) Ez.z0; !/ is

obtained from the solution � tot of (17.90) as its gradi-
ent �d� tot=dz scaled so as to equal the z projection of
the electric field of the electromagnetic wave in vacuum
Evac
z .
In jellium, light is absorbed only at the surface, and

the absorbed power is proportional to the imaginary part
of the centroid of the induced density d?.!/ [17.81].
In a crystal, owing to the bulk local fields, the induced
microscopic dipole moment extends to macroscopic
distances, and surface and bulk absorption cannot be
unambiguously separated. The surface absorption is,
however, clearly seen in the energy-depth distribution
P.z; !/ of the absorbed power; the results for 1-D crys-
tal and jellium models of Be(0001) for p-polarized light
incident at 45ı are shown in Fig. 17.21 along with field
intensity I.z; !/, which is the relevant quantity for pho-
toemission. Above !p, bulk plasmons are excited, the
momentum being provided by the surface; the plas-
mon wavevector increasing with energy is clearly seen
for the jellium model, but for the crystalline Be, it is
blurred by the stronger crystal fields. Below !p, the sur-
face absorption peaks at the multipole plasmon energy
!m � 0:8!p in perfect agreement with the earlier jel-
lium theory [17.81].

17.6.4 Photoemission from a Surface State

To see how the inclusion of the total exciting field into
the perturbation operator OO of (17.85) affects photoe-
mission intensity, let us consider the emission from the
surface state at N� on Be(0001), see Fig. 17.20. Because
it is located in a wide energy gap, its signal does not
overlap with the bulk emission. The surface state is
almost entirely localized within two outermost atomic
layers (Fig. 17.20), so its spectrum cannot be under-
stood in terms of direct transitions, and the evanescent
part of the complex band structure is expected to play
an important role. In addition, in spite of the small
atomic number of Be, its unoccupied band structure is
not free-electron-like, see Fig. 17.22a, as evident from
the high-energy structures B–E in the J.E/ curve in
Fig. 17.22b. Figure 17.22a relates these maxima to the
complex band structure of the LEED states in the A�A
interval of the bulk Brillouin zone; the intensity is dis-
tributed over several conducting branches (i.e., partial
waves that affect the escape of the photoelectron, see
Sect. 17.6.1), and the observed spectrum results from
a superposition of transition amplitudes to different
Bloch waves. (For technical details of the calculation,
see [17.94]).

Because we are interested in photoemission in-
tensities we should pay attention to the effect of
the absorbing potential �iVi.E/, which controls the
surface sensitivity in the calculations. In principle,
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Fig. 17.21a,b Frequency-dependent spatial distribution of the electric field at the surface Be(0001). (a) Power ab-
sorption density P.z; !/D Œ!=.4 /� ImŒDzE�z .z; !/� and (b) intensity I.z; !/D jEz.z; !/j2 . Calculations are for qD
0:02 (arb. u.)�1. (Reproduced from [17.94])

this parameter can be obtained as the expectation
value of the imaginary part of the self-energy opera-
tor [17.100], which can be calculated within the GW
approximation [17.101, 102] from the ab-initio band
structure [17.103]. However, for such a complicated
electronic structure as that of Be, a reliable ab-initio
calculation is still very difficult. In the present theory,
Vi is the only unknown parameter, which, however, is
known to be not strongly material dependent [17.104,
105] and to have a common behavior: Vi is close to
zero at the Fermi energy, it increases sharply at the
bulk plasma frequency (!p D 18:4 eV for Be) and then
steadily grows with energy. Assuming this shape, we
deduced the function Vi.E/ (see the inset in Fig 17.22b)
from the results for Al(100) [17.105] with an expected
uncertainty of ˙0:5 eV (shown by shading). The vari-
ations of the emission intensity due to the uncertainty
in Vi are shown by the shading of the J.E/ curve in
Fig. 17.22b, and they are seen to be quite small com-
pared to the intensity variations over the spectrum. Such
weak sensitivity to the optical potential is a conse-
quence of the strong spatial localization of the initial
state.

The strongest peak A is at ! D 15 eV, and it is
entirely due to the enhancement of the exciting field
caused by the multipole plasmon. Above !p, the higher
intensity of the emission caused by the total field rather
than by the incident field (dashed curve) is due to the
classical response (described by the Fresnel formulas).
In particular, when the reflected field is in phase with
the incident field, a classical resonance occurs, which,
for the incidence angle of 45ı, is at !p

p
2D 26 eV.

However, in Be the classical resonance is very broad,
and maximum B is, actually, a final state effect. For
the comparison with the experiments [17.88], we scaled
the J.!/ spectrum so as to match the measured curve
over the interval 25–45 eV, the solid line in Fig. 17.22a.
The theory rather accurately describes the intensity
variation by two orders of magnitude in the interval 10–
50 eV, which proves that the calculated exciting field is
quite realistic, as well as are the final states. (The slow
decrease of intensity above 50 eV may be due to exper-
imental conditions.) We may conclude that the present
model for the dielectric response, which is based on
RPA and on 1-D crystallinity, is adequate for real sur-
faces.
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17.7 Calculation of Response Functions

Here, we introduce an ab-initio method of the calcula-
tion of the response function for realistic systems with
full inclusion of the electronic band structure. Also, we
give some details of a simplified approach based on
a 1-D model potential that simulates key features of the
surface electronic structure.

17.7.1 Ab-initio Model

According to the time-dependent density-functional
theory [17.106], the response function of interacting
electrons � is related to that of noninteracting electrons

�0 through the integral equation

�.r; r0; !/D �0.r; r0; !/
C
Z

dr1

Z
dr2 �0.r; r1; !/Œv.r1; r2/

CKxc.r1; r2; !/��.r2; r0; !/ ; (17.93)

where v.r1; r2/ is theCoulomb interaction potential, and
Kxc.r1; r2; !/ takes into account dynamical exchange-
correlation effects. Many approximate forms for Kxc

have been proposed.The simplest andmost commonap-
proximation is RPA, inwhichKxc is simply set to zero.



Electron Energy-Loss and Photoelectron Spectroscopies 17.7 Calculation of Response Functions 523
Part

D
|17.7

At the surface, the translational symmetry in the
direction perpendicular to the surface is broken, and
a direct application of (17.93) with full inclusion of the
band structure would be a formidable task. One way to
solve this problem is to resort to so-called repeated-slab
geometry, where one constructs an artificial 3-D lattice
with a unit cell containing a slab of a finite number of
atomic layers representing the crystal surface of interest
sandwiched between two vacuum spaces (cf., supercell
geometry of Sect. 17.5.1). This cell is periodically re-
peated in the direction normal to the surface. For such
geometry, one can perform 3-D Fourier transformation
of all quantities and employ the computational codes
developed for 3-D lattices. The only difference here is
that the 2-DBZ is used, since the cell size in the direc-
tion perpendicular to the surface is substantially larger
than its in-plane size.

For a 3-D periodic system, the integral equation
(17.93) for � transforms into a matrix equation, which
for a given in-plane momentum transfer qk reads

�GG0.qk; !/

D �0GG0.qk; !/C
X

G1

X

G2

�0GG1
.qk; !/ Œ)G1.qk/ıG1G2

CKxc
G1G2

.qk; !/� �G2G0.qk; !/ : (17.94)

The matrix elements of the response function of nonin-
teracting electrons �0 are given by

�0GG0.qk; !/

D 2

S

2-DBZX

kk

X

nn0

fkkn � fkkCqkn0
Ekkn �EkkCqkn0 C .!C i�/

� ˝ kkn

ˇ̌
ˇ e�i.qkCG/�r j kkCqkn0 i

�
D
 kkCqkn0

ˇ̌
ˇ ei.qkCG

0/�r j kkni ; (17.95)

where the factor 2 accounts for spin, S is the normal-
ization area, and the second sum runs over the band
structure for each wavevector kk in the 2-DBZ, fkkn D
fexpŒ.Ekkn ��/=T�C 1g�1 is the Fermi factor, with �
and T being the chemical potential and temperature of
the electron gas, respectively; Ekkn and  kkn are the
one-particle eigenvalues and eigenfunctions, and � is
a positive infinitesimal. For the evaluation of Ekkn and
 kkn, one can employ a variety of methods developed
within the framework of DFT. However, the compu-
tational cost of the evaluation of the matrix elements
in (17.95) may be very different for different methods.
The most efficient and simple computational realiza-
tion is achieved in the plane-wave representation for the
wavefunctions  kkn, but this limits the consideration to
relatively simple elementary solids.

The evaluation of the �0 matrix is the most time-
consuming part of the 3-D response calculations. In
order to save computational time, one can first calcu-
late [17.107, 108] the absorptive part of the �0 function
according to (17.13), which, at T D 0, takes the form

�0AGG0.qk; !/

D�2 
S

2-DBZX

kk

occX

n

unoccX

n0
ı.Ekkn �EkkCqkn0 C!/

� ˝ kkn

ˇ̌
ˇ e�i.qkCG/�r j kkCqkn0 i

�
D
 kkCqkn0

ˇ̌
ˇ ei.qkCG

0/�r j kkni ; (17.96)

where the sum over n (n0) is limited to occupied (unoc-
cupied) states. Another important problem is related to
the long-range Coulomb interaction between oscillating
charges in different slabs, which may introduce spuri-
ous effects in the response function �. For instance, the
plasmon dispersion is distorted in the long-wavelength
limit. This issue is especially crucial, if one is interested
in the dispersion of a 2-D plasmon [17.109]. Several
recipes were proposed to solve this problem. One of
the approaches [17.33] is described in Sect. 17.5.1.
Implementation of this recipe in the first-principles cal-
culations of the plasmonic structure of thin Pb(111)
films demonstrated [17.110] its efficiency in the elim-
ination of the spurious long-range Coulomb interaction
between different slabs.

The ab-initio method to evaluate the response
functions with full inclusion of the electronic band
structure still has to be incorporated into the theories of
the inelastic scattering of electrons and photoemission
presented in previous sections. The recent progress in
the numerical evaluation of response functions from
first principles by different groups promises that this
can be done in the nearest future. One of the main
advantages of the ab-initio approach over the simple
models based on a free-electron approximation is
its ability to correctly describe both the energy and
the lifetime of collective electronic excitations at the
surfaces. The surface plasmon properties obtained
with the surface response function evaluated with
a full inclusion of the surface electronic structure
demonstrated its efficiency: such calculations are
able to reproduce the dispersion of the plasmon en-
ergy and lifetime for clean surfaces of the simple
metals Mg(0001) [17.111–113], Al(111) [17.112],
Be(0001) [17.114–116], and Pb(111) [17.110] very
closely to the energy-loss experiments [17.117–119].
Moreover, since in this approach, the valence d elec-
tronic states are taken into account, the surface plasmon
properties of the noble metals Cu(111) [17.120],
Ag(111) [17.120, 121], and Au(111) [17.120, 122]
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are well described as well, in agreement with the
experiment [17.2]. Similar calculations were performed
for Si(001) [17.123] and for surfaces with adsorbed
layers, such as p.2� 2/K=Be.0001/ [17.124, 125],
p.2� 2/K=graphite [17.126], graphene=SiC(0001) and
graphene=Al(111) [17.127], and H=Ag(111) [17.121]
andmonolayer and bilayer graphene [17.113, 127–133].

17.7.2 One-Dimensional Model

The results presented in this chapter are based on the
response function �0 obtained with a simplified model,
in which the band structure effects are included via the
model potential of [17.97]. In contrast to the poten-
tial of the frequently used jellium model, the potential
of [17.97] reproduces the key features of the surface
band structure, namely the energy gap in the kk D 0-
projected bulk band structure and the energy of the
surface state and the first image state. For simplic-
ity, this model assumes the translational invariance and
a free-electron-like dispersion for the electronic states
in the plane of the surface. As a result, the wavefunc-
tions are

 kkn.r/D
1p
S
eikk�rk n.z/ ; (17.97)

and the corresponding single-particle energies are

Ekkn D EnC
k2k
2mn

; (17.98)

where the energy En is obtained by solving the 1-D
Schrödinger equation with the model potential, and mn

is the effective mass of the n-th energy band, which, in
principle, may be different from unity (using the effec-
tive masses partially compensates for the averaging of
the potential in the xy plane).

In this representation, the calculation of �0.r; r0; !/
reduces to the calculation of �0.z; z0; qk; !/ [17.134,
135], and the expression (17.95) for the response func-
tion of noninteracting electrons �0 becomes (17.91).
In order to proceed one can expand the wavefunctions
 n.z/ in a Fourier series, again using a slab geome-
try for the surface description [17.134]. In this case,
the Fourier representation of the noninteracting density-
response function �0 takes the following form

�0.z; z0; qk; !/

D
1X

mD0

1X

nD0
�0Cmn .qk; !/ cos

�
2 m

d
z

�
cos

�
2 n

d
z0
�

C
1X

mD1

1X

nD1
�0�mn.qk; !/ sin

�
2 m

d
z

�
sin

�
2 n

d
z0
�
;

(17.99)

where d is the width of the unit cell composed of the
atomic layers and the empty space.

Within the framework of RPA, the 2-D Fourier
transform �.z; z0; qk; !/ of the density-response func-
tion of an interacting electron system is obtained by
solving the integral equation (17.92). All quantities en-
tering (17.92) can be represented in the form of (17.99),
which yields the following matrix equation for the co-
efficients �ṁ;n.qk; !/

�˙mn.qk; !/D �0˙mn .qk; !/C
X

m0;n0



�0˙mm0.qk; !/vm0n0.qk/

��˙n0n.qk; !/
�
; (17.100)

with vmn.qk/ being the coefficients of the bare Coulomb
interaction v.z; z0; qk/. Further computational details of
this approach can be found in [17.95].

17.8 Conclusions and Perspectives

We have reviewed the main challenges arising in the
development of the theoretical approaches to the elec-
tron and photoemission spectroscopies of bulk, surface,
and quasi 2-D solid systems. Over the years, the general
trend of the transfer from model to ab-initio approaches
have been clearly identified.

We have discussed the current state-of-the-art of the
theory of EELS up to its very recent developments.
A fundamental limitation of the traditional picture of
the inelastic scattering of electrons at solid targets has
been revealed. That is the neglect of the simultaneous
potential scattering at the crystal lattice, which turns
out to be critically important, especially for quasi 2-D

materials in the energy range of incident electrons of
� 10�100 eV, corresponding to the values used in high-
resolution EELS. We have shown how this shortcoming
can be overcome by the construction of the theory of
one-step combined inelastic and elastic electron scatter-
ing. These results open a path to the theoretically inter-
pretable application of HREELS for studyingQ2-Dma-
terials with meV resolution, an unachievable limit with
the presently available EELS in the TEM technique.

We have analyzed the results obtained with the new
theory, which show a strong coupling between inelastic
and elastic channels in monolayer and bilayer graphene
in the HREELS regime. In particular, the excitation of
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the � C � plasmon is dramatically affected by the scat-
tering in the elastic channel. These theoretical findings
constitute a strong motivation for performing HREELS
experiments on free-standing Q2-D crystals, especially
so in view of the recent advances in the HREELS tech-
niques.

In our example calculations, we used the local-
density approximation (LDA) to DFT for the ground-
state calculations and RPA for the dynamic response
calculations, respectively. This was done consciously
for the sake of simplicity and considering that our
goal was highlighting the coupling between inelastic
and elastic processes, rather than studying the many-
body effects in Q2-D materials, the latter problem
having been addressed in a large body of literature
([17.136] and references therein). The basis of our ap-
proach, (17.78), however, remains valid at any level

of (TD)DFT, allowing future inclusion of the many-
body effects within the framework of this theory. At
the same time, it must be noted that the supercell
method might encounter difficulties in the presence of
the long-range xc [17.137], in which case the native ap-
proaches [17.138] (considering a single Q2-D crystal
from the very beginning) will be necessary. The well-
known shortcomings of LDA and RPA [17.16] are the
likely source of the remaining discrepancies between
our calculations and experiment in the energy range of
the � C � plasmon.

Finally, we argued that overcoming the limitations
of the presently generally adopted energy-loss functions
formalism, the theory of the simultaneous inelastic and
elastic electron scattering can be expected to replace the
previous approaches as a standard theoretical tool in the
EELS of mesoscopic materials.
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18. Surface Plasmons and Plasmonics

Mario Rocca

Surface plasmons (SPs) correspond to self-sustain-
ing excitations of the electron gas of metals or
semiconductors, i.e., to modulations of the den-
sity of such gas occurring at the surface of the
body generating electric fields propagating along
the surface and decaying exponentially perpen-
dicular to it. Since the electric field at a metal
surface is directed perpendicular to it, the SP cor-
responds to a transversely polarized wave. As such
it may interact with light giving rise, in the long
wavelength limit, to SP polaritons (SPPs) which
are promising for plasmonics applications, i.e.,
SP-based electronics, since at any given frequency
their wavelength is shorter than the one of light
and may thus allow for a miniaturization of pho-
tonic devices. Excitation of SPPs by light requires
matching of energy and wavevector and is thus
possible only for rough surfaces or in the pres-
ence of gratings. As for bulk plasmons, the SP
frequency is dictated by the electron density and
falls typically between a couple and some tens of
eV. Surface plasmons, therefore, cannot be excited
thermally nor interact significantly with lattice
vibrations but play a role whenever electronic de-
grees of freedom are involved as in electron and
ion-surface scattering. Surface plasmon dispersion
is dictated by surface properties and may depend
on crystallographic surface and propagation direc-
tion. For small particles, resonant light absorption
occurs whenever a closed path along the surface
coincides with multiples of the SP wavelength
(Mie resonance). If it falls in the visible range it
determines the bright colors of metallic nanopar-
ticles and can be exploited in energy harvesting
in solar cells. SP resonances are, moreover, re-
sponsible for the amplification of the local electric
field in nanoantennas and in surface-enhanced
Raman spectroscopy, allowing Raman signals even
for single isolated molecules to be recorded. Fur-
thermore, the SP resonance influences the optical
reflectivity and can therefore be easily monitored.

Since the latter depends on the refractive index
of the medium, surface modifications resulting
from adsorption can be monitored in vacuum and
electrochemical environments.
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Surface plasmons are coherent excitations of the free-
electron gas occurring at the interface of two materials.
They are polarization waves propagating along the
interface and evanescent normal to it, whereby the elec-
tromagnetic fields associated with the additional charge
fall exponentially away from the interface.

Surface plasmons were first predicted by Ritchie in
1957 [18.1] and extensively studied in the following
decades by Raether [18.2], Kretschmann [18.3], and
Otto [18.4].

At variance with bulk plasmons, which correspond
to longitudinal oscillations of the electron gas, SPs have
transverse character and may therefore interact with
light, a property which makes them attractive for ap-
plications. For this same reason at small wavevectors,
where the SP dispersion crosses the light line, hy-
bridization with electromagnetic radiation occurs giv-
ing rise to a mixed excitation: the surface plasmon
polariton (SPP) (see [18.5] for a recent review of this
topic). Direct excitation of an SP by light is, how-
ever, possible only when energy and wavevector match,
a condition that is satisfied only for rough surfaces or
in the presence of a grating which provides the missing
momentum.

Evanescent light waves can be produced with
a prism (a technique known as attenuated total reflec-
tion, Fig. 18.1). Above a certain angle of incidence, on
the inside wall of the prism light undergoes total reflec-
tion, but the associated electromagnetic field spills over
and reaches the metallic foil placed above it. Whenever
energy and momentum match a SP, light is absorbed
and the reflectivity decreases abruptly.

The metallic foil usually consists of the noble
metals Au or Ag, since they have the sharpest res-
onances [18.7–9]. Shifts in the angle at which the
resonance occurs may be induced by changes in the op-
tical density close to the noble metal film. This effect

Analyte
flow

Gold film
Glass slide

Receptors

Polarized
light

Light
source

Prism

α

300 nm

Reflected
light

Detector1
2

1 2

Intensity

Critical angle

a) b)

Fig. 18.1 (a) Kretschmann configuration used for biochemical sensing. A thin gold film is evaporated on a prism and
put into contact with receptors and an analyte. The latter changes the refraction index in the thickness range of about
300 nm above the gold surface thereby causing a shift in the angular position at which absorption of light, caused by
the excitation of SPPs, takes place. (b) Intensity of the reflected radiation versus angle with 1 and without 2 analyte.
(Reprinted from [18.6], with permission from Elsevier)

forms the basis of surface plasmon resonance spec-
troscopy, a technique applied to monitor adsorption and
desorption of molecules especially for the investigation
of biointerfaces [18.6] and appreciated for its real-time
and noninvasive nature.

SPs may otherwise be excited by charged parti-
cle beams, such as the swift electrons of a transmis-
sion electron microscope. Momentum transfer causes
thereby a deflection in the trajectory and an energy loss
as shown schematically in Fig. 18.2b for a 50-keV beam
shot through Ag foils of different thickness. The elec-
tron energy-loss (EEL) spectra are shown in Fig. 18.2a.
The lowest EEL peak at � 3:63 eV corresponds to the
excitation of the surface plasmon. The loss intensity is
independent of film thickness since this mode can be
excited only as long as the electron is outside of the
foil. Conversely, the EEL at 3:78 eV is associated with
the excitation of the bulk plasmon. Its intensity indeed
scales with film thickness since it can be excited only
while the electrons move inside the material. Energy
and wavevector conservation allow the dispersion curve
of both modes to be traced.

More recently, surface plasmon dispersion has been
investigated with low kinetic energy electrons (ki-
netic energy of tens to hundreds of eV) for which
the penetration into a metal surface is limited to
just a few monolayers (MLs) [18.11–18] and the re-
trieved information is therefore highly surface sensitive.
Such high-resolution electron energy-loss spectroscopy
(HREELS) investigations allowed for a careful determi-
nation of the SP dispersion with wavevector, validating
the theoretical forecast of a negative slope for simple
metals [18.11, 19, 20] and stimulating new theory for
noble metals where the dispersion was determined to
be positive [18.21, 22]. The dispersion of the SP ex-
plains the size dependence of the Mie resonance in
clusters [18.23–25], and impacts on the understand-
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Fig. 18.2 (a) Electron energy-loss spectra recorded by swift electrons (kinetic energy 50 keV) moving through a thin Ag
foil. The losses correspond to surface (3:63 eV) and bulk (3:78 eV) plasmon excitations. (b) Geometry of the experiment.
The beam hits the foil along the surface normal and the electrons are recorded in transmission. The loss intensity of
the bulk plasmon scales with the foil thickness. The lower right panel reports the dispersion of transverse modes with
transferred momentum parallel to the surface kx on a wavevector scale comparable to the one of photons in the visible
range, i.e., 10�3 Å�1. The hybridization of SPs and light gives rise to the SPP. (Reprinted by permission from (a) [18.10]
and (b) [18.2], © Springer 1967, 1980)

ing of surface photoyield (PY), deexcitation mecha-
nisms of adsorbates, and the origin of van der Waals
forces [18.19, 21, 22].

A typical HREEL spectrum for an Ag surface show-
ing the SP loss is reported in Fig. 18.3. It does not
correspond to optimal investigation conditions since the
impact energy of the electrons used in this experiment
is relatively high implying an important integration of
the inelastic signal over reciprocal space but it has been
recorded over a wide energy-loss range. As one can see,
the spectrum is dominated by a single peak. The bulk
plasmon does not contribute appreciably to the inelas-
tic signal and an important tail is present on the large
energy-loss side due to the excitation of interband tran-
sitions. Changing the scattering geometry by moving
out-of-specular within the dipolar cone allows for an
accurate recording of the dispersion of the surface plas-
mon for wavevectors that are large compared to those
of the light cone (Fig. 18.2b), a region which can only
be accessed by optical methods.

Intensity (arb. u.)

8.07.06.05.04.0
Energy loss (eV)

3.79 Ag(001) 8.8° off �100�
q|| (3.79) = 0.066 Å–1

Ei = 105.0 eV
θi = θs = 44.7°

Fig. 18.3 Electron energy-loss spectrum recorded at a rel-
atively large impact energy evidencing the loss due to
the surface plasmon and the tail associated with interband
transitions. (Reprinted from [18.22], with permission from
Elsevier)
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a) b) c)

Fig. 18.4a–c Energy harvesting in plasmonic solar cells. Plasmonic nanoparticles are added to the junction in order to
reduce the thickness of the cell to a few �m and save precious material while reducing the recombination of the charge
carriers prior to their collection by the p-n junction. (a) Plasmonic particles at the surface reflect the light trapping it into
the cell; (b) plasmonic particles at the interface trap the light by excitation of localized SPs; (c) SPPs are excited at the
metal semiconductor interface. (Reprinted by permission from [18.26], © Springer 2000)

Fig. 18.5 The
Lycurgus Cup
(Reprinted by
permission
from [18.27],
© Springer 2007)

The importance of SPs in applications grew over the
years eventually giving rise to a new field of research
called plasmonics. A search under the keyword surface
plasmon yields some 64 000 papers over the past 20
years, while inserting the keyword plasmonics results
in over 1000 papers appearing every year.

The interest in SPs and SPPs is motivated by their
interaction with electromagnetic radiation which allows
light to be squeezed in regions much smaller than the
wavelength of the corresponding photon [18.28–30] and
by energy harvesting in solar cells [18.26, 31]. Local-
ization of light allows it to pass through subwavelength
holes [18.32] and is promising for the construction of
SP-based optoelectronic devices with nanosized dimen-
sions [18.33, 34]. Finally, SP-based antennas are cur-
rently under investigation and look very promising for
the generation of very high local electric fields. Re-
sults were reported for SP coupling to optical emit-
ters [18.35–37], SP focusing [18.38, 39], building op-
tical antennas at the nanoscale [18.40], SP-based inte-

grated circuits [18.41, 42], SP-enhanced light-emitting
diodes [18.43], as well as on negative refractive index
materials [18.44–46].

In Fig. 18.4, schemes are reported for SP-based
energy harvesting by light scattering of nanoparticles
placed at the surface of a solar cell, at the p-n junction,
and for SPP coupling by the corrugation introduced by
a grating drawn in a metal back surface of the cell.

Two-dimensional (2-D) materials, such as graphene,
can also sustain plasmons. This topic will not be treated
here since it is reviewed in Chap. 19.

Surface plasmon-based nanotechnology is in real-
ity an old technology, though it is now developed with
knowledge-based insight. For example, the bright col-
ors of the windows of Medieval cathedrals are due to
Au and Ag nanoparticles of different diameter, embed-
ded in the glass. The technique originates from late
Roman times as witnessed by the magnificent Lycur-
gus Cup (now at the British Museum), which changes
color when illuminated from the back (red) and front
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(green) because of light absorption by localized SPs at
the surface of the Au and Ag nanoparticles (Fig. 18.5).

The topic of SP dispersion has been summarized in
1995 [18.22]. Plasmonics applications in photovoltaic

devices were reviewed more recently by Atwater and
by Polman [18.26, 31]. An introduction to the surface
plasmon topic may also be found in the some textbooks,
see, e.g., [18.47].

18.1 Dynamical Screening at Surfaces

The dynamical screening of electric fields by a material
is described by its dielectric response function " which
links the electric displacement field D, generated by ex-
ternal charges only, with the electric field E to which all
charges, i.e., including polarization charges, contribute.
The response is thereby determined by the dependence
on time t and space r of the external field D.t; r/; " is, in
general, a tensor if the solid shows some anisotropy. In-
stead of performing complicated integrations over time
delay and space distribution of the charges it is more
convenient to look at the problem in reciprocal space
performing a Fourier transform and reasoning in terms
of frequency ! and wavevector q of the fields. The rela-
tionship between D and E simplifies then to the tensor
product

D.!; q/D ".!; q/E.!; q/ : (18.1)

By definition, the componentDz normal to the interface
is continuous across it while the one of the electric field
Ez is discontinuous. If the only charges present at the
interface are due to polarization, E will revert its di-
rection across the interface, as schematically drawn in
Fig. 18.6. A solution will then be possible at the par-
ticular frequency at which ".!; q/ also reverts its sign
when crossing the interface.

If the interface is between a metal and a vacuum, an
electric field generated by polarization charges may be
sustained at the surface of the metal when the dielectric
function of the metal ".!; q/D�1. Such a condition is
associated with the resonant excitation of an SP, a mode

Vacuum ε = 1 Metal ε = –1

z

+

+

+

Ez = − σ
ε0
− Ez = + σ

ε0
−

Fig. 18.6 Electric field across an interface with positive
polarization charges. E is discontinuous while the field
DD "E is continuous. Matching is possible only if "
changes sign across the interface

which propagates parallel to the interface in wavelike
fashion and is characterized by a wavevector qk (or
by a wavelength �D 2 =qk/, an angular frequency,
!sp.qk/, and a propagation velocity v D d!=dqk paral-
lel to the surface.

The electric fields associated with the polarization
charges decrease exponentially away from the interface
as e�jqkjz. Their penetration into thematerial is thus large
at large wavelengths and very limited at large wavevec-
tors. Excitation of surface plasmons makes up a very
efficient screeningmechanism for high-frequency exter-
nal electric fields and determines thus to a large extent
the high-frequency optical properties of surfaces.

For a free-electron gas one can easily demonstrate
that the dielectric function is given by

".!/D 1�
�!p

!

	2
; (18.2)

with !p plasma frequency. At !p, ".!/D 0 so that ac-
cording to (18.1) electric fields may exist in the bulk
of the material even in the absence of external sources.
This resonance condition corresponds to the excitation
of volume or bulk plasmons, i.e., longitudinal waves
with frequency !p, given by

!p D
s

ne2

m�"0
; (18.3)

in the international system units; n is thereby the den-
sity of the electron gas, e the elementary electric charge,
m� the effective mass of the involved electrons, "0 the
dielectric constant of vacuum (for cgs units multiply the
expression under the squareroot by 4 "0).

Since for nonferromagnetic materials the magnetic
permeability is very close to unity, the refraction index
is given by

p
" and the body will be transparent to light

above !p and opaque with a metallic shine below it
since the refraction index is then purely imaginary. No
absorption of electromagnetic radiation will take place
if the imaginary part of the dielectric function is zero as
in the case of the free-electron gas described by (18.2),
but the waves will not be able to propagate inside it and
be reflected back. In the case of alkali metals, !p falls
in the near ultraviolet explaining the ultraviolet trans-
parency of these materials.
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Fig. 18.7 Dielectric function for Ag. The interband transi-
tions from the d bands to the Fermi level give an important
contribution > 3:8 eV thus causing the shift of !p and !sp

to lower energies. (Reprinted from [18.48], with permis-
sion from Elsevier) I

As mentioned above the plasma resonance cor-
responds to a longitudinal excitation of the electron
gas. Bulk plasmons, therefore, cannot be excited by
photons since there is no matching in the polariza-
tion of the two waves. They are, conversely, excited
by the swift electrons used in transmission electron
microscopes (TEMs; Fig. 18.2a) and in ion-scattering
experiments as long as electrons and ions are inside the
material. Since !p depends quadratically on the three-
dimensional wavevector q, the transparency threshold
scales with the inverse of the particle diameter since the
wavelength of the excitations is limited by the size of
the particles hosting it.

The ".!/ is a bulk quantity and so is also its cross-
ing of the �1 level, determining the value of the SP
frequency, which is thus determined by bulk properties.
For simple metals, (18.2) implies that !sp D !p=

p
2.

In the presence of bound electrons contributing with
"b to the dielectric function, the resonance is shifted

Dielectric function ε(ω)
2

0

–2

–4

108642
Energy (eV)

to !sp D !p=
p
.2C "b/. The ratio !sp=!p will then be

determined by the steepness of the ".!/ curve in the re-
gion where this function changes from 0 to �1. The Ag
case is shown in Fig. 18.7. For this metal the d-electron
contribution shifts the surface plasma frequency from
its free-electron value of 6:35 to 3:70 eV.

18.2 Surface Plasmon Dispersion

At variance with the frequency, the wavevector depen-
dence of !sp is dictated by surface properties. Indeed,
it depends on the position of the centroid of the po-
larization charge with respect to the geometric surface
plane corresponding to halfway between the center of
the atoms in the outermost layer and the center of the
atoms of the first atomic layer which has been removed
to form the surface.

Following Feibelman [18.20], the charge associated
with the SPmust be located above the geometric surface
plane since there the electronic charge density is small
and it costs less energy to add additional charge to the
thinner, and therefore softer, electron gas. The model
is schematized in Fig. 18.8a. The d parameters corre-
spond to the centroid of the induced charge, located at
d?, and to the geometric surface coinciding with the jel-
lium edge at dk.

Energy-dissipation mechanisms can be introduced
by allowing for an imaginary partd?. Thedependenceon
frequency of real (distance) and imaginary (dissipation)
parts of d? are reported in Fig. 18.8b as calculated by
Liebsch [18.21] for simple metals with different density
(expressed as usual by rs, the radius of the sphere with
a volume equivalent to the one available for each free
electron in theunit cell (expressed inmultiple of theBohr

radius a0, 1 a0 � 0:5Å). In accord with Feibelman, d? is
still outside of the jellium edge at the SP frequency and
drops abruptly only at!m � 0:8!p where the dissipation
is largest especially for low-density materials (rs D 5).

The additional charge associated with the SP gener-
ates a potential, which at any given location depends
on its spatial distribution at the surface, i.e., on the
wavelength of the SP. As mentioned above, at large
wavelengths (small wavevectors) the surface plasmon
potential penetrates deeply into the bulk, while at short
wavelengths (large wavevectors) it will be confined to
the near-surface region. Since the electronic charge den-
sity decreases exponentially with the distance from the
surface, the SP will see a wavevector-dependent ef-
fective charge density neff largest at small wavevectors
and smallest at short wavelengths. The surface plasma
frequency will therefore decrease with SP wavevector.
Given the

p
n dependence of !p, for small wavevec-

tors such dependence will be linear and correspond to
a negative slope. This result has been confirmed exper-
imentally for simple metals by HREELS [18.11, 18].

In Fig. 18.9, HREEL spectra are shown for a thick
amorphous K film [18.11]. They were recorded by vary-
ing the angle of incidence of the incoming beam while
keeping the scattering angle fixed and sweeping over
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Fig. 18.8 (a) Position of the centroid of the oscillating
charge associated with the SP, d?, with respect to the geo-
metric surface plane. The latter, coincides with the jellium
edge and is indicated by dk since it corresponds to the po-
sition where charge would be induced by an electric field
oriented parallel to the surface. The electric potential asso-
ciated with the additional charge is reported for two values
of qk; �0 corresponds to a smaller qk value than � and
is therefore restricted to a narrower region at the surface
where the charge density is smaller, resulting in a wavevec-
tor dependence of neff. (b) Real (left) and imaginary (right)
part of d? versus frequency parametric in the density of the
material modelled by the parameter rs (radius of the sphere
at disposition of each electron, expressed in multiple of
the Bohr radius). (Reprinted by permission from [18.21],
© Springer 1997)
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Fig. 18.9 HREEL spectra recorded for thick K films ver-
sus impinging angle of the electron beam, 	i, for fixed
scattering angle 	s. The lowest frequency loss corresponds
to the surface plasmon. Above 	i D 50ı also the multipole
and the bulk plasmon losses are observed. (Reprinted with
permission from [18.13]. Copyright (1990) by the Ameri-
can Physical Society)

the energy loss. Since the energy loss is comparable
with the energy of the impinging electrons, scanning
over energy implies sweeping also over exchanged par-
allel momentum.

As demonstrated by the Ewald construction re-
ported in Fig. 18.10, the vanishing parallel momentum
transfer condition at the SP energy of 2:6 eV occurs
off specular. The SP loss peak moves then to a higher
energy-loss value than for in-specular scattering. Plot-
ting the position of the maximum of the energy loss
versus exchanged momentum, calculated from the en-
ergy and parallel momentum conservation equations

„2k2f
2m
D „

2k2i
2m
�„!sp ; (18.4)

kkf D kki � qk ; (18.5)

with ki and kf wavevectors of the incident and scattered
electrons, yields the data points reported in Fig. 18.11
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e–

θi θs

(0, 0)

q|| ∆q||

Fig. 18.10 Ewald construction showing the scattering ge-
ometry of the HREELS experiment; 	i and 	s correspond
to incident and scattering angles, the circle to on the energy
shell, i.e., to elastic scattering events for which jkfj D jkij.
Vanishing parallel momentum transfer is indicated by the
dashed vertical line and corresponds to off-specular scat-
tering for any nonzero energy-loss value (crossing point
between dashed line and light brown sphere corresponding
to a smaller final energy). The arc indicates the angular in-
tegration due to the acceptance of the spectrometer which
translates into an integration over reciprocal space �qk.
The latter determines the quality of the HREEL spectra
since achieving a good enough energy resolution is not
problematic for the investigation of electronic excitations

Energy loss (eV)

Momentum q|| (Å–1)
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Fig. 18.11 Surface plasmon energy versus exchanged mo-
mentum for a thick K film. The dispersion is initially linear
and negative. A quadratic term becomes important above
0:2Å�1. (Reprinted with permission from [18.11]. Copy-
right (1989) by the American Physical Society)

which nicely witness the negative dispersion up to some
0:1Å�1 beyond which quadratic terms of bulk origin
become important.

Back to Fig. 18.9, off-specular additional losses are
apparent. They correspond to the multipole plasmon
and to the bulk plasmon, respectively. The multipole
corresponds to an excitation with an additional node
in the normal direction. Excitation of multipole and
bulk modes is more efficient for scattering conditions
closer to normal incidence since the electrons penetrate
then deeper inside the K film. Contrary to the excita-
tion of the surface plasmon which is dipolar in nature,
the one of the multipole mode is due to a different
mechanism. Its cross section could be reproduced only
recently by theory [18.49–52] and is treated thoroughly
in Chap. 17.

The experimentally determined ratio of surface-to-
volume plasmon energy for simple metals is reported in
Table 18.1. As one can see the 1=

p
2 ratio appropriate

for a free-electron gas is respected quite accurately in
experiment. The only important deviation is for Li for
which band structure effects cannot be neglected.

The SP dispersion is well described by a polynomial
fit. The values of the coefficients up to the fourth degree
(A to D) are reported in Table 18.2 for the different sim-
ple metals. The quadratic term can be ascribed to the
polarizability of the electron gas, an effect determining
the dispersion also for the bulk plasmon, while no ev-
ident interpretations are possible for cubic and quartic
terms. The order of magnitude of the quadratic term is
in reasonable agreement with the quadratic coefficient
of � 2:2 eVÅ2 reported, e.g., for the bulk plasmon of
Al [18.53]. The error bar on such terms is, however,
quite large since the plasmon loss is heavily damped at
large wavevector transfers. Indeed, the cubic term for K
is associated to a very small quadratic term and the out-
come could be flawed by a compensation effect in the
curve fitting procedure.

According to Feibelman’s theory the linear term of
the dispersion is related to the position of the centroid
of the induced charge d?.!/ by

!sp
�
qk
�

D !sp .0/


1� 1

2



d?
�
!sp
�� dk

�
!sp
��
qk CO

�
q2k
	�
:

(18.6)

The values extracted for the different simple metals are
compared with theory in Table 18.3 and nicely confirm
the calculated values quantitatively. The centroid of the
induced charge lies accordingly on the average at some
0:7Å above the geometric surface.

If a similar procedure is applied to the multiplas-
mon loss a linear positive dispersion with qk is obtained.
The multiplasmon frequency !mp is compared in Ta-
ble 18.4 for the different simple metals. The ratio of
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Table 18.1 Surface and bulk plasmon energies and line widths for simple metals. The 1=
p
2D 0:707 condition on the

frequency ratio of surface versus volume plasmon, expected for a free-electron gas is very well respected for all alkali
and for Al except for Li

Metal surface „!sp �„!sp „!p �„!p „!sp=„!p

Al(111) 10.9 [18.18] 3 15.34 [18.53] 0.5 0.71
Mg(0001) 7.38 [18.54] 1.2 10.4 [18.55] 0.7 0.71
Li(110) 4.28 [18.54] 0.5 7.12 [18.53] 2.2 0.60
Na film 3.98 [18.11] 0.6 5.72 [18.56] 0.4 0.79
K film 2.73 [18.11] 0.2 3.72 [18.56] 0.3 0.73
Rb film 2.46 [18.56] 3.41 [18.56] 0.6 0.72
Cs film 1.99 [18.11] 0.45 2.90 [18.56] 1.2 0.69

Metal surface „!sp �„!sp „!p �„!p „!sp=„!p

Al(111) 10.9 [18.18] 3 15.34 [18.53] 0.5 0.71
Mg(0001) 7.38 [18.54] 1.2 10.4 [18.55] 0.7 0.71
Li(110) 4.28 [18.54] 0.5 7.12 [18.53] 2.2 0.60
Na film 3.98 [18.11] 0.6 5.72 [18.56] 0.4 0.79
K film 2.73 [18.11] 0.2 3.72 [18.56] 0.3 0.73
Rb film 2.46 [18.56] 3.41 [18.56] 0.6 0.72
Cs film 1.99 [18.11] 0.45 2.90 [18.56] 1.2 0.69

Table 18.2 Values of the coefficients resulting from a polynomial fit of the data. (Reprinted by permission from [18.12],
Elsevier 1991)

Metal surface „!sp A
(eV)

B
(eVÅ)

C
(eVÅ2)

D
(eVÅ3)

Al(111) 10.9 �3
Mg(0001) 7.38 �3.02 9.78
Li(110) 4.28 �0.87 2.11
Na film 3.98 �1.56 2.47 �0.44 47.9
K film 2.73 �0.96 0.09 0.48 48.4
Rb film 2.46
Cs film 1.99 �0.44 2.8 17.2

Metal surface „!sp A
(eV)

B
(eVÅ)

C
(eVÅ2)

D
(eVÅ3)

Al(111) 10.9 �3
Mg(0001) 7.38 �3.02 9.78
Li(110) 4.28 �0.87 2.11
Na film 3.98 �1.56 2.47 �0.44 47.9
K film 2.73 �0.96 0.09 0.48 48.4
Rb film 2.46
Cs film 1.99 �0.44 2.8 17.2

Table 18.3 Values d? extracted from the linear coefficient of the measured dispersion curves compared to the result
of random phase approximation (RPA) and local density approximation(LDA). RPA describes the experimental values
more accurately since LDA fails in reproducing the tail of the electron density outside of the surface

Metal surface „!sp

(eV)
d?.!sp/

(Å)
dRPA
(Å)

dLDA
(Å)

Al(111) 10.3 0.4 0.6
Mg(0001) 7.38 0.82 0.6 1.0
Li(110) 4.28 0.48 0.8 1.4
Na film 3.98 0.73 0.9 1.9
K film 2.73 0.73 0.7 2.2
Rb film 2.46 0.6 2.2
Cs film 1.99 0.88 0.5 2.2

Metal surface „!sp

(eV)
d?.!sp/

(Å)
dRPA
(Å)

dLDA
(Å)

Al(111) 10.3 0.4 0.6
Mg(0001) 7.38 0.82 0.6 1.0
Li(110) 4.28 0.48 0.8 1.4
Na film 3.98 0.73 0.9 1.9
K film 2.73 0.73 0.7 2.2
Rb film 2.46 0.6 2.2
Cs film 1.99 0.88 0.5 2.2

Table 18.4 Analysis of the multipole mode for the different simple metal surfaces as determined either by HREELS or
by PY measurements. For Na, K, and Cs the dispersion with momentum could be determined and has a positive value.
(Reprinted by permission from [18.12], © Elsevier 1991)

Metal surface „!mp

(eV)
„!mp=„!p �„!mp

(eV)
Linear dispersion coefficient

Al 12:5 PY 0.83 3.3
Mg 8.7 HREELS 0.84 2.3
Li
Na 4.7 HREELS 0.81 1.2 3.37
K 3.2 HREELS 0.84 0.7 2.47
Rb 2:8 PY 0.84 0.4
Cs 2.4 HREELS 0.83 0.6 1.0

Metal surface „!mp

(eV)
„!mp=„!p �„!mp

(eV)
Linear dispersion coefficient

Al 12:5 PY 0.83 3.3
Mg 8.7 HREELS 0.84 2.3
Li
Na 4.7 HREELS 0.81 1.2 3.37
K 3.2 HREELS 0.84 0.7 2.47
Rb 2:8 PY 0.84 0.4
Cs 2.4 HREELS 0.83 0.6 1.0

!mp to !p is always close to 0.84, the value expected
for a free-electron gas. At !mp the PY is enhanced
since the multiplasmon implies strong electric fields

across the geometric surface plane. The dispersion of
the multipole mode with transferred momentum is al-
ways positive.
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Fig. 18.12a,b Position of the losses in the surface plasmon region versus alkali film thickness: (a) Na=Al, (b) K=Al.
The surface plasmon loss appears only after the completion of the first monolayer. At lower coverage the excitation is
confined inside nanosized islands and is better described as a Mie resonance (see later the discussion for Ag clusters
on Si(111)) or corresponds to an atomic-like excitation. The ghost peak corresponds to spectra in which because of
inhomogeneity, both SP- and atomic-like modes are excited. (Reprinted with permission from [18.14]. Copyright (1991)
by the American Physical Society)

The surface-loss spectra have been investigated also
as a function of the thickness of the alkali film [18.14].
As shown in Fig. 18.12, the SP is excited only above

one monolayer film thickness. At lower coverage the
observed loss corresponds to a localized atomic-like ex-
citation.

18.3 Lattice Effects on the Surface Plasmon Dispersion

Lattice effects on the surface plasmon frequency and
dispersion, already evident for Li, become even more
important for solid Hg. The experimental data are
shown in Fig. 18.13 [18.57]. The data show a quite large
scattering of the maximum of the energy-loss peaks due
to the intrinsic broadness of the loss (1 eV). The ini-
tial slope of the dispersion is, however, clearly negative
and can be reproduced by the stabilized jellium model
which provides a better electronic density profile at the
surface than normal jellium.

Fig. 18.13 SP dispersion for solid mercury. (Reprinted
with permission from [18.57]. Copyright (1995) by the
American Physical Society) I
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18.4 Effect of the Band Structure on Surface Plasmon Energy
and Dispersion: The Case of Noble Metals

The situation is radically different for noble metals. In
this case at the SP frequency important additional con-
tributions to the surface response function come in due

a) b)

q|| (Å–1)

Energy (eV)

3.0

2.9

2.8

2.7

2.6

2.5
0.250.200.150.100.05 654321 1.2 1.5 1.8

0.1

1.0

–ε(ω)

Photon energy (eV)

[58]
[59]

EV
TS
SC
Johnson
Thèye
Schulz
Weaver

Fig. 18.14 (a) SP dispersion for Au(111) as published by Park and Palmer [18.58] and Politano et al. [18.59]. The data
show a positive initial dispersion and a strong quadratic term. (b) Negative of the real part of the dielectric function in
the relevant region according to different reports [18.60]. The green curve labeled SC corresponds to an Au(111) single
crystal and crosses the "D�1 value at around 3:2 eV, rather than at 2:5 eV shedding doubts on the assignment of the
HREELS loss which corresponds rather to " values close to �1:2. (Reprinted with permission from [18.60]. Copyright
(1995) by the American Physical Society)
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Fig. 18.15a–c Surface plasmon dispersion for (a) Ag(110), along the two high-symmetry directions of the strongly anisotropic
surface (squares [110], circles [001]), (b) Ag(111), and (c) Ag(100). The data were recorded by HREELS for Ag(100) and by
ELS-LEED for the other two surfaces. Notice the initial positive slope which is different for the different surfaces and anisotropic
for Ag(110). The quadratic term is important for the (110) and (111) cases only. The different symbols for the dispersion of
Ag(100) refer to data recorded for different impact energies ranging from 10 to 116 eV. (Reprinted with permission from [18.15]
and [18.61]. Copyright (1990) and (1997) by the American Physical Society)

to the strongly bonded d-electrons localized around the
ion cores. Their effect is to shift the plasma frequency
(from the free-electron density value 9:6 eV to 3:78 eV
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Table 18.5 Dispersion coefficients for Au(111) and for the different Ag surfaces as obtained by analyzing the HREELS
data [18.15–17, 58, 59, 61]

Ag Azimuth
temperature

!sp (eV)
T D 100K

A (eVÅ)
T D 100K

B (eVÅ2)
T D 100K

!sp (eV)
T D 300K

A (eVÅ)
T D 300K

B (eVÅ2)
T D 300K

Ag(001) h100i 3.71 1.4 3.69 1.4 0.06
Ag(001) 8:8ı off h100i 3.68 1.6
Ag(001) h110i 3.67 1.5
Ag(110) h001i 3.699 1.13 1.1
Ag(110) h1N10i 3.705 0.42 2.06
Ag(111) 3.708 0.60 2.2 3.692 0.64 2.0
Au(111) 2.49 0.40 1.70
Au(111) 2.46 0.12 10.75

Ag Azimuth
temperature

!sp (eV)
T D 100K

A (eVÅ)
T D 100K

B (eVÅ2)
T D 100K

!sp (eV)
T D 300K

A (eVÅ)
T D 300K

B (eVÅ2)
T D 300K

Ag(001) h100i 3.71 1.4 3.69 1.4 0.06
Ag(001) 8:8ı off h100i 3.68 1.6
Ag(001) h110i 3.67 1.5
Ag(110) h001i 3.699 1.13 1.1
Ag(110) h1N10i 3.705 0.42 2.06
Ag(111) 3.708 0.60 2.2 3.692 0.64 2.0
Au(111) 2.49 0.40 1.70
Au(111) 2.46 0.12 10.75

in the case of Ag and from a similar value to 2:4 eV
for Au). The dispersion with exchanged momentum is
therefore determined not only by the effective charge
density seen by the potential associated with the SP
charge but also by the wavevector-dependent efficiency
of the screening of d-electrons. Seeing the d-electrons
less, implies a shift of the surface plasmon energy back
to the unscreened value, i.e., towards higher energies.
Globally, the effect on the surface plasmon dispersion
becomes thus opposite to the one observed for simple
metals and the dispersion slope is then positive. The
centroid of the induced charge lies, however, still out-
side of the geometrical surface plane [18.21]. These
effects were investigated experimentally for Au [18.58,
59] and Ag [18.15, 16, 61] surfaces.

The HREELS investigation of Au(111) is shown
in Fig. 18.14a. The data show a fairly narrow peak
at 2:5 eV which shows a positive dispersion and, at
hand of the data for the dielectric function available
at that time, was assigned to the SP excitation. Ac-
cording to more recent and more accurate optical in-
vestigations [18.60], however, such frequency does not
correspond to "D�1. The real part of " remains indeed
quite small from 2:5 to 6 eV (Fig. 18.14b) while the
imaginary part of " is large (around 6, not shown). The
"D�1 line is crossed thereby only at 3:2 eV. Further
investigation is therefore needed to clarify the nature of
the observed energy loss. Theoretical work in that di-
rection is currently being performed [18.62].

The data for the SP dispersion of Ag are easier to in-
terpret since in that case a very well-defined EEL peak
is present at the frequency for which ".!/D�1. The
sharpness of the loss (full-width-at-half-maximum of
only 50meV for the Ag(111) surface, corresponding
to a �Eloss=Eloss ratio close to 2%) allowed fine effects
such as the face and the crystallographic direction de-
pendence of the SP dispersion to be investigated.

The different Ag surfaces were investigated both by
HREELS and by electron energy-loss-low-energy elec-

1.0

0.5

0.0
–10 –5 10100

z (arb. u.)
zd

n0

δn

δφ (q1)

δφ (q2)
εd

Fig. 18.16 Effective medium model for the plasmon dis-
persion on noble metal surfaces. The electric potential
associated with the SP penetrates approximately one wave-
length inside the surface. The effective charge density at
large wavevectors is therefore less influenced by the ef-
fective medium describing the d-electrons than at small
wavevectors. Since the effect of the effective medium is to
shift the plasmon resonance to lower frequencies, !sp will
increase with qk giving a positive slope to the SP disper-
sion. (Reprinted by permission from [18.21], © Springer
1997)

tron diffraction (ELS-LEED) [18.63], the latter being
a technique performed with a spectrometer in which
incident and scattering angles are set electronically
rather than mechanically thus guaranteeing a higher
reproducibility. The ELS-LEED spectrometer has also
a better angular resolution which however translates
into a momentum resolution comparable to the one of
conventional HREELS since the incident and scattering
beam directions are restricted to near-normal values.
The results are reported in Fig. 18.15 while the coef-
ficients resulting from the polynomial fit are collected
in Table 18.5.

Liebsch [18.21] modeled the effect of the localized
d-electrons introducing an effective polarizablemedium
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mimicking their density and noticing that such medium
is spatially localized closer to the nuclei than the sp-
electrons (Fig. 18.16). He was then able to obtain a pos-
itive dispersion slope by placing the effective polariz-
able medium inside the jellium edge by some 0:8Å. The
different slope of the dispersion for the different crys-
tal faces would then result from different positions of
the polarizable medium with respect to the geometric
surface. While this model gives a rational for the pos-
itive dispersion, it cannot reproduce the experimentally
observed dependence of plasmon dispersion on crystal
face even qualitatively since the position of the polariz-
able medium should be shallower for Ag(111) than for

Ag(001) while the lattice spacing in the direction nor-
mal to the surface plane scales in the opposite way.

A merit of this model is, however, to explain the
strong negative dispersion reported for Pd(110) [18.64]
which is in accord with the fact that the SP frequency
for this metal is at 7:8 eV with a marginal displacement
with respect to the value expected for a free-electron
gas with the density of Pd.

A more refined theoretical model was proposed by
Yan et al. [18.65] who obtained the surface plasmon
dispersion for Ag(111) as well as H=Ag(111) from
first principles by calculating the q-dependent dielectric
function.

18.5 Surface Plasmon Damping

The SP linewidth is determined by the damping mecha-
nisms active at the surface, i.e., mainly by the possibil-
ity to decay into electron–hole pairs. A linear increase
with qk is therefore expected due to the increased phase
space for transitions. This mechanism will, however, be
largely ineffective as long as it is limited to intraband
transitions. As soon as „!sp.qk/ allows for the decay
also via interband transitions, a sharp increase of the
damping is therefore expected. This effect is shown in

Loss width FWHM (eV) FWHM (meV)
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0.30.20.1
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0 0.200.150.100.05
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Ag(110) �110�
Ag(111)
Ag(100) HREELS 

–

Fig. 18.17a,b Surface plasmon linewidth versus exchanged momentum for Ag(001) ((a) HREELS) and Ag(110) and
Ag(111) ((b) ELS-LEED). The change in the slope is due to the onset of interband transitions involving the d-bands
of Ag. ((a) Reprinted with permission from [18.17]. Copyright 1990 by the American Physical Society. (b) Reprinted
from [18.61], with permission from Elsevier)

Fig. 18.17 for the Ag(001) surface [18.17]. The on-
set of interband transitions is clearly evident from the
kink in the width versus wavevector curve at 0:1Å�1
or 3:82 eV. Interestingly, a smaller (and even nega-
tive) initial slope is observed for Ag(111) [18.61]. This
indicates that the decay channels determining the plas-
mon line width at vanishing momentum become less
effective with qk. The effect has not been investigated
further.
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18.6 Multipole Plasmon Mode at Noble Metal Surfaces

Similar to the case of simple metals a multiplasmon
mode is expected to be present also for the noblemetals.
By definition it corresponds to the frequency at which
the real part of d?.!/ crosses zero and one would there-
fore expect it to be in-between !s and !sp but no clear
cut indications are drawn from theory. Resolving the
multipole as a well-separated energy-loss peak is not
possible for Ag due to the natural broadness of the SP.
However, from the investigation of alkali metals it is ev-
ident that the multipole loss is excited most efficiently
off specular (so its intensity is not expected to scale pro-
portionally to the elastic reflectivity) and the intensity is
largest at small qk values.

As shown in Fig. 18.18, Moresco et al. [18.66] no-
ticed small energy shifts at small qk for experiments
performed at different impact energy. The effect could

Intensity (arb. u.)

Energy loss (eV)
3.5 3.6 3.7 3.8 3.9 4.0

Ei = 16.5 eV

Ei = 17.8 eV

Ei = 29.0 eV

Ei = 34.3 eV

Ei = 49.4 eV

Ei = 53.0 eV

Ei = 65.4 eV

Ag(110) �110�
q|| = 0 
T = 90 K

–

Fig. 18.18 HREEL spectra recorded with ELS-LEED for
different impact energies. The position of the maximum
was found to depend on the impact energy indicating
a complex nature of the loss which must consist of
two contributions excited by different excitation mecha-
nisms. (Reprinted with permission from [18.66]. Copyright
(1996) by the American Physical Society)

not be ascribed to a more or less efficient excitation of
the bulk plasmon since the latter is excited only when
the electrons are below the surface and the penetration
depth of the electron beam is a smooth function of en-
ergy. The shift must therefore be associated with the
presence of contributions caused by different excitation
mechanisms as is the case for the SP (excited by dipo-
lar scattering) and the multipole (excited by a different
mechanism).

The evidence for an additional contribution is even
stronger when looking at the apparent dispersion curves
recorded at different impact energy. In some experimen-
tal conditions the curve flattens out at small wavevector
(Fig. 18.19a for Ag(110) and Fig. 18.19b for Ag(111)).
The loss is then definitively higher in frequency and
broader than for conditions in which the maximum ap-
pears at the lowest energy. Similar observations had
been made with HREELS (crosses in Fig. 18.19b).

Deconvoluting the energy-loss spectra with respect
to SP and multipole contributions is not trivial since:

1. The width of the SP is not known (at qk D 0 it
should be zero according to theory).

2. The width of the multipole is not known.
3. A background of electron–hole pairs is present

whose exact shape is also not known.
4. The achievable signal-to-noise ratio does not allow

accurate deconvolutions as for XPS data recorded
with synchrotron radiation to be performed.

The authors proceeded therefore in a different way:
They assumed that the sharpest peaks correspond to ex-
citation of the SP only and determined the additional
loss intensity by subtracting losses recorded at other
impact energies. The result is shown in Fig. 18.20. It
clearly shows a peak centered for qk D 0 at 3:74 eV at
all impact energies and for both investigated Ag faces,
(110) and (111). Such energy is too low to be due to the
excitation of the volume plasmon as well as to the onset
of interband transitions. A safe conclusion could there-
fore be drawn about the existence of a multipole mode
for Ag.

This result was confirmed later by PY and angle-
resolved photoemissionmeasurements with low-energy
photons performed by Barman et al. [18.67], who re-
ported a multipole mode for Ag(111) at 3:7 eV for
Ag(111) and Ag(100).
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Fig. 18.19 (a) Collection of the energy losses and of the full-width-at-half maximum of the losses recorded with ELS-
LEED for Ag(110) at 64:5 eV incident energy (diamonds) and 16:5 eV (circles). Top: SP energy; bottom: SP loss width
versus qk. (b) Same as (a) but for Ag(111). The experiments have been performed both with ELS-LEED (squares Ei D
20:1 eV, diamonds Ei D 51:5 eV) as well as HREELS (C Ei D 10:7 eV, � Ei D 15:0 eV). (Reprinted with permission
from [18.66]. Copyright (1996) by the American Physical Society)
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Fig. 18.20 Result of the subtraction of loss spectra
recorded at different impact energies. The difference
(bottom panel) is peaked at 3:74 eV, a value which
coincides neither with !p D 3:78 eV nor with the threshold
of interband transitions, whose energy threshold is at
3:82 eV as determined from the dependence of the SP
width versus qk. (Reprinted with permission from [18.66].
Copyright (1996) by the American Physical Society)
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18.7 Temperature Dependence of the SP

Little work exists on the crystal temperature depen-
dence of SPs, since only small effects are expected for
electronic excitations. However, the SP loss on Ag is so
sharp that it allows for very precise measurements of its
energy. A small but non-negligible decrease with crys-
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Fig. 18.21a,b SP energy versus crystal temperature at different values of qk for (a) Ag(110) and (b) Ag(111). (Reprinted
from [18.68], with permission from Elsevier)

tal temperature was indeed reported for both Ag(110)
and Ag(111) (Fig. 18.21). Such an effect is compatible
with the decrease of the electron gas density following
thermal expansion.

18.8 Effect of Adsorption and of Surface Nanostructuring
on Surface Plasmon Energy and Dispersion

Alkali metals induce an extended surface reconstruc-
tion on Ag(110) already at low coverage. 3% of K is
sufficient to induce an extended (1� 3) missing row
reconstruction whereby one Ag row out of three is re-
moved.With increasing K dose a (1�2) structure forms
corresponding to 50% missing Ag atoms and finally
the low-energy diffraction pattern evolves into a (1� 3)
structure at 30% K coverage corresponding to the re-
moval of two out of three Ag rows. Models of these re-
constructions are reported in Fig. 18.22c,d [18.69–71].

18.8.1 Alkali Metal Adsorption
on Ag Surfaces

As shown in Fig. 18.22a,b the SP dispersion is differ-
ently affected for different K coverage and the effect is
anisotropic with respect to crystal azimuth. The result
of a polynomial fit of the dispersion curves is shown in
Table 18.6.

At the lowest coverage, a change is visible only
along h001i, the direction along which the substrate

atomic density decrease is dramatic since every third
Ag row is removed. The linear term is thereby un-
affected, while the quadratic term drops from 3:4 to
2 eVÅ2. The anisotropy of the surface becomes there-
fore larger.

The linear dispersion term is eventually affected
with increasing K coverage. Indeed it doubles along the
h1N10i direction. The effect becomes dramatic as soon
as the high coverage (1� 3)-phase forms.

A slight drop occurs also for the frequency at qk D
0, the effect being systematic but within experimen-
tal error. Conversely, for larger K coverage !sp shifts
remarkably from the bare surface value of 3:70 eV
to 3:82 eV for 1:5ML of K. The SP loss associated
with K becomes apparent above half a monolayer cov-
erage [18.69].

The effect on the h1N10i direction becomes evident
only for the largest K coverage. K adsorption, therefore,
initially increases the azimuthal anisotropy. The most
corrugated surface, however, is remarkably the least
anisotropic at least with respect to the SP dispersion.
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Fig. 18.22a–d Ag(110) SP dispersion for different K-induced reconstructions measured with ELS-LEED at 65:4-eV
kinetic energy along the two high-symmetry directions: (a) h1N10i, (b) h001i. With increasing K coverage the SP disper-
sion becomes markedly flatter especially along h001i. Corresponding models are shown for the (1� 3) (c) and (1� 2)
reconstruction (d). (Reprinted from [18.70], with permission from Elsevier)

The effect of K adsorption on SP damping is shown
in Fig. 18.23 for Ag(110) along both high-symmetry di-
rections. Again at low coverage the effect is marginal
along h1N10i and larger along h001i. At the highest

Table 18.6 SP frequency and linear and quadratic dispersion coefficients along h001i and h1N10i. (Reprinted by permis-
sion from [18.69], © Elsevier 1999)

Coverage
(ML)

Reconstruction „!.0/ (eV)
h001i

A (eVÅ)
h001i

B (eVÅ2)
h001i

„!.0/ (eV)
h1N10i

A (eVÅ)
h1N10i

B (eVÅ2)
h1N10i

0 (1� 1) 3:700˙ 0:002 0:62˙ 0:04 3:4˙ 0:3 3:702˙ 0:003 0:26˙ 0:05 3:2˙ 0:2
0.03 (1� 3) 3:700˙ 0:002 0:61˙ 0:05 2:1˙ 0:2 3:702˙ 0:002 0:27˙ 0:02 3:1˙ 0:1
0.06 (1� 2) 3:699˙ 0:002 0:63˙ 0:02 1:9˙ 0:1 3:700˙ 0:002 0:36˙ 0:06 2:9˙ 0:3
0.08 (1� 2) 3:698˙ 0:002 0:66˙ 0:08 2:0˙ 0:3
0.10 (1� 2) 3:698˙ 0:002 0:72˙ 0:03 1:6˙ 0:2 3:703˙ 0:005 0:46˙ 0:1 2:1˙ 0:8
0.14 (1� 2) 3:698˙ 0:002 0:74˙ 0:06 1:4˙ 0:3 3:701˙ 0:005 0:39˙ 0:1 2:4˙ 0:8
0.32 (1� 3) 3:693˙ 0:002 0:31˙ 0:07 0:95˙ 0:4 3:692˙ 0:005 0:21˙ 0:12 1:8˙ 0:7
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0 (1� 1) 3:700˙ 0:002 0:62˙ 0:04 3:4˙ 0:3 3:702˙ 0:003 0:26˙ 0:05 3:2˙ 0:2
0.03 (1� 3) 3:700˙ 0:002 0:61˙ 0:05 2:1˙ 0:2 3:702˙ 0:002 0:27˙ 0:02 3:1˙ 0:1
0.06 (1� 2) 3:699˙ 0:002 0:63˙ 0:02 1:9˙ 0:1 3:700˙ 0:002 0:36˙ 0:06 2:9˙ 0:3
0.08 (1� 2) 3:698˙ 0:002 0:66˙ 0:08 2:0˙ 0:3
0.10 (1� 2) 3:698˙ 0:002 0:72˙ 0:03 1:6˙ 0:2 3:703˙ 0:005 0:46˙ 0:1 2:1˙ 0:8
0.14 (1� 2) 3:698˙ 0:002 0:74˙ 0:06 1:4˙ 0:3 3:701˙ 0:005 0:39˙ 0:1 2:4˙ 0:8
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coverage the surface becomes isotropic with respect
to SP damping. Notably also the effect of the onset
of interband transitions on SP damping is smoothed
out.
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Fig. 18.23a,b Effect of K adsorption on the SP linewidth for (a) Ag(110) h1N10i and (b) Ag(110) h001i. (Reprinted
from [18.70], with permission from Elsevier)

18.8.2 Effect of Surface Defectivity
on Surface Plasmon Dispersion

SP dispersion has been investigated also with respect
to the defectivity induced by sputtering at different
crystal temperatures. The result for Ag(001) is shown
in Fig. 18.24. The bare surface result corresponds to
a purely linear dispersion which is at odds with the re-
sult of the other two low Miller index faces for which
the linear coefficient of the dispersion is smaller and
the quadratic one more important. Sputtering makes the
curve more quadratic, as expected from the fact that
atomic arrangements different from (001) are formed by
the damaging action of the sputtering beam. The effect
is, however, more marked at room than at low temper-
ature since partial healing of the defects occurs. The
difference could be only apparent since surface disor-
der implies also a worse resolution in reciprocal space
which could shift up the SP at small qk values.

In a different experiment the Ag(001) surface has
been modified by oxygen adsorption. As shown in
Fig. 18.25a, only a drop in the dispersion slope takes
place when:

1. The surface is dosed at low temperature so that
oxygen adsorption occurs molecularly on a non re-
constructed substrate or

2. When adsorption occurs at room temperature where
O adsorbs dissociatively and the O adatoms end up
at fourfold hollow sites of a nonreconstructed sub-
strate.

However, when the surface is dosed with oxygen at an
intermediate temperature at which O2 dissociates and

Energy loss (meV)

4100

4000

3900

3800

3700

0.300.250.200.150.100.050
q|| (Å–1)

Tsput = 105 K
A = 3.764, B = –0.226, C = 3.557
Tsput = 300 K
A = 3.729, B = –0.976, C = 7.298
Flat surface A = 3.71, B = 1.45

Fig. 18.24 SP dispersion for sputtered Ag(001) performed
at 105 and 300K. We note the drop in the linear disper-
sion term and the corresponding increase in the quadratic
one. (Reprinted with permission from [18.72]. Copyright
(2003) by the American Physical Society)

the surface reconstructs forming missing rows [18.74],
then the dispersion becomes parabolic, see Fig. 18.25b.

Sputtering and oxygen adsorption indicate therefore
that a qualitative change in the dispersion occurs upon
surface reconstruction only. One possibility is that the
reconstruction as well as sputtering kill a surface state
at the X bar point of the 2-D Brillouin zone.

The outcome of the polynomial fits are reported in
Table 18.7.
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Fig. 18.25a,b SP dispersion of Ag(100) for different oxygen coverage. (a) O2 and O in phase II correspond to a non
reconstructed substrate. (b) O in phase I induces a missing row reconstruction of the surface. (Reprinted with permission
from [18.73]. Copyright (2000) by the American Physical Society)

Table 18.7 SP dispersion coefficients for Ag(001) bare and following the adsorption of oxygen in different phases.
Phase I corresponds to a reconstructed surface, while in phase II the O adatoms are adsorbed on a nonreconstructed
substrate

Phase Coverage
(ML)

„!.0/

(eV)
A
(eVÅ)

B
(eVÅ2)

Bare Ag(001) 3.71 1:73˙ 0:13 �1:9˙ 0:4
O2 0.15 3.69 0:86˙ 0:20 �0:1˙ 1:0
O phase II 0.10 3.70 1:1˙ 0:2 �0:9˙ 0:5
O phase I 0.05 3.71 0:0˙ 0:1 3:1˙ 0:5
O phase I 0.3 3.71 �0:4˙ 0:1 3:1˙ 0:5

Phase Coverage
(ML)

„!.0/

(eV)
A
(eVÅ)

B
(eVÅ2)

Bare Ag(001) 3.71 1:73˙ 0:13 �1:9˙ 0:4
O2 0.15 3.69 0:86˙ 0:20 �0:1˙ 1:0
O phase II 0.10 3.70 1:1˙ 0:2 �0:9˙ 0:5
O phase I 0.05 3.71 0:0˙ 0:1 3:1˙ 0:5
O phase I 0.3 3.71 �0:4˙ 0:1 3:1˙ 0:5

The conclusion of these experiments is that, at least
for Ag, both the linear and the quadratic terms of the
dispersion are determined by surface properties (the
only ones which may be affected by adsorbates or by
surface disorder).

18.8.3 Other Reports on
Adsorption-Induced Modifications
of the Surface Plasmon Dispersion

An important modification of the SP dispersion was re-
ported for Ag(111) by the group of Kesmodel [18.75]
following dosing with Cl2. The initial dispersion of the
SP changes thereby from positive to negative. The data
are reported in Fig. 18.26. Notably also the frequency at
qk D 0 decreases, an effect which is not expected for an
ultrathin film. The change of sign of the linear disper-
sion coefficient is ascribed to charge transfer between

the Ag substrate and the molecular layer, although con-
tributions due to plasmon screening via the Cl overlayer
and surface chloride formation are mentioned as impor-
tant factors as well.

Feng et al. [18.76] reported a similar effect upon ad-
sorption of 2,3,5,6-tetrafluoro-7,7,8,8-tetracyanoquin-
odimethane (F4-TCNQ) on the same surface. In this
case no change occurs for the SP frequency at qk D 0,
but the SP frequency was then abnormally high already
for the bare surface, an effect not explained by the
authors which sheds doubt on the reliability of the ex-
periment.

A change in dispersion and in SP frequency has
been reported also for Au(111) following 4-ethylben-
zenethiol and dodecanethiol adsorption [18.58]. This
data should be considered with due care since, as dis-
cussed before, in this case the energy-loss maximum
does not satisfy the "D�1 condition.
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Fig. 18.26a,b Effect of Cl adsorption on Ag(111). (a) Experimental data for the bare surface (circles) and after adsorp-
tion of Cl. (b) Time-dependent density functional calculation of the dispersion curve. Upper curve: neutral Ag; dashed
curve: charged Ag; dotted curve: neutral Ag with dielectric overlayer "D 2; dot dashed curve: charged Ag with dielec-
tric overlayer; bottom solid curve: neutral Ag with a surface layer consisting of AgCl "D 4. (Reprinted with permission
from [18.73]. Copyright (2000) by the American Physical Society)

18.9 Mie Resonance Shift and Surface Plasmon Dispersion

The Mie resonance [18.78] corresponds to a maximum
of the optical cross section for metallic nanoparticles
resulting from the excitation of the SP at their surface.

hv0 (eV)
2.5

2.0

1.5
0.50.4 0.40.30.20.10
n–1/3

ħω0 (eV)

1/R (Å–1)

a) b)

4.0

3.5

0.30.20.10

Fig. 18.27a,b Mie resonance dependence on cluster size for (a) K [18.23], and (b) Ag [18.25] nanoparticles. (Reprinted
with permission from [18.23, 25]. Copyright (1992, 1993) by the American Physical Society)

The resonance condition is determined by the largest
possible wavelength over a closed path on the surface
of the cluster. In the limit of spherical particles only one
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Fig. 18.28 Surface plasmon energy at vanishing momen-
tum transfer for a thin Ag film deposited on Si(111) 7� 7
plotted versus inverse of the film thickness t. (Reprinted
with permission from [18.77]. Copyright (1999) by the
American Physical Society)
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Fig. 18.29 SPdispersion for various preparation conditions
for Ag films grown on Si(111) 7� 7. (Reprinted with per-
mission from [18.77]. Copyright (1999) by the American
Physical Society)
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Fig. 18.30 Collection of the data of the SP energy
recorded for Ag films grown on Si(111) 7� 7 versus film
thickness t and island size. Such a plot is equivalent to
mapping the dependence of the SP energy versus surface-
to-volume ratio of the islands. (Reprinted with permission
from [18.77]. Copyright (1999) by the American Physical
Society)

mode exists and the resonance corresponds to 2 RD
wavelengthD 2 =qk with R radius of the nanoparti-
cle. The 1=R dependence for the Mie resonance is thus
equivalent to the qk dependence of the SP frequency.
As shown in Fig. 18.27, the effect has indeed opposite
sign for bare K [18.23] and Ag [18.25] nanoparticles
in perfect accord with the reasoning about simple and
noble metals. Note that the asymptotic value of the
frequency differs from the surface plasmon frequency
since the limit is not a flat surface but the surface of
a sphere.

The concept of the size dependence of Mie res-
onances was demonstrated to be useful also for the
interpretation of SP excitations on ultrathin films de-
posited at surfaces if they consist of an ensemble of
clusters. This is the case for silver deposited on Si(111)
7� 7, which grows in flat cylinders of the size of half
the 7�7-unit cell of the substrate and are terminated by
a flat Ag(111) face. The data were apparently inconclu-
sive since, as shown in Fig. 18.30, at vanishing qk the
SP energy took all possible values from 4:4 eV down
to 3:7 eV. Plotting the data versus inverse film thick-
ness, as suggested by [18.79], helped only partially. The
reasoning is thereby that the film cannot support propa-
gation of SP exceeding its thickness. The SP frequency
is therefore determined by the largest supported wave-
length. Depending on the sign of the SP dispersion the
1=t dependence arises naturally.

This analysis is reported in Fig. 18.28. As is ev-
ident the data points obtained after low-temperature
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deposition followed by annealing are at odds with any
reasonable dependence on film thickness.

More information could be gained from the inspec-
tion of data recorded versus wavevector transfer, see
Fig. 18.29. They show an evident threshold beyond
which dispersion is present while below it the SP be-
haves like an Einstein oscillator. For small qk values the
electron gas in the single clusters oscillates therefore in
an uncorrelated way. The threshold value of qk there-

fore permits the average lateral size of the clusters to be
determined as dD 2 =qk.

When the data are plotted versus inverse thickness
and inverse radius of the islands they finally fall on
a straight line. Little reasoning will convince the reader
that the 1=x in the abscissae is equivalent to the area
versus volume ratio of the clusters. The dependence of
the SP frequency is thus the same as the Mie resonance
shift in anisotropic clusters.

18.10 Surface Plasmons and Surface Plasmon Polaritons

Since SP are transverse waves they may mix with light
which gives rise to surface plasmon polaritons (SPP) in
the long wavelength limit [18.5]. Such excitations are
very interesting since they have larger wavevectors with
respect to light at the corresponding frequency and al-
low therefore for its confinement especially at energies
close to the one of the SP.

18.10.1 Dispersion of the Surface
Plasmon Polariton

A typical dispersion curve of the SPP is reported in
Fig. 18.31a for the Au=air interface. The slope of the
dispersion depends on the dielectric with which gold
is in contact. The SPP can thus have speeds up to
5 times lower than light and a correspondingly shorter
wavelength. Confinement is, however, even stronger for
frequencies closer to the SP frequency since the SPP
dispersion curve bends then to the right. The phase and
group velocities for the Ag and Au interfaces with air

are shown in Fig. 18.31b. As one can see a further re-
duction by 30% occurs for Au at 2:25 eV [18.80].

18.10.2 Anisotropy of the Surface
Plasmon Polariton Dispersion

As mentioned above the SP dispersion is anisotropic
with respect to surface azimuth for Ag(110). Such
anisotropy is present also for the SPP but with a re-
versed sign [18.7, 8]. The effect is pictorially summa-
rized in Fig. 18.32. The apparent contradiction is due to
the different origins of the anisotropy in the two ranges
of exchanged momentum. At large wavevectors what
matters is the microscopic position of the centroid of
the induced charge and of the d-electrons with respect
to the geometric surface plane. At short wavelengths the
SPP anisotropy has a macroscopic origin being linked
to the one of the interband transitions between surface
states. A similar, but less clear cut result has been re-
ported also for Au(110) [18.82].
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18.11 Conclusions and Perspectives

The surface science of conventional surface plasmons
is by now a mature and well-understood topic. More
recent papers by Politano et al. [18.83–86] analyzed
the SP dispersion for Ag layers grown on Cu(111) and
Ni(111). The perspectives of future work and discover-
ies are however in the applications of surface plasmons

and surface plasmon polaritons mentioned in the in-
troduction and in the new field of acoustic surface
plasmons firstly reported for Be [18.87] and then for
the noble metal surfaces [18.88–91] as well as for the
2-D monolayers [18.92] and naturally layered materi-
als [18.93, 94] which are reviewed in Chap. 19.
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19. Plasmons in One and Two Dimensions

Herbert Pfnür , Christoph Tegenkamp , Luca Vattuone

This chapter will provide an overview of the prop-
erties of low-dimensional plasmons, discussing
particularly characteristic examples. We will start
with two-dimensional sheet plasmons (Sect. 19.1),
concentrating on the plasmonic properties of the
system most widely investigated in the recent past,
graphene. Further emphasis will be given to low-
dimensional plasmons coupled to other electron
gases, which leads to linearization in the form of
acoustic surface plasmons, but also to crossover
of dimensionality, depending on plasmonic wave-
lengths. Finally we turn to quasi-one-dimensional
systems and their corresponding plasmons, and try
at the end to solve the puzzle of broad loss peaks
but still fairly large plasmonic lifetimes.

Plasmons in low-dimensional systems repre-
sent an important tool for coupling energy into
nanostructures and the localization of energy on
the scale of only a few nanometers. Contrary to or-
dinary surface plasmons of metallic bulk materials,
the dispersion of low-dimensional plasmons goes
to zero in the long wavelength limit, thus covering
a broad range of energies from terahertz to near-
infrared, and from mesoscopic wavelengths down
to those of just a few nanometers. Using spe-
cific, characteristic examples, we first review the
properties of plasmons in two-dimensional (2-D)
metallic layers from an experimental point of view.
As demonstrated, tuning of their dispersion is pos-
sible by changes in charge carrier concentration in
the partially filled 2-D conduction bands, but for
a relativistic electron gas such as in graphene,
only in the long wavelength limit. For short wave-
lengths, on the other hand, the dispersion turns
out to be independent of the position of the Fermi
level with respect to the Dirac point. A linear dis-
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persion, seen under the latter conditions in
graphene, can also be obtained in nonrelativistic
electron gases by coupling between 2-D and 3-D
(three-dimensional) electronic systems. As a well-
investigated example, we discuss the acoustic
surface plasmons in Shockley surface states, cou-
pled with the bulk electronic system. Also, the
introduction of anisotropy, e.g., by regular arrays
of steps, seems to result in linearization (and to
partial localization of the plasmons normal to the
steps, depending on wavelengths). In quasi-one-
dimensional (1-D) systems, such as arrays of gold
chains on regularly stepped Si surfaces, only the
dispersion is 1-D, whereas the shape and slope of
the dispersion curves are dependent on the 2-D
distribution of charge within each terrace and on
coupling between wires on different terraces. In
other words, the form of the confining quasi-1-D
potential enters directly into the 1-D plasmon dis-
persion and offers new opportunities for tuning.

The long-range Coulomb interaction between valence
electrons in metals results in collective plasma oscil-
lations, as noted by Pines and Bohm [19.1, 2] as early
as 1952. Plasmons exist in all dimensions [19.3]. The
surface as the typical truncation of a bulk material
imposes a new boundary condition on these collec-

tive plasma oscillations, resulting in localized states at
the surface, called surface plasmons [19.4, 5]. In other
words, the surface plasmon is the edge plasmon of
a three-dimensional metal. Surface plasmons have a fi-
nite frequency in the long wavelength limit, which for
a nearly free electron gas is located at !p=

p
2, with
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!p the bulk plasmon frequency, and a small disper-
sion with either positive or negative slope depending on
the screening properties of the participating electronic
orbitals [19.6, 7]. These properties of the surface plas-
mon also allow direct crossing of the surface plasmon
dispersion with the light line and thus the direct inter-
action with light. The combined excitation of a surface
plasmon in the presence of electromagnetic radiation
is called a surface plasmon polariton (SPP), which
represents the basis for the rapidly growing field of
nanoplasmonics, opening the route for surface plasmon
subwavelength optics [19.8], surface plasmon enhanced
spectroscopy [19.9], near-field optics [19.10] and chem-
ical applications [19.11, 12].

In this chapter, however, we will deal primarily
with a different kind of collective low-energy excita-
tions, generated in low-dimensional electron gases in
one (1-D) and two dimensions (2-D). The most promi-
nent examples are the 2-D sheet plasmons of a metallic
monolayer that have been observed, e.g., in Ag or Dy
monolayers on Si(111) [19.13, 14] and in monolay-
ers of graphene on SiC or metal surfaces [19.15], but
also the 2-D plasmons of partially filled surface states
found on the clean surfaces of Be(0001) [19.16, 17],
Cu(111) [19.18, 19] and Au(111) [19.20, 21], which re-
sult in so-called acoustic surface plasmons (ASP). Their
relevance has two aspects: It is worthwhile to study the
specifics of plasmonic excitations in low-dimensional
systems in greater detail, since both partial localization
and correlations are important [19.7]. Therefore, a quan-
titative theory for plasmonic excitations going beyond
the nearly free electron gas model (NFEG) [19.22] is
highly desirable. Secondly, much higher in-plane con-
finements of excitations can be achieved with plasmons
associated with a 2-D electron gas, since their disper-
sion is much flatter than that of SPP, which allows for
extraordinary confinement of energy from subterahertz
to mid-infrared frequencies through the use of appropri-
ate nanostructures providing the necessary momentum
transfer. The

p
q-dependence of dispersion, however,

makes a distortionless propagation of nonmonochro-
matic signals inherently impossible, since the different
frequency components propagate at different velocities.
This drawback can be overcome by the use of systems
that have a linear rather than a square root dispersion. As
we will illustrate later, a linear dependence of dispersion
is always expected for low-D plasmons that are coupled
and shielded by other 2-D or 3-D electron gases [19.23,
24]. This is particularly the case for metal surfaces sup-
porting an electronic Shockley surface state (SS) with
band dispersion crossing the Fermi level [19.25], which
leads to the formation of the ASP.

The physics of experimentally accessible systems
that exhibit quasi-1-D properties is still largely un-

explored. The most obvious reason is their inherent
instability, which allows their existence as isolated sys-
tems only at T D 0K. 1-D properties can, however, be
stabilized if embedded into a 2-D or 3-D environment.
The interaction with these environments not only stabi-
lizes these systems, but their feedback on 1-D properties
opens a wide range of variability and enables them
to be manipulated. Thus a variety of exotic phenom-
ena such as charge and spin density waves becomes
accessible and make them quite interesting objects to
be studied [19.26, 27]. In this context, the arrays of
atomic wires generated by self-assembly on semicon-
ducting surfaces [19.28–32] are particularly attractive:
they are geometrically strongly anisotropic [19.29, 33,
34], and they also exhibit quasi-1-D Fermi surfaces
and/or even 1-D electronic transport properties under
certain conditions. Depending on their chemical in-
teraction with the substrate, but also on the details
of the coupling of these wires mediated by the sub-
strate, these ensembles reveal in part fundamentally
different characteristics. As an example, bundles of In
wires on Si(111) forming a .4� 1/ reconstruction are
metallic at room temperature, but undergo a metal–
insulator transition to form charge density waves below
130 K. In contrast, chains of Au on Ge(100), under
special conditions, seem to reveal the spectroscopic sig-
natures of a Luttinger liquid without any instabilities at
low temperature [19.32, 35], although this behavior is
still under discussion. Not only are quasi-1-D metal-
insulator transitions observed [19.31, 36], but surface
instabilities result in electronic stabilization of new
facets. This stabilization is intimately coupled with
changes in the electronic band structure leading, in
some cases, to coupled spin and charge order [19.37,
38].

The 1-D properties are both visible by a com-
bined view at geometry and occupied electronic states,
and also manifest themselves in electronic excitations,
which in the limit of pure 1-D behavior with its strong
electronic correlations cannot be discriminated from
collective plasmonic excitations [19.39]. As we will
show later, although the identification of purely 1-D dis-
persion is easily possible [19.3, 40–43], the quantitative
properties are explicitly dependent on the coupling to
the environment. If the wires in arrays are essentially
decoupled from each other, the strong confinement per-
pendicular to the chains leads to the generation of
electronic subbands. As a consequence, the simultane-
ous excitation of subband plasmons and intersubband
plasmon are observed [19.3, 41, 44]. In fact, various
forms of interwire coupling [19.42, 45] lead partly to
two-dimensional crossover in the quantitative disper-
sion properties that are also reflected in modifications
of the band structure.
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19.1 Sheet Plasmons

Historically, sheet plasmons were first observed as
standing waves for a dilute 2-D electron system (2-
DES) on a liquid He surface [19.46] at extremely low
electron densities (few 106=cm2). The square root de-
pendence of the 2-D plasmon frequency was already
seen in inversion layers of Si-MOS field effect tran-
sistors and in GaAlAs quantum well structures [19.47,
48]. These artificially tailored systems allowed only
large electron spacing or long Fermi wavelengths
(	 1000Å). Their energy dispersions were studied in
a tiny wave-number region qk � 0:01Å�1 where they
can be described by classical local response theory and
are also free from the lifetime broadening caused by
Landau damping. Plasmons of Shockley surface states
are other examples apart from 2-D metallic layers or
stacks. Common to all these systems is that they are
not freestanding, but are either on top of or embed-
ded in a carrier material. Depending on its conductive
properties, this material is responsible for shielding and
modification of the electric field caused by the plas-
mons. Therefore, before we discuss specific examples,
let us briefly summarize the theoretical ideas explained
in more detail in Chap. 17.

19.1.1 Plasmon Dispersion for the 2-D
Electron Gas

For a purely 2-D nearly free electron gas (NFEG), i.e.,
when no bulk electrons are present, theory predicts the
existence of a surface plasmon exhibiting in the limit
qk ! 0 a square root dependence of dispersion on qk;
qk is the component of the wave vector of the excita-
tion parallel to the surface that is created in a scattering
event. At least the next order, however, will be impor-
tant in some cases (see later). Following Stern [19.22],
the energy of the corresponding plasmon is given by

!2
2-D D e2

EF

2�0 „2 qk C
3

4
v 2
Fq

2
k C : : : (19.1)

with the Fermi energy EF. For a freestanding 2-D sys-
tem, �0 is just equal to the vacuum dielectric constant
�0, whereas it becomes �0 D �0� when the 2-D electron
gas is embedded in an insulating environment with di-
electric function �.

The first term in (19.1) is identical to the result for
a thin metallic film obtained by the classical response
theory [19.4], whereas the second term (and higher-
order terms) results from the correlations in a 2-D Fermi
gas and corresponding changes in the excitation spec-
trum. For the free electron gas, the 2-D electron density
of occupied electronic states is related to EF and to the

effective mass m? by

n2-D D EFm?

 „2 : (19.2)

On the contrary, for a relativistic electron gas with lin-
ear dispersion (ED „vFqk), n2-D depends quadratically
on EF

n2-D D E2
F

 „2v 2
F

(19.3)

so that the leading term in (19.1) of the plasmon fre-
quency at small qk depends on electron density as n1=42-D.
Interestingly, the second term of (19.1) does not depend
on the electron density in this case, since vF is constant.
As we shall show later, experiments confirm this pre-
diction.

Screening by the environment due to embedding in
or adsorption of a 2-D layer on a carrier material, or due
to the presence of a bulk in the case of a surface state,
will lead to modifications of (19.1). In the simplest case
of adsorption of the 2-D layer on an insulating material,
the resonances are far from the plasmon frequencies,
and screening effects can be described by a dielectric
constant, which is taken as the average of the dielectric
constants of this material and of vacuum, so that �0 now
reads �0 D �0.�C 1/=2.

In the case of a metallic surface state screened
by the presence of 3-D electrons, theory predicts in
the long wavelength limit the existence of two plas-
mons [19.7]: One corresponds to the high-frequency
oscillation !h, in which 2-D and 3-D electrons oscil-
late in phase with each other. The other corresponds to
a low-frequency oscillation in which both 2-D and 3-D
electrons oscillate out of phase, characterized by a lin-
ear dispersion

!l D ˛v 2-D
F qk ; (19.4)

where ˛ is a constant with a value close to 1, and vF is
the 2-D Fermi velocity. Because of its linear dispersion,
it is called acoustic surface plasmon (ASP).

As we shall later show, in the most common case,
i.e., for Be(0001) [19.16], the 2-D Fermi velocity will
be lower than that of the 3-D system, so that ˛ is
slightly larger than 1. However, there are cases, e.g.,
Au(111) [19.20] and Cu(111) [19.49], for which the
2-D Fermi velocity is higher than in 3-D, so that ˛ is
slightly lower than 1.

In order to understand the basic mechanism behind
the ASP, let us compare the behavior of a conven-
tional 2-D electron gas having a parabolic dispersion
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Fig. 19.1a–d Schematic of electronic excitations and decay in single- (a,b) and double-component (c,d) 2-D electron
gases: Energy dispersion as a function of wave vector (a,c) with single-electron intraband transitions (red arrows). In
(b) and (d), the dielectric function � with real (red lines) and imaginary parts (blue lines), and the loss function Im.1=�/
(black lines) are plotted for an arbitrary but given small momentum transfer. Unobservable low-energy resonances are
indicated by light red arrows. The observable feature, characterized by Re.�/D 0 and a maximum in the loss function
(and hence a small value in Im.�/), is indicated by a dark red arrow. (Adapted with permission from [19.20]. © 2013 by
the American Physical Society)

(Fig. 19.1a) with an electron gas consisting of two com-
ponents with different Fermi velocities (Fig.19.1c). The
corresponding dielectric function �.!;k/ for a given
wave vector k (in the long wavelength limit) and the
loss function Im.1=�/ are shown Fig 19.1b,d. For the
2-D electron gas with only one component, the low-
energy zero-crossing of ReŒ�.!; k/� is not associated
with a peak in the loss function, and thus corresponds
to the excitation of incoherent intraband electron–hole
pairs. For a two-component electron gas, there exist

three zero-crossings of ReŒ�.!; k/� at low energy. One
is associated with a peak marked in the loss function
Im.1=�/. Since it lies just above the edge of single-
particle transitions within the band with the lower Fermi
velocity, it corresponds to a collective mode screened
by the electrons located in the other band. In the long
wavelength limit, i.e., for qk ! 0, the energies of both
peaks in Im.�/ disperse linearly with qk. The peak in the
loss function, being limited by such linearly dispersing
peaks, also exhibits a linear dispersion and thus satis-
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fies (19.4). In the case of a Shockley surface state at
a metal surface, the model still captures the essential
physics, provided that one of the two components of
the electron gas is associated to the 3-D electron sys-
tem and that the coexistence of 3-D and 2-D electron
gases in the same volume is properly considered.

It is worth mentioning here that this scenario of in-
teracting electron gases is not limited to the specific
case just discussed. For example, stacking of identi-
cal layers, separated by insulating spacers, considered
theoretically in [19.23] also leads to coupling between
electron gases and to linearization of plasmon disper-
sion. Even the anisotropy within the same 2-D band,
e.g., in freestanding graphene at the K- and K0-points
of the Brillouin zone, is predicted to lead to the for-
mation of an ASP in addition to the standard sheet
plasmon [19.50].

The plasmon dispersion can be measured experi-
mentally by using (highly resolved) electron energy loss
spectroscopy (HREELS). An instrument with simulta-
neous high energy and high momentum resolution is
called ELS-LEED [19.51]. Electrons with energyEi im-
pinge at an angle 	i with respect to the surface normal.
Electrons can scatter elastically or inelastically. The en-
ergy spectrum of the electrons scattered at an angle
	s from the surface normal may contain peaks at en-
ergy Es. The energy lost (or gained) corresponds to the
creation (or annihilation) of a collective excitation of
energy E such that

Ei D ECEs : (19.5)

Note that E is positive when the excitation is created
and negative if it is destroyed in the scattering event.
The conservation of momentum in the direction parallel
to the surface reads

ki;k D ks;k C qk C gk ; (19.6)

where gk is any reciprocal lattice vector of the surface
unit cell. Since before and after scattering the elec-
tron is a free particle (the same relationship holding
also for any free particle with nonvanishing mass in
the nonrelativistic limit), the modulus ki;k of the parallel
component qk of the wave vector is given by

ki;k D
p
2mEi

„ cos 	i : (19.7)

The modulus ks;k is given by a similar relationship. It
is thus possible to obtain qk and E, i.e., the dispersion
relation of the collective excitation (or the energy and
the momentum of the particle) created in the scatter-
ing event. Experiments performed for Ag on Si [19.13]

and for DySi2 [19.14] confirmed the prediction. At
very long wavelengths, 2-D plasmons have low energy.
However, they are unable to affect electron–phonon
interaction and phonon dynamics close to the Fermi en-
ergy because of the square root dispersion.

19.1.2 Sheet Plasmons in 2-D

Metallic Layers
Here we discuss the prototype system Ag=Si(111)
[19.13]. Similar results have been obtained for
Dy=Si(111) [19.14]. The flat Ag=Si(111) system has
been a prototype for the investigation of surface con-
ductance on a low-doped Si substrate [19.52], in which
metallic conductance has been shown to be associ-
ated with the formation of a

p
3�p3R30ı structure.

Conductance can be changed by adding additional Ag
atoms. In fact, such

p
3-structure was found to be

a semi-metal [19.30], and metallicity is attained only
by adding surplus Ag atoms to this structure [19.52].
The most natural explanation for this self-doping phe-
nomenon seems to be the formation of a lattice gas
in the second layer, as also suggested by a HREELS
study as a function of Ag concentration [19.53]. The
investigations on stepped Si(557) yield, however, are
a somewhat different picture (see later).

In any case, 2-D metallicity can be generated in this
system. Direct proof is found in the existence of a plas-
monic excitation whose energy goes to zero at long
wavelengths, i.e., no further excitation is necessary to
create this plasmon. The first test for such a purely 2-D
system has indeed been carried out in Ag=Si(111) at
monolayer concentration [19.13]. The main results are
shown in Fig. 19.2.

As shown in Fig. 19.2b, the dispersion can be well
described by a 2-D nonrelativistic NFEG using the two
terms given explicitly in (19.1). Within errors there was
no angular dependence of the dispersion, but the slope
of the dispersion changed when further Ag was added
to the (already self-doped)

p
3�p3R30ı-Ag structure.

From their fits, the authors determined electron con-
centrations of between 1.9 and 8� 1013 cm�2 and an
effective electron mass of around 0:3me. This result
is in good agreement with data from angle-resolved
photoemission (ARPES) for the same system [19.30].
From these numbers, an effective electron transfer of
about one-third of an electron per surplus Ag atom was
deduced. For the present case, the screening by the sub-
strate can thus be accurately described by an effective
dielectric constant of the interface.

Plasmons in the 2-D Relativistic Electron Gas
Since its ultimate discovery in 2004 [19.54], graphene
has become one of the most studied materials in
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Fig. 19.2 (a) EELS spectra taken at an incident electron energy of Ep D 12:4 eV. For better visibility, the curves were
shifted; the momentum transfer is given as parameter. (a) Scans along the �M direction (a0) and (b): Blueshift of losses
due to the additional adatom decoration. (b) Plasmon dispersions of (a) a

p
3�p3R30ı ordered surface at a coverage

slightly above 1 ML (monolayer) and (b) after further decoration with 0.15ML of additional Ag. The bold solid and
dashed curves are the fits within the nearly free electron gas model in RPA approximation. Green curve: upper edge of
the single-particle excitation continuum. Inset: Schematic of the S1 surface band that is shifted below EF by Ag coverages
exceeding 1ML. (Adapted with permission from [19.13]. © 2001 by the American Physical Society)

nanoscience. The coupling of light into flat and nano-
structured graphene in the terahertz and far-infrared
frequency regime using the plasmonic properties of
graphene in order to form surface plasmon polari-
tons (SPP) has been a widely covered subject [19.55–
57], and many potential applications have been sug-
gested [19.58–61]. We refer the reader to these ex-
cellent reviews and will not elaborate on these topics
here, since although in this range of frequencies sub-
wavelength phenomena (compared with optical and
infrared wavelengths) can be observed, the typical

wavelengths of several micrometers do not allow entry
into the nanoscale of 10 nm and below.

However, there is a unique property of 2-D plas-
mons that has become obvious by studying 2-D plas-
mons in graphene. Here we concentrate again on the
low-energy plasmons. Other plasmons in graphene, in
particular the standard � plasmon excitations, have
been reviewed previously [19.15], and we refer the
reader to this literature. At low qk (typically in the range
of �m�1), i.e., at plasmon frequencies in the terahertz
range, a series of studies have exploited the fact that



Plasmons in One and Two Dimensions 19.1 Sheet Plasmons 563
Part

D
|19.1

the plasmon frequencies of plasmon polaritons, i.e., the
combined excitation of a plasmon in an external elec-
tromagnetic field, can be tuned by changing the carrier
concentration in the graphene layer. This can be done
most conveniently by using a gate voltage [19.62, 63].
Thus plasmon polaritons at a wavelength of a few hun-
dred nanometers can be excited with light in the far-
to mid-infrared range. This result is attractive because
of its relatively low damping: decay lengths reaching
1�m indeed allow us to foresee many potential appli-
cations including tunable infrared lasers [19.64], plas-
monic quasicrystals [19.58], ultrasensitive detection
down to the single-molecule level [19.65], improved
photovoltaics [19.66] or nonlinear optics [19.67]. This
tunability, however, is subject to physical limitations
that we will further describe later.

Surprisingly, this tunability seems to completely
disappear when qk is in the range of 1 nm�1. An
example is shown for graphene on Si-terminated 6H-
SiC(0001) in Fig. 19.3. Figure 19.3a shows the plasmon
dispersion, recorded with electron energy loss spec-
troscopy with simultaneous high momentum and high
energy resolution [19.68]. These results agree well with
those of [19.69]. The first layer of graphene on SiC
grows on a carbon buffer layer. It turns out to be n-
doped with a doping concentration of 1� 1013 cm�2,
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Fig. 19.3 (a) Plasmon dispersion for 1ML graphene layer grown on H-etched SiC samples, measured at 300K (squares)
and at 80 K (circles). (b) Graphene plasmon dispersion before (circles) and after (squares) F4-TCNQ doping. Lower
inset: changes in k-dependent half widths (same symbols as in main figure). Upper inset: stereographic model of F4-
TCNQ. (Reprinted by permission from [19.68])

and the Fermi level under these conditions to be about
400meV above the Dirac point [19.68].

At very low qk, the dispersion is compatible with
a
p
qk dispersion, as predicted by the first term

of (19.1). Deviation from this function is already evi-
dent at qk < 0:03Å�1, similar to the Ag=Si(111) case
discussed above. For qk > 0:1Å�1, on the other hand,
there is a linear slope of 1:35˙0:1�106 m=s, very close
to the Fermi velocity in graphene on SiC [19.70]. Be-
tween these two regimes there is a characteristic cusp
that was ascribed to resonant damping, since the plas-
mon dispersion enters the continuum of single-particle
interband transitions.

Qualitatively, the experimental dispersion curve fol-
lows the theoretical forecast for a 2-D Fermi gas of
relativistic electrons within the random phase approx-
imation (RPA) [19.71]. The resonant damping has not
been considered in theory. Nevertheless, a cusp can be
seen in theory (Fig. 19.4), which is therefore a char-
acteristic property of the relativistic electron gas. It
is much less pronounced than in experiment because
damping is neglected in the theoretical calculation.
Therefore, quantitative agreement between theory and
experiment cannot be expected.

The main qualitative difference between the non-
relativistic and the relativistic 2-D electron gas comes
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Fig. 19.4 Calculated plasmon dispersion for monolayer
graphene within RPA on a substrate characterized by � D
2:5. The dashed line corresponds to the plasmon disper-
sion of a 2-D free electron gas with an electron density
of 1� 1012 cm�2. Shaded areas correspond to the con-
tinuum of intra- and interband single-particle excitations.
(Adapted with permission from [19.71]. © 2007 by the
American Physical Society)

from the second term in the expansion of plasmon dis-
persion, which becomes dominant for large qk. This
term disperses linearly with a slope / vF, as already
outlined above (19.1). For the relativistic electron gas
of graphene, this limit is reached for qk=kF > 1 [19.71].
If this second term dominates, its slope, according
to (19.1), does not depend on the embedding envi-
ronment. Even more importantly, for the relativistic
electron gas with a constant Fermi velocity, this term is
independent of the doping level. Thus the slope of the
dispersion in this limit should be usable as a calibration
standard. This prediction can easily be tested.

One test is shown in Fig. 19.3b. Here, the plas-
mon dispersion curves are compared before and after
covering the graphene layer with about one percent
of a monolayer of 4F-TCNQ molecules at 300K.
F4-TCNQ is known to reduce the carrier density of
graphene and hence to shift EF downward [19.72].
As expected, the dip shifts to lower qk values (to
� 0:03Å�1). This shift is also seen in the resonance of
the FWHM. Since the molecules added act as scattering
centers, the loss structure is further broadened. This re-
duction of the doping concentration to� 3� 1012 cm�2

also reduces both EF and kF correspondingly. There-
fore, the transition to the linear part of the dispersion
happens at smaller qk, as expected from the considera-
tions mentioned above, and the linear range is extended.
The average slope of the linear part, however, remains
unchanged, in accordance with a constant Fermi veloc-
ity and (19.1). Very similar behavior has been found
for a quasi-freestanding graphene layer on SiC(0001),
generated with a graphene buffer layer by intercalation
with hydrogen, by gradual desorption of the hydro-
gen [19.73], which mainly shifts the Fermi level and
thus the doping concentration.

A second example of this finding is shown by com-
paring these results with those obtained for graphene
on Ir(111) [19.74, 75]. The growth of graphene on Ir is
self-limited to a single layer by decomposition of hy-
drocarbons (ethylene) at temperatures around 1320K,
at a pressure of 2� 10�7 Pa. It is characterized by
a Fermi level very close to the Dirac point [19.76, 77],
i.e., a doping concentration of less than 1� 1011 cm�2.
Therefore, and in accordance with the results just pre-
sented, only a linear slope can be observed within
the qk range resolvable with ELS-LEED. This result
is shown in Fig. 19.5 together with the results ob-
tained after doping the layer by intercalation with half
a monolayer of Na and in comparison with those from
SiC. Here we concentrate first on the lower dispersion
branch. When the slope of the quasi-linear disper-
sion for graphene on Ir(111) is compared with that
on SiC(0001) (Fig. 19.5b), they are virtually identi-
cal. While the more effective shielding of the metallic
surface compared with SiC should lower the slope of
dispersion [19.70], this shielding is not static and leads
to a more complicated interaction between the 2-D elec-
tron gas of graphene and the 3-D electron gas in the
conduction bands of Ir, which may compensate the
expected redshift. However, this effect has not been
studied quantitatively in this system. Completely lin-
ear dispersion has also been found for graphene on
Pt(111) [19.15, 78]. The slope, however, is about 15%
smaller than in the examples just shown, possibly due
to different interaction and shielding compared with the
Ir(111) substrate.

Intercalation of graphene on Ir(111) by half a mono-
layer of Na has the effect of strong n-doping of
graphene due to a shift of the Fermi level of graphene
by nearly 1 eV. As a consequence, the linearity of plas-
mon dispersion is seen over a reduced qk range up to
0.1Å�1, whereas for higher qk values there is a ten-
dency for leveling off. The slope measured in the linear
qk range is about 10% larger than with graphene on
clean Ir(111). This is a remarkably small effect consid-
ering the change in doping level by about four orders
of magnitude. On the other hand, both findings indicate
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Fig. 19.5 (a) Plasmon dispersion of the two plasmonic branches of graphene on Ir(111). (b) Same type of data evaluation for
graphene on SiC(0001) (n-doped layer n� 1013 cm�2). (c) Results for Na-intercalated graphene on Ir(111). The average lin-
ear slopes of (a) are drawn as dashed lines in the other graphs. While the lower branches correspond to the standard (or
monopole) sheet plasmon, the others marked by green symbols have been assigned to multipole plasmons. (Reprinted by per-
mission from [19.74])

that Na intercalation not only results in a rigid shift of
the graphene bands, but also causes Na to interact more
stronglywith both graphene and Ir, resulting in the devi-
ations measured. The increase in measured half widths
of plasmon losses also points in this direction [19.74].

In view of (19.1), these results are not expected,
since the doping level increases the first term of this
equation considerably, so that it should dominate over
a larger range of qk. A clear dependence of the plas-
mon dispersion has indeed been seen on SiC(0001) by
varying the amounts of intercalated potassium [19.79].
In fact, due to the high doping level studied there, this
first term of (19.1) dominates most of those results,
and there is semi-quantitative agreement with the pre-
dictions of (19.1) with this assumption. At this point,
we want to stress, however, that the findings of [19.79]
are not in contradiction to the results found on Ir and
the others discussed above. On the contrary, they fully
agree with the predictions of (19.1). Since on a metal
the screening is much more effective, the dielectric
function is up to two orders of magnitude larger than
for SiC, so that the first term of (19.1) is smaller by
the same factor on metals like Ir or Pt as on SiC: the
linear term in qk thus already dominates at small qk.
Moreover, the interaction with the shielding metal elec-
trons leads to further linearization of the dispersion
curves [19.23, 24], a mechanism not present on a semi-
conductor like SiC.

From these results we conclude that the tunability
of the plasmon frequencies in the relativistic 2-D elec-
tron gas is possible only if the term /pqk dominates
the dispersion. The strong sensitivity of this term to
the environment via its dielectric function � influences

both the accessible frequencies and the range of tun-
ability. This range can easily be exceeded particularly
on metals, where the term linear in qk is responsible
for the insensitivity of plasmon dispersion to the dop-
ing level and to the environment. This robustness has
not yet been exploited, but is quite important for many
potential applications.

Two-dimensional plasmonswere also shown to cou-
ple to other excitations, in particular to phonons and
single-electron excitations. The enhanced coupling of
plasmons to single-particle excitations is quite well
known: similar to the situation described above [19.68],
due to opening of new decay channels, it causes res-
onantly enhanced damping. Similar phenomena have
been observed in photoemission, but here the lin-
ear dispersion of (ideally) noninteracting single quasi-
electrons and quasi-holes is modified close to the Dirac
point by the interaction with the plasmon due to excita-
tions of so-called plasmarons [19.80, 81]. For coupling
between sheet plasmons and phonons, a prominent ex-
ample is the coupling in graphene to the surface optical
phonon of the underlying SiC on the Si-terminated sur-
face [19.82, 83]. The coupling of this phononwas found
to be remarkably robust. It cannot be quenched by inter-
calation or modifications of the intercalation. Instead,
new coupled modes appear that are due to the cou-
pling between the sheet plasmon with phonons of the
intercalated material. Coupling of the plasmon with the
internal LO phonon was found to be detectable only for
bilayer graphene. This coupling may give a further han-
dle to tailoring plasmonic properties.

Finally, we turn to the observation of multipole
modes, which were identified for graphene on Ir(111)
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and on SiC(0001) [19.74]. As evident from Fig. 19.5,
these modes closely follow the dispersion of the basic
mode, but with a different slope depending on the sub-
strate material. On the metal, the ratio between slopes
is roughly 2, while on SiC it is reduced to 1.4. The
half widths of the multipole losses were found to be
essentially the same as for the basic mode. Both modes
appear at the same qk, so it seems that both modes are
excited by the same mechanism. It is indeed only a mat-
ter of scattering cross section which one dominates. The
different ratios of slope found on the metal and on the
semiconductor, on the other hand, may be due again to
different screening efficiency. These multipole modes
in low-dimensional systems have not yet been explic-
itly considered theoretically, even if this improvement
is highly desirable in order to gain deeper insight.
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Fig. 19.6a,b
HREEL spectra
recorded for dif-
ferent scattering
conditions starting
from the specular
direction (upper-
most spectra) and
moving out of spec-
ular for Be(0001).
The arrow indicates
the position of the
energy loss feature.
(After [19.16])

The Acoustic Surface Plasmon (ASP)
for Be(0001), Cu(111) and Au(111)

As mentioned at the beginning of the chapter, a new
mechanism governing linearization of plasmon disper-
sion comes into play when excitations of different
electron gases are coupled. An important example is
the 2-D electron gas of a Shockley surface state, which
exists, e.g., on the close-packed surfaces of the no-
ble metals (Ag(111), Au(111) and Cu(111)), but also
on Be(0001). The 2-D sheet plasmon will inevitably
be screened by the underlying 3-D electron gas of the
metal. The ASP was first observed experimentally on
Be(0001) with HREELS. Experimental data are shown
in Fig. 19.6 along the �M direction for two different
kinetic energies (7.26 and 10.74 eV, respectively) while
keeping the scattering angle 	s fixed (63.3ı and 59.2ı,
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respectively) and changing the angle of incidence 	iy.
The parallel momentum is obtained using (19.6).

It is apparent that a relatively broad energy loss fea-
ture is present and that it shifts to higher energy with
increasing parallel wave vector. The position of the
loss feature for several scattering conditions is shown
in Fig. 19.7. The slope of the dispersion curve was
found to be 5.5 eVÅ (for comparison: 1 eVÅ Š 1:52�
105 m=s), slightly lower than predicted by a simplified
1-D model and in very good agreement with the predic-
tion of a more accurate ab initio model. Measurements
along �K were performed by another group [19.17].
The slope (group velocity) was found to be slightly
higher (6.4 eVÅ) than for the �M direction. Moreover,
along the �K high-symmetry direction, the ASP has
a greater width than along �M, because the ASP disper-
sion is closer to the electron–hole pair continuum along
�K [19.84].

The discovery of the ASP on Be(0001) trig-
gered further measurements on other surfaces such as
Cu(111) [19.18] and Au(111) [19.21], for which theory
had already predicted its existence. For Au(111), actu-
ally two linearly dispersing losses were found [19.20],
with group velocities of 3.95 and 8.1 eVÅ, respectively.
Only the latter loss was excited in [19.21]. A selec-
tion of spectra for different scattering conditions and
the dispersion curves are shown in Fig. 19.8. Accord-
ing to time-dependent density functional theory (DFT)
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Fig. 19.7a–d Experimentally measured dispersion curve showing the energy of the ASP versus parallel wave vector. The theo-
retical predictions are also shown: dotted black line indicates the simpler 1-D model, while the continuous red line indicates the
result of a more accurate ab initio calculation. The shaded area indicates the continuum of electron–hole excitations; (b) 2-D
Brillouin zone; (c) schematic of the geometry of the experiment; (d) electronic structure of Be(0001) with the surface Shockley
state in the gap. (After [19.16])

calculations [19.20], however, only the first with the
lower slope corresponds to the ASP, whereas the sec-
ond, higher-energy branch was assigned to an interband
transition between a band edge of the bulk and the
Shockley surface state. A further contribution to this
loss from a multipole ASP cannot be excluded.

Interestingly, as seen from Fig. 19.8, the slope of
the low-energy branch corresponds to a value of ˛ < 1
in (19.4), i.e., to a loss running slightly below the edge
of the electron–hole pair continuum. As demonstrated
theoretically [19.20], this is a particular screening ef-
fect of the surface state excitation by the bulk electrons.
For Au(111), the electrons in the Shockley surface state
close to the Fermi level have velocities higher than the
corresponding majority of bulk electrons, thus leading
to a value of ˛ slightly lower than 1. The complica-
tion with two losses also appeared for the Cu(111) case,
as a recent investigation with very high-energy resolu-
tion showed, i.e., the loss feature assigned to the ASP
by Pohl et al. [19.18] actually consists of two losses.
The component with the lowest slope among them was
then assigned to the ASP for Cu(111), suggesting a sce-
nario similar to Au(111) [19.49]. Thanks to the higher
energy resolution, the width of the ASP is now lower
than estimated before: using the time-energy principle
of indeterminacy, it is thus possible to estimate the life-
time and the propagation length of the ASP, a parameter
relevant for assessing the feasibility of ASP-based de-
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Fig. 19.8 (a) HREEL spectra recorded for different scat-
tering conditions for Au(111). (b)Dispersion curves for the
lower- and higher-energy branches as measured along the
two high-symmetry directions are compared with the theo-
retical prediction (dashed and dotted lines). Different sym-
bols correspond to different primary energies and surface
temperatures; squares and circles: 17 eV and 78K; trian-
gles pointing up: 20 eV and RT; triangles pointing down:
13 eV and RT. (Adapted with permission from [19.20].
© 2013 by the American Physical Society) I

vices. For a wavelength of 0.05Å�1, an FWHM (full
width at half maximum) of the order of 20meV has
been estimated on Cu(111), corresponding to a prop-
agation length of the order of 4 nm, a relatively low
value. We shall discuss this important point again in the
last section of the chapter.

ASP for Nanostructured
and Regularly Stepped Surfaces

After having shown that the ASP exists for most of the
surfaces for which it had been predicted, a quite nat-
ural question arises: How robust is this excitation? Is
it affected by surface nanostructuring? In order to ad-
dress such issues, experiments for both ion-bombarded
Cu(111) and stepped Au surfaces were performed. In
the former case, domes and pits of different sizes
form upon ion bombardment, the morphology of which
is determined by the interplay between thermal dif-
fusion and removal of atoms by collision with the
incoming ions. In the latter case, an ordered array of
terraces separated by monatomic steps is present. The
ASP turns out to be a relatively robust excitation: it
is not destroyed by surface nanostructuring at either
room temperature or 393K, at least for moderate ion
doses [19.19]. The linear best fit to the dispersion
data yields a slope of .3:7˙ 0:5/ eVÅ. This value has
to be compared with that found for the pristine sur-
face (.4:33˙0:33/ eVÅ, [19.18]). As demonstrated by
Theilmann et al. [19.85], the Shockley surface state
(SSS) shifts from �0.4 to about �0.3 eV when the
roughness of the Cu(111) surface is increased. This
causes a decrease in the Fermi velocity and thus a de-
crease in the slope of the plasmon dispersion, in quali-
tative agreement with experiment. For large enough ion
doses and when sputtering at 393K, a non-dispersing
loss was observed and tentatively assigned to a nonver-
tical inter-band transition from the bottom of the SSS to
the Fermi level, the required momentum being provided
by surface disorder [19.19].

With decreasing wavelength, plasmons also be-
come more and more susceptible to scattering at
atomic defects. This effect has clearly been seen for
plasmons scattered at substrate steps in graphene on
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SiC(0001) [19.86]. On a metallic surface, scattering
at steps is expected to be smaller due to the less di-
rected bonds, but as was demonstrated for the regularly
stepped Au(788) surface, it leads to subband formation
and partial localization of plasmons. The (788) surface
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consists of (111) terraces that are � 40Å wide, sepa-
rated by monatomic steps. The choice of this particular
terrace size is motivated by the fact that the distance be-
tween steps exceeds the critical value (around 20Å for
Au) beyond which the short-range interaction between
steps becomes negligible, so that opening of an energy
gap in the surface band structure can occur [19.87]. The
choice of Au surfaces is motivated by their chemical
inertness: the existence of the ASP is indeed closely re-
lated to the existence of a partly unoccupied Shockley
surface state, which can in turn be destroyed by surface
oxidation. The dispersion of the ASP for Au(788) was
measured using an ELS-LEED setup [19.88].

The data are summarized in Fig. 19.9. Two losses
with sound-like dispersion are present, denoted by I and
II. The branch with the steeper slope originates from
the ASP associated to the SSS of the (111) terraces,
and has indeed a very similar slope as the ASP on flat
Au(111). The branch with lower slope has no analogue
on Au(111). Although full ab initio calculations are not
feasible because the unit cell is too large, it was possi-
ble with the help of theoretical calculations to assign all
the features observed experimentally [19.88].

In particular, we underline that:

1. Along the steps, two ASP modes exist. They have
different group velocities determined by the Fermi
velocities of two partly occupied SSS subbands.

2. The anisotropy introduced by the steps on Au(788)
does not automatically lead to plasmon localization
normal to the terraces.

3. The QW1 and QW2 subbands are still able to gen-
erate propagating plasmonic modes across the steps
at wavelengths longer than the terrace width. The
slightly different slopes of the modes parallel and
normal to the steps reflect the anisotropy of the sys-
tem.

4. Across the steps, plasmon localization becomes vis-
ible when qk exceeds the reciprocal lattice vector of
the periodic step array.

The interest in the effect of the presence of a reg-
ular array of steps on ASP existence and dispersion
is not purely academic: It has been suggested indeed
that vicinal surfaces might naturally provide a diffrac-
tion grating of nanometer size needed to couple the
ASP with light [19.7]. Due to the large difference be-
tween the speed of light and the Fermi velocity in the
Shockley surface state (almost three orders of magni-
tude!), an (infrared) photon with an energy of� 0.5 eV
could excite on Au(111) an ASP with a wavelength
of �50Å, provided that a diffraction grating is able
to bridge the momentum gap. A hypothetical device
effectively converting photons into ASP should there-
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steps (b). The symbols indicate the experimental data
points, the dotted lines the results of the theoretical cal-
culations. The best fits to the experimental data are shown
by colored lines. (Adapted with permission from [19.88].
© 2014 by the American Physical Society)

fore have a characteristic spacing of that order, i.e.,
about two/three orders of magnitude smaller than a tra-
ditional optoelectronic system operating at the same
frequency.

Although some theoretical estimates for nanopar-
ticles predict a low efficiency for the conversion of
photons into ASPs [19.90], no experiments have yet
been reported. In Table 19.1, experimental and theoret-
ical values obtained for the slope of the ASP dispersion
are summarized.
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Table 19.1 Fermi velocity, experimentally determined slope of the dispersion, and experimental and theoretical ˛ for
different systems. The last row shows the theoretically predicted slope of the dispersion as estimated by the authors from
Fig. 2c of [19.89]

System Fermi velocity
(e2=„)

Experimental slope
(eVÅ)

˛exp ˛teo

(non ab initio: [19.24])
Be(0001) 0.41 5.5 [19.16] 1.08 –
Cu(111) 0.28 4.33 [19.18] 1.13 1.053
Cu(111) 0.28 3.11 [19.49] 0.81 –
Au(111) 0.35 3.95 0.83 1.032
Ag(111) 0.11 – – –
Ag(111) – – – � 7 [19.89]

System Fermi velocity
(e2=„)

Experimental slope
(eVÅ)

˛exp ˛teo

(non ab initio: [19.24])
Be(0001) 0.41 5.5 [19.16] 1.08 –
Cu(111) 0.28 4.33 [19.18] 1.13 1.053
Cu(111) 0.28 3.11 [19.49] 0.81 –
Au(111) 0.35 3.95 0.83 1.032
Ag(111) 0.11 – – –
Ag(111) – – – � 7 [19.89]

Summarizing the ASP observations, it is apparent
that the interaction between two electron gases provides
a mechanism of mutual screening that leads to lineariza-
tion of the dispersion, particularly also for small qk.
Therefore, it is not described by (19.1), which at small
qk predicts a

p
qk dependence.

The fact that ˛ can be< 1, as observed for Au(111),
so that the ASP runs below the electron–hole pair con-
tinuum, does not directly lead to overdamping of the
ASP, as erroneously assumed before experimental evi-
dence. Possible reasons are small overlap between SSS
and bulk states, but also phase mismatch of wave func-
tions, expressed by the different Fermi velocities of
bulk and surface states.

The reliable calculation of these phenomena is
still a challenge for simulations, as seen by two con-
flicting predictions for the Ag(111) surface: according
to [19.89] this system should exhibit a slope even
higher than for Au(111), while the non ab initio theory
predicts a slope even lower than on Cu(111), in agree-
ment with a third, independent calculation [19.91]. No
experiments have measured the ASP dispersion for
Ag(111), so this controversy remains open. On the
other hand, the experiments carried out so far for ASP
by HREELS measurements demonstrate that ambigu-
ities due to the appearance of several losses can only
be resolved by reliable quantitative theoretical descrip-
tions.

19.2 Quasi-One-Dimensional Plasmons

As already demonstrated above for the case of Au(788),
the introduction of extended defects such as steps on
highly symmetric surfaces reduces the symmetry of sur-
face states so significantly that subbands are formed,
which are also visible by two separate subband plas-
mons for the two occupied subbands in the ground state.
These plasmons, however, propagate across the steps
for long wavelengths and are localized to single ter-
races only for wavelengths of the order of the terrace
width. Therefore, they cannot be considered as quasi-
one-dimensional.

On the other hand, the experimental observation of
a purely 1-D dispersion of a plasmonic signal is clearly
a necessary condition for quasi-1-D behavior, but is
it sufficient? In the ideal case, a Tomonaga–Luttinger
liquid may appear, in which, due to spin and charge
separation of the lowest excitations, the plasmon should
appear as a holon with a linear dispersion [19.92–94].
While there is no final answer to this question yet, in the
following we will discuss systems in which the require-
ment of 1-D dispersion is clearly fulfilled: the formation
of metallic chains of single atomic height on regularly
stepped Si surfaces. Regular arrays of these chains are
formed by self-organization, and the widths of the wires
vary from single atomic chains to metallic strips that fill

a whole (111) terrace, depending on the metal, but also
on the step orientation. The main question is, of course,
how strongly the potential 1-D properties of these wires
are modified by their environment and the coupling to
neighboring wires. As it turns out, there is again a wide
variation in the strength of interaction, which still has
to be understood.

A possible approach to 1-D plasmonic properties
starts from a 2-D quasi-free electron gas that is confined
to a wire of finite width by an appropriate potential.
Within this model, following [19.95], the plasmon dis-
persion for a single isolated wire can be expressed as
a function of the upper and lower boundaries of the
electron–hole continuum of excitation, !˙ D q2k=2˙
qkkF=m?, as

!p.qk/D
s
!2� �!2CeA.qk/

1� eA.qk/ ; (19.8)

with A.q/D 2 q=fm?gsV.q/Œ1�G.q/�g. V.q/ is the
Fourier transform of the confining potential,G.q/ the lo-
cal field correction factor due to electronic correlations,
and gs the spin degeneracy (1 or 2). Already this model
yields to lowest order a dispersion linear in qk, contrary



Plasmons in One and Two Dimensions 19.2 Quasi-One-Dimensional Plasmons 571
Part

D
|19.2

to a 2-D electron gas. As one sees from (19.8), the dis-
persion depends not only on electron density (via kF)
and effective masses, but also explicitly on the form of
the confining potential, and electronic correlations. For
the coupling between wires, no such analytic expression
can be given, but an approximate description of cou-
pling, valid in the limit of small qk [19.96–98], exists
and will be discussed later for Au wires on Si surfaces.

19.2.1 Arrays of Quasi-1-D Wires
with Small Coupling

From the few investigations of low-dimensional plas-
mons carried out on quasi-1-D systems so far,
Ag=Si(557) [19.43, 99, 100] and DySi2=Si(100)vic.
[19.41] are those systems in which the properties of in-
dividual wires seem to be dominant, i.e., the coupling
between wires is weak. Since the plasmonic properties
of DySi2=Si(100)vic. resemble those in the Ag=Si(557)
system in many aspects, we concentrate here on the lat-
ter system.
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Fig. 19.10a,b EEL-
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Ag=Si(557) along
the Œ1N10� (a) and
ŒN1N12� (b) directions
taken at 300K.
Apart from the
dispersing 1-D
plasmon loss in (a),
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quantum well
transitions E2! E3

and E2! E4 at
470 and 1160 meV
are seen. Spectra
are shifted for
better visibility.
(Reproduced
by permission
from [19.43], © IOP
publishing 2013)

As mentioned above, the Ag=Si(111) system is
a prototype system for the investigation of 2-D plas-
mons, since carrier concentration in the Ag-modified Si
surface state can be tuned by Ag surplus concentration.
Similar properties have been found in the Ag=Si(557)
system by investigation of the concentration-dependent
plasmonic properties. Although the doping mechanism
on the flat and stepped surfaces need not be exactly
the same, these studies allow us to gain some surpris-
ing insights, not only into the doping mechanism, but
also into general plasmonic properties in 1-D [19.43,
99, 100]. A possible reason for the decoupling of wires
on different (111)-oriented mini-terraces in this system
may be the separation of these terraces by (112)-
oriented mini-facets, which contain three atomic double
steps.

The atomic Ag wires formed in this system at cov-
erages below 0.3ML were found to be semiconducting.
Therefore, low-energy plasmons do not exist below
0.3ML. The formation of metallic wires is coupled to
the appearance of .

p
3�p3/R30ı-order on the (111)-
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Fig. 19.11 (a) Dispersion along the Œ1N10� direction. For comparison, the 2-D plasmon dispersion in Ag=Si(111) [19.13]
is shown. The dotted line is a guide to the eye for AS1-mode. The AS2-branch is not shown. (Reproduced by per-
mission from [19.43], © IOP publishing 2013) (b) Electron concentration, normalized to saturation, deduced from the
position of the plasmonic losses as a function of Ag surplus concentration exceeding 1ML. (Reproduced by permission
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oriented mini-terraces, which have a local coverage of
1 ML.

As shown in Fig. 19.10, a clear 1-D dispersion
was measured by EELS-LEED, which means that the
triple steps between the (111) terraces act as insulat-
ing separators between the conducting strips. Indeed,
the measured dispersion for the lowest plasmon mode,
shown in Fig. 19.11b, agrees quantitatively with calcu-
lations [19.41] which assume a single strip of a 2-D
electron gas that is confined by parabolic barriers to
a width of 3.6 nm. Not only is the 1-D dispersion
reproduced, but also the appearance of intersubband
plasmons along the wires, which are expected to behave
as coupled (and simultaneous) excitations of quan-
tum well states and plasmons in these wires of finite
width [19.44]. In the limit of long wavelengths they
merge into the non-dispersing losses measured in the
direction perpendicular to the wires (see Fig. 19.10b).
They correspond to quantum well states normal to
the wires. Their positions can be quantitatively fitted
assuming a simple particle-in-a-box model with the
measured wire width of 3.6 nm.

The metallic properties of the wires are not intrin-
sic, and instead are induced by extrinsic self-doping
caused by Ag atoms adsorbed at the adjacent step
edges, i.e., the bare Ag-wires with

p
3�p3-order are

semi-metallic. The doping atoms can be desorbed ther-
mally without destroying the majority of Ag wires on
the (111) terraces, but can be made metallic again
by the tiniest amounts of post-adsorbed Ag atoms.

Thus this system enables us to precisely determine the
dependence of plasmon excitation energy on doping
concentration in the range between 0.003 and 0.03ML.
Assuming that all parameters except the electron den-
sity remain constant, and that each surplus Ag atom
contributes the same amount of charge to the system
at low concentrations, we found that Eplasmon /pne, in
agreement with theory (Fig. 19.11b). Remarkably, this
dependence turns out to be universal, independent of di-
mension, and to be valid even for a Luttinger liquid. To
the best of our knowledge, this is the first direct experi-
mental verification of the

p
ne dependence for plasmons

in a quasi-1-D system.
This lateral doping mechanism on the atomic scale

is most likely caused by the different binding strength
of Ag atoms on terraces and at step edges. It leads to
preferential trapping of Ag surplus atoms at the step
edges and results in lateral band bending, as sketched in
Fig. 19.12. As a consequence, the effective wire width
is reduced with increasing doping concentration, since
the doping chains of atoms are partially charged. De-
pending on the chemical differences between terrace
and step, this charging also limits the maximum dop-
ing concentration. Impurity atoms of different sorts can
change this situation drastically, but this has not yet
been tested in any detail. These experiments also clearly
ruled out the long-debated doping process by a lattice
gas in the second Ag layer, which was found to be in-
active with respect to the formation of a low-energy
plasmon.
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diffuse and are trapped at step edges. (b) Lateral band
bending resulting from different adsorption energies (and
corresponding level filling (c) at terraces) and step edges,
schematically shown in (d). (Reproduced by permission
from [19.100])

The final proof for this model came from the fact
that, similar to the Pb=Si(557) system (Sect. 19.2.2),
Ag=Si(557) also modifies surface and step energies,
so that at high temperature (here 600 ıC), the surface
becomes unstable in the presence of a monolayer of
Ag and tends to form larger (111) terraces and step
bunches. Extended heating of the Ag-covered surface to
600 ıC roughly doubled the average terrace size. This
provided unique proof of the extrinsic doping mech-
anism, since the line doping concentration remains
essentially constant at saturation, but the overall con-
centration is reduced with increasing terrace size, as the
amount of electrons donated by the dopant atoms is dis-
tributed over the larger (111) terraces [19.100].

19.2.2 Between 1-D and 2-D: Pb=Si(557)

The situation is much less clear in the Pb=Si(557) sys-
tem, although at first glance it looks quite similar to
Ag=Si(557). For a critical coverage of 1.31ML and at
low temperature (below 78K) the system clearly has
1-D properties in electrical conductance due to Fermi
nesting and 1-D band filling induced by facet formation.
Faceting locally transforms the surface into a (local)

Log. intensity

Loss energy (meV)
150010005000

k = 0 Å–1
Si(557)
1.3 ML Pb/Si(557)

Fig. 19.13 Comparison of the electron loss spectra on clean
Si(557) (circles) and that with 1.31ML of Pb adsorbed at
qk D 0. Due to the metallic property of the Pb layer, an ex-
ponentially decaying continuum of losses is seen (Drude
tail). Primary energy E0 D 20 eV. (Reproduced by permis-
sion from [19.42], © APS 2011)

(223) orientation [19.31, 36] that causes the opening of
a small 1-D gap of 25meV around the critical cov-
erage. On the other hand, this high Pb concentration
exhibits relatively strong electronic coupling between
the terraces, so that the general appearance of the band
structure is 2-D-like, but with 1-D properties close to
the Fermi energy. This leads to the following intriguing
question: are such 1-D properties still visible in collec-
tive electronic excitations with energies far higher than
the bandgap of 25meV? There may even be a transition
between 1-D and 2-D behavior depending on the avail-
able decay processes into single-particle excitations.

The metallicity of the layer at 1.31ML Pb cov-
erage can be easily identified even qualitatively by
comparing the electron energy loss spectra for the clean
and Pb-covered Si(557) surface. Whereas for Si(557),
only phonons can be created at small excitation en-
ergies, the continuum of low-energy electronic excita-
tions in a metallic system results in a broad structureless
background with exponentially decaying intensity as
a function of loss energy. This is a clear signature of
metallicity for the monolayer Pb=Si(557) system.

For the critical Pb concentration of 1.31ML the
HREELS spectra as a function of q both parallel and
perpendicular to the terraces were measured at room
temperature and with liquid-He cooling (Fig. 19.13).
No clear temperature dependence was found. While
a clearly dispersing loss peak was observed in the di-
rection along the wires, no such loss was detected in
the perpendicular direction. In other words, plasmonic
excitations have a clear a 1-D dispersion at this Pb
coverage. As seen from Fig. 19.14, the measured data
points can be naturally extrapolated to zero momentum
and zero energy. The dispersion can be quantitatively
described by a model of a confined 2-D electron gas
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Fig. 19.14 Dispersion for 1.31ML Pb on Si(557) parallel
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same coverage of Pb on Si(111). The solid curve is a quasi-
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free electron gas (NFEG) model with an effective mass of
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(Reproduced by permission from [19.42], © APS 2011)

with local field corrections and correlations [19.44,
101] using a single four-atoms-wide metallic strip that
is confined in a parabolic potential with the effective
mass, m�, and the 1-D electron density, ND, given in
the caption of Fig.19.14. Further details can be found
in [19.42]. As also seen by the comparison with an anal-
ogous measurement for the isotropic Pb=Si(111) layer
(see Fig. 19.14), there is a clear qualitative difference
between a 1-D and a 2-D system (note that both dis-
persions must go through zero). Unlike the Ag=Si(557)
system [19.43], however, no indications for quantum
well confinement were detected.

The missing temperature dependence of the 1-D
plasmonic dispersion can be taken as an indication that
the physical mechanism for decoupling the plasmonic
excitation on the various terraces cannot be related
solely to Fermi nesting and opening of the 1-D bandgap.
The absence of quantum well states means that the sim-
ple picture of a confining potential must be questioned.
The key to this seemingly contradictory behavior may
be hidden in the spin structure and the preferentially
antiferromagnetic spin orientation on adjacent terraces,
which leads to orthogonal electronic states. While there
are no measurements, part of this spin correlation may
still exist even at room temperature and consequently

reduce the coupling. In the direction normal to the
steps, the high resistance of steps [19.102], which at
this Pb concentration turned out not to be covered by
Pb [19.103], is already sufficient to prevent the forma-
tion of plasmon waves in this direction. This situation,
however, is modified by the gradual filling of step edges
with Pb at higher Pb concentrations.

Interestingly, the quasi-linear dispersion remains
when the steps are decorated by Pb, as shown now
by increasing Pb coverage to 1.4ML. At this Pb con-
centration, about half of the Si step edges are dec-
orated [19.104]. While these added chains increase
the coupling between different terraces, the effective
bandgap is also reduced [19.105]. Both changes in
coupling parameters between terraces now lead to the
behavior documented in Fig. 19.15. While there was
no detectable signal for long wavelengths, losses and
their dispersion were found both parallel and perpen-
dicular to the steps for wavelengths shorter than 15 nm,
and with quite small anisotropy of about 10%. This
means that when switching on the coupling between
terraces, dispersing plasmonic excitations appear with
wavelengths that are more than ten times the terrace
width.

It should be noted that a quasi-linear dispersion is
still detected in both directions, similar to the Au(788)
system discussed above. Anisotropy seems to be suf-
ficient for the linearization of the plasmon dispersion.
This finding may be obvious from (19.8) for the direc-
tion parallel to the wires, but not along the perpendicu-
lar direction. Unlike the Au(788) surface, we find here
that propagating and dispersing plasmons normal to the
wire direction are found only at wavelengths consid-
erably shorter than the undistorted periodicity of (223)
facets. This lack of periodicity for distances larger than
20 nm, of course, also makes it impossible to form long-
wavelength plasmons here.

Thus there is a clear crossover behavior from 1-D
to 2-D induced by a very small change in the surface
concentration of Pb. At this moment there is neither
a clear understanding of the underlying physical mech-
anism for the crossover nor a quantitative theory for the
plasmonic excitations in these anisotropic low-D sys-
tems.

Interestingly, the metal-insulator transition of
In=Si(111), historically the first well-investigated
quasi-1-D system [19.28], was not only seen in DC
conductance, but could also be detected by the disap-
pearance of the plasmonic loss [19.3, 40], in contrast to
the Pb=Si(557) system.

At first glance, these findings seem to be contradic-
tory: the phase transitions in both systems are obviously
of first order, though with opposite sign of temperature,
the main difference lying in the structural changes in-
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volved. In Pb=Si(557) the Pb structure on each terrace
essentially remains the same when going through the
phase transition [19.106]. Only the average step dis-
tance is changed, by just 3.5% [19.103], which turns out
to be sufficient to destroy the nesting condition at the
critical coverage of 1.31ML, and to form a sequence
of charge density waves with varying periodicity and
decreasing bandgap normal to the steps as a function
of increasing Pb concentration [19.104]. The electronic
changes in the band structure of this system associ-
ated with the metal–insulator transition also seem to
be small. The plasmon excitation seems to be quite
insensitive to these small electronic changes. This sce-
nario contrasts very much with the strong structural
and electronic changes in the In=Si(111) system when
going from the .4� 1/ to the low-temperature .8� 2/
phase [19.33, 107], which involves melting and disap-
pearance of the whole CDW system.

19.2.3 Coupling in Atomic Wires: Si(hhk)-Au

Au chains on regularly stepped Si(111) surfaces, tilted
at various angles toward the ŒN1N12� direction, provide the
narrowest possible arrays of chains consisting of either
one or two atoms, depending on the type of step. Here,
only double steps of Si separate the (111)-oriented ter-
races. Although purely 1-D dispersion along the chain
direction is found, the lateral extension of the charge
distribution, determined by both the structural motif and
the terrace width, is found to explicitly influence the
slope of the measured plasmon dispersion curves. In
other words, the crossover into the second dimension is
crucial for the quantitative interpretation of this quasi-

1-D phenomenon, but is not completely described by
existing theories.

Depending on coverage and step density, the widths
of the Au-chains and their interwire spacing can be
tuned, while their electronic band structures are still
very similar. For example, 0.2ML of Au on Si(557)
results in growth of single-atom Au-chains and a row
of Si-adatoms on each mini-terrace, with an interwire
spacing of 19.2Å [19.3, 108]. In contrast, Si(553) and
Si(775)-Au host double Au chains in the center of the
terrace [19.34, 109]. The interwire spacing is 14.8 for
Si(553) and 21.3Å for Si(775) [19.108, 110, 111]. For
double Au chains, a nominal coverage of 0.48ML on
Si(553) and 0.32ML on Si(775) results. Common to all
these structures is a graphitic Si-honeycomb chain lo-
cated at the step edges [19.108, 110, 111]. Each of these
systems is characterized by metallic bands that are well
known from angle-resolved photoemission (ARPES)
measurements [19.108]. They only disperse along the
chain direction qk, and have their minima at the
zone boundary. Thus, the (equilibrium) electron density
available for plasmonic excitations is also well known.

Here we compare the collective excitations in
Si(553)-Au and Si(775)-Au, which have the same struc-
tural motif of the double gold chain. Furthermore,
the Si(553)-Au system allows the coupling between
wires to be varied, because it forms two phases. In
the high-coverage (HCW) phase at Au coverage of
0.48ML, all terraces are covered with a double strand
of Au, whereas in the low-coverage (LCW) phase, at
0.21ML, only every second terrace hosts the double
gold chain [19.45, 112]. We will also make reference
to the Si(557)-Au system with only a single gold chain.
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Fig. 19.16 Plasmon dispersion for Au quantum wires
grown on Si(553) (HCW phase) and on Si(775). Lines
are fits according to (19.9). For further details, see text.
(Adapted with permission from [19.114]. © 2002 by the
American Physical Society)

Interestingly, the step structure seems to have a sig-
nificant influence on the coupling between wires on
different terraces. While the Au wires on Si(553) and
Si(775) seem to be strongly coupled, as shown later, this
coupling was found to be weak for Au=Si(557) [19.95].
The plasmonic coupling between the wires in the or-
dered arrays, which is another aspect of dimensional
crossover, is quantitatively modeled by existing meso-
scopic theories [19.97, 98].

Contrary to the EELS spectra for Ag=Si(557) shown
above, the spectra for all Au systems close to qk D 0
are structureless, apart from a small non-dispersing fea-
ture that dies out quickly with increasing qk. Metallicity
is demonstrated by the exponentially decaying back-
ground intensity as a function of loss energy, known as
the Drude tail [19.100], in agreement with findings from
ARPES for the Si(553)-Au [19.108], scanning tunnel-
ing microscopy (STM) [19.113], and theory [19.111].
However, this result is at variance with the ARPES
data for the Si(775)-Au [19.108] for reasons still to
be explored. In the direction along the wires, clear
loss features are observed, which shift to higher loss
energies with increasing scattering angles, i.e., with in-
creasing qk. In the k? direction, however, and similar to
Ag=Si(557), no dispersing mode is seen.

The dispersion curves along the wires, derived from
the loss maxima, are shown for Si(775)-Au and for

the HCW phase of Si(553)-Au in Fig. 19.16. From the
ARPES data cited above, the ratio of electron densities
and effective masses is found to be virtually identical in
the two systems for all surface bands. Therefore (19.9),
and in spite of two existing bands, only one plas-
mon loss is expected, in agreement with our findings.
Thus, for a true 1-D system, no dependence on terrace
width, d, is expected to first order. This is obviously not
the case, since a 1=d dependence is found. Using exist-
ing theories for a nearly free electron gas confined in
quasi-1-D wires [19.40, 96, 97, 115], it was found that
a quantitative fit was possible with a modified model
of coupled wires sitting in a periodic array of square
potentials at distance d [19.97, 98]. At small qk, the dis-
persion is given by
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(19.9)

where the first term of the product contains the elec-
tronic and structural properties of a single wire, the
second the intrawire (first term under square root) and
the interwire interaction; n is the electron density per
unit length, e the elementary charge, m� the effective
mass. � is the dielectric function of Si as partially em-
bedding medium. K0 are modified Bessel functions of
zeroth order and second kind, k? is the momentum nor-
mal to the wires. If a (the effective wire width) is set
equal to a0 (a constant for normalization), (19.9) cor-
responds to the original formula given in [19.97, 98],
which, however, turns out not to describe our findings.
The ratio a0=a accounts for both differences in struc-
tural motifs and effective wire widths of a single wire,
and is the only free parameter in (19.9). In the array of
square potentials, the first term under the second square
root accounts for the self-interaction of a single wire,
whereas the second term describes the interaction be-
tween different wires at multiple distances of d.

A further test of the sensitivity of the dispersion
to the structural motif was carried out by fitting the
published data of [19.3] for Si(557)-Au to (19.9). The
Si(775) and Si(557) surfaces have almost the same
terrace widths (21.2 versus 19.8Å, respectively). How-
ever, for the best fit, the first term of (19.9) has to be
a factor of 1.6 larger for Si(557)-Au than for Si(775)-
Au. Taking the differences in n and the d-dependence
from above for the two systems, the effective width a,
as suggested in (19.9), is reduced by roughly a factor
of 2 for Si(557)-Au compared with Si(775)-Au. These
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results demonstrate that the dispersion is directly influ-
enced not only by the periodicity, given by the wire
distances d, but also by the internal 2-D distribution
of the (excited) electron density within each wire. This
result for Au=Si(557) is very much in agreement with
the findings of [19.95]. Subband excitations, as in the
Si(557)-Ag system, can be ruled out here as a possi-
ble source of the observed differences, since for these
narrow structures and the given kF , only the lowest sub-
band of a quantum well is occupied. These results show
that even in the case of purely 1-D plasmonic disper-
sion, there is a crossover to 2-D, and both the width of
a wire on the atomic scale and the internal electronic
distribution within the wire itself enter directly into the
slope of plasmonic dispersion. Additional details, e.g.,
the choice of a0, can be found in [19.45].

As it turns out, the LCW phase of Si(553)-Au can be
described by the same formalism as (19.9) [19.114]. In
fact, according to the analysis of Song et al. [19.112],
the Au-covered terraces should have the same terrace
width as in the HCW phase, whereas the empty terrace
acts as separator between the Au wires.

This same effective wire width, however, does not
reproduce the measured dispersion for the LCW phase,
if we only assume a reduced coupling betweenwires due
to their increased interwire distance from 14.8 to 32.7Å.
By actually fitting the data with a as a free parameter, we
obtain an effective wire width of 8.8Å, compared with
7.5Å for the HCWphase. This effective spreading of the
plasmon excitation on the terrace is in fact quite plausi-
ble. In the LCW phase, terraces not covered by gold are
under tension [19.112], with the consequence of atomi-
cally rough edges. This gives the plasmonmode the abil-
ity to spill out more into the uncovered neighboring ter-
race by approximately 0:5a? D 1:66Å. Assuming the

same proportionality factor between terrace width and
effective wire width as for the HCW phase [19.45],
a corrected value of 8.5Å is obtained that is very close
to the value obtained here. Therefore, this result fits the
general picture for the stepped Au-covered Si surfaces
that the electron density spills out as far as possible, lim-
ited by the structure of the step edges, and expresses
the crossover of two-dimensional properties on the one-
dimensional plasmon dispersion. The effect of spill-out
of electrons in the LCW phase compared with HCW
may also be taken as indication of softening of the con-
fining potential. A softer potential than the square would
in fact have a qualitatively similar effect at constant ef-
fective wire width.

Summing up this section, we demonstrated that the
Si(hhk)-Au systems offer the unique possibility to study
both the spreading of the chain-induced electron density
on the mini-terraces and the influence of wire coupling
in plasmonic excitations of quasi-one-dimensional ar-
rays of gold chains. As it turns out, there is an intriguing
interplay between geometric terrace width and struc-
tural motif that influences the effective wire width, as
is obvious from a comparison of, e.g., Si(775)-Au and
Si(557)-Au. Coupling between wires, on the other hand,
varies both with terrace size and with the step struc-
ture. These phenomena of course have a direct influence
on the band structure in these systems. The relation-
ship between plasmon dispersion and band structure is
the subject of future investigations. Coming back to the
Ag=Si(557) system, it is mainly the large average sep-
aration between terraces in the Si(557)-Ag system that
makes them appear as essentially isolated wires. Weak
coupling across Si(557) steps, which was found to be
much weaker for Si(557)-Au than for Si(775)-Au, acts
in the same direction.

19.3 Measured Peak Width of Plasmon Losses

So far, we have used only the information about peak
positions, and have not discussed the line widths of
the plasmon losses. These loss peaks were found to be
fairly broad and not limited by the instrumental ener-
getic resolution of the measurements. We discuss this
problem using the recent example of Au=Si(553).

From a quick look at the measured width of the
loss peaks, as shown in Fig. 19.17 for both Au phases
on Si(553), particularly in the limit of qk ! 0, it is al-
ready obvious that these widths cannot be attributed to
a lifetime, since in this limit the plasmonic excitation
energies also go to zero. Consequently, the lifetimes
have to go to infinity. Taking the measured width as life-
time would mean that the plasmonic excitation is highly

overdamped, and plasmonic excitations would not ex-
ist. This is in sharp contrast to plasmons (at 125meV)
in comparable systems, where mean free paths ex-
ceeding 200 nm were observed [19.116]. Therefore, the
FWHM at kD 0 must be the convolution of instrumen-
tal resolution in reciprocal space and in energy of the
spectrometer, possibly also with a contribution caused
by the short interaction time of the electron scattering
process. The energy resolution of the instrument, how-
ever, cannot be the main source of the measured half
widths—it accounts for only up to 10% of the measured
FWHM. Geometric imperfections, as seen by the finite
width in k for the elastic peak, is another source, since
it will cause corresponding averaging over the disper-
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Fig. 19.17
(a,b) Plasmon
peak widths for
varying qk as a mea-
sure of the change
in plasmon lifetime
for the HCW (a)
and LCW phase (b).
(c,d) Estimated
lifetimes � from
the data above after
the subtraction of
the dashed offset in
comparison with the
oscillation period
T derived from the
dispersion relations
(see text). (Adapted
by permission
from [19.114],
© IOP publishing
2016)

sion and thus energetic broadening. From systematic
studies of LEED profile analysis, it can also be safely
ruled out here as a main source of broadening. The fi-
nite k-space resolution of ˙0:01Å�1, however, can be
the main source of broadening, as seen by a compar-
ison with the slope of dispersion of the HCW phase
from Fig. 19.16. Since this slope is generally lower by
about 30% for the LCW phase than the HCW phase, the
broadening in the limit of qk ! 0 is correspondingly re-
duced, as indeed seen in Fig. 19.17. Therefore, the short
interaction time of the inelastically scattering electrons
as the possible reason for broadening seems to play
a minor role. It may, however, not be negligible in the
present case, since only near-field multipole scattering
can be effective here—dipole scattering cannot transfer
the momentum necessary for excitation—the scattering
process being closer to impact scattering [19.117].

Starting from the FWHM at qD 0 as an instrumen-
tal baseline, there is a tendency for a slight increase in

FWHM by about 30meV at qk D 0:13Å for the HCW
phase. This increase is much higher for the LCW phase
and amounts to about 120meV for the same range of
qk. Two interpretations seem possible: broadening due
to reduced lifetime with increasing energy of excitation,
or inhomogeneous broadening caused by the existence
of two plasmons.

For the HCW phase, lifetime broadening alone
seems to be a possible explanation for the observed
increase in FWHM as a function of qk, depicted
in Fig. 19.17c. Using the procedures as just de-
scribed, we approximated the increase in the peak
widths by polynomial functions of second order (solid
curves), subtracted the offset (dashed lines), and esti-
mated the lifetime with Heisenberg’s uncertainty prin-
ciple of �E�t 	 „=2, which yields the blue curve in
Fig. 19.17c. This curve still represents a lower limit,
since no broadening due to slight energetic differences
in the two plasmon modes, especially at higher qk, was
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assumed to exist. In any case, it is compatible with other
data [19.116].

For the LCW phase, on the other hand, lifetime
broadening as themain source of the increase in FWHM
can be ruled out right away. Assuming that we can sim-
ply subtract the half widths of the baseline from the
measured ones, the determined lifetime � as a function
of qk quickly falls below the time T necessary for a sin-
gle plasmon oscillation, as shown in Fig. 19.17d. Of
course, this overdamped situation is unphysical. There-
fore, it seems more realistic that a large part of the
broadening seen is due to the existence of two plasmons.

From the large line widths of the plasmonic losses
observed for both phases and their weak dependence
on qk, we conclude that the main contribution is not
due to short lifetimes, but even with the high momen-
tum resolution of the present instrument is still mainly
caused by the finite instrumental q-resolution, i.e., there
is still a need for further experimental improvement.
While the two plasmons originating from the two Au-
induced electronic surface bands cannot be resolved in
either HCW or LCW phases, their larger difference in
excitation energy in the LCW phase leads to an addi-
tional contribution to the measured half widths.

19.4 Conclusions

Considerable knowledge has been gathered over the
past 20 years on the dispersion of 2-D sheet plas-
mons. Plasmon dispersion in these systems—a few
characteristic examples have been shown above—can
be described surprisingly well by a nearly free electron
gas, even with the modifications of massless fermions in
a relativistic electron gas. The inclusion of correlation
effects beyond RPA seems to have mainly a quantitative
effect on the general slope of dispersion. At long wave-
lengths, the dependence on electron density of plasmons
in a nonrelativistic electron gas, on the other hand,
seems to follow the

p
ne dependence in all dimensions.

Only in the relativistic case is it reduced to / n1=4.
Furthermore, two main possibilities for lineariza-

tion of plasmon dispersion have been identified that
are quite important for potential signal transmission via
plasmonic coupling. The first is due to the general form
of plasmon dispersion (see 19.1), if the second term of
this equation dominates. This condition depends on kF,
and it can be easily achieved at low electron concen-
trations and large qk. In the special case of a relativistic
electron gas such as in graphene, it leads to the observed
insensitivity of plasmon dispersion with respect to the
doping level at large qk. In other words, the tunability
of plasmons in graphene by changes of the doping level
only exists at long wavelengths (terahertz to far-infrared
range). The short wavelengths can still be used, but the
strategy must be the selection of certain wavelengths,
which are then quite robust against distortion. On metal
surfaces in particular, this range is even more limited
due to the large value of the real part of the dielectric
function of metals at terahertz frequencies.

Linearization of plasmon dispersion already in the
long wavelength limit can be achieved by coupling
a 2-D electron gas to other 2-D or 3-D electron gases,
leading to the acoustic surface plasmon (ASP). This
property has been demonstrated for the Shockley sur-
face states on Be(0001) and on the (111) surfaces of

noble metals, but the concept is fairly general. For ex-
ample, it might also be applicable for stacks of 2-D
metallic sheets separated by insulating material, or for
stacks of graphene sheets, thereby combining linear dis-
persion with tunability.

In the anisotropic 2-D case, which as a limit in-
cludes the quasi-1-D wires, the situation is less clear.
While it is obvious that restriction of an electron gas
to 1-D leads to linearization of the plasmon dispersion
already to lowest order in qk, there is an explicit de-
pendence of dispersion on the form of the confining
potential. Furthermore, the crossover into the second
dimension by explicit consideration of the wire width
and the role of coupling of plasmonic excitations with
the environment is a general problem whose description
is still incomplete. Also, the role of correlations ex-
ceeding NFEG properties is still an open question. This
sensitivity to the embedding environment, on the other
hand, opens many still largely unexplored possibilities
for tuning and manipulation on both the experimental
and the theoretical side.

The present experimental setups, mainly electron
loss spectroscopy (HREELS, EELS-LEED), still enable
only limited studies of the dynamics of 2-D and 1-D
plasmons. The main limit is k-space resolution. It is ob-
vious that there is sensitivity to atomic-size defects such
as steps, which increases as a function of qk [19.86],
i.e., there is high sensitivity to the quality of long-range
order and its imperfection on the atomic scale.

The questions related to electronic effects in plas-
mon dynamics, on the other hand, are an urgent problem
that has been touched upon qualitatively at best, as our
examples show. Since the low-D plasmons are more
strongly damped than, e.g., surface plasmons due to the
conductive properties of the metallic sheets and wires,
but also of their environment, it is clear that solving
these questions will be a key issue for any application
of these plasmons.
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20. Ab Initio Theory of Interband Transitions

Conor Hogan , Maurizia Palummo , Olivia Pulci , Carlo Maria Bertoni

This chapter reviews the principles behind the
theory and computation of interband transi-
tions at surfaces. Particular emphasis is given to
state-of-the-art ab-initio methodologies, and
their application is illustrated through numer-
ous practical examples in realistic surface systems.
Following a simple introduction, we outline a gen-
eral theoretical framework of surface spectroscopy,
obtaining an expression for the surface response
function that is appropriate for computation with
ab-initio methods and for simulating various
experimental spectroscopic techniques. We then
revise the key ab-initio approaches, namely, den-
sity functional theory, Green’s function-based
many-body theory, and time-dependent den-
sity functional theory. The rest of the chapter
presents examples of calculations at different
levels of theory for various clean and modified
surfaces of current interest, illustrating in each
case the interplay between the surface geometry,
electronic band structure, and interband excita-
tions. Advanced concepts such as local field and
excitonic effects at surfaces are highlighted. The
chapter concludes with an outlook on challenges
in the field and perspectives for future develop-
ment.
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While direct access to surface electronic bands and
their dispersions in semiconductor and insulator sur-
faces is provided by standard experimental techniques
such as electron photoemission, inverse photoemis-
sion, and scanning tunneling spectroscopies, optical
spectroscopies were the first experimental tools—
since surface studies really took off about 50 years

ago—to yield insight into surface states by means
of interband transitions. Nowadays, surface optical
spectroscopies, especially when carried out in com-
bination with first-principles simulations, constitute
a truly powerful method for characterizing the geomet-
rical and electronic properties of surfaces and inter-
faces [20.1].
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20.1 General Theoretical Framework

According to standard band theory, interband transi-
tions occur when an external perturbation—typically
an incoming electromagnetic wave—excites an electron
from an occupied electronic state into an unoccupied
state by absorption of a photon. At a surface, the states
taking part in these transitions can be of different char-
acter, such as: true surface states, i.e., those that lie
within the bulk electronic gap and are usually localized
within the topmost surface layers; surface resonances,
which have energies overlapping with the (projected)
bulk band structure and are more delocalized than true
surface states; and bulk states that terminate at the sur-
face and are modified by the change in potential. (See
Chap. 16 for a thorough discussion of electronic states
at surfaces.)

Figure 20.1 illustrates the connection between the
surface band structure and the optical absorption spec-
trum for a few such possible interband transitions. The
transitions indicated in a plot where the electronic bands
are a function of the k wavevector in the surface Bril-
louin zone are almost vertical when the frequency of
the light is in the optical range (from IR to UV) and
there is no coupling with vibrational excitations. In this
simplest picture of direct transitions of noninteracting
particles, the absorption probability is

Absorption/
X

i;j

jhijDjjij2ı.Ej�Ei �„!/ : (20.1)

The sum spans occupied and unoccupied states i and
j, D is the dipole operator related to the perturbation,
and the delta ensures that a peak will occur when the

Absorption

Energy

Energy
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Fig. 20.1a,b Rela-
tionship between
(a) the surface
electronic band
structure and (b) op-
tical absorption
due to typical in-
terband transitions.
Illustrated are tran-
sitions between true
surface states a,
projected bulk
states b, and sur-
face resonances c,
respectively. SBZ
denotes the surface
Brillouin zone

incoming photon energy „! resonates with the en-
ergy difference Ej �Ei. If the matrix elements hijDjji
are assumed to be constant, it is clear that the optical
spectrum is proportional to the joint density of states.
Equation (20.1) is, of course, general to all systems.
In the case of surfaces, however, the optical absorption
can show peaks or shoulders arising from transitions
between (Fig. 20.1) (a) true surface states, (b) bulk
states, (c) surface resonances, or, indeed, combinations
of these, with the peak intensity being determined by
the appropriate matrix element. As surface states can
lie inside the bulk gap, it is clear that the onset of opti-
cal transitions can occur at a lower energy than for the
bulk material.

One major problem with using optical probes to
study surfaces, however, is sensitivity. Indeed, the pen-
etration depth of light is quite large—about 10 nm for
photon energies between 2 and 4 eV in GaAs. Hence,
whereas electron spectroscopies are naturally surface
sensitive, optical methods are much more sensitive
to the bulk. In order to circumvent this issue, tech-
niques have been developed that allow information
about the surface optical response to be extracted. Two
such techniques are reflectance anisotropy spectroscopy
(RAS), developed independently by Aspnes [20.2] and
Berkovits et al. [20.3] in 1985, and surface differen-
tial reflectance spectroscopy (SDRS), used by Chiarotti
et al. [20.4] for the first time in 1968 to study the
Ge(111) surface—the first evidence of optical transi-
tions involving surface states.

In RAS experiments, the difference in reflectivity
for light polarized along two perpendicular directions
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Fig. 20.2a–c Surface-sensitive optical and electronic spectroscopies. (a) Reflectance anisotropy spectroscopy (RAS).
(b) Surface differential reflectance spectroscopy (SDRS). (c) Reflection/high-resolution electron energy-loss spec-
troscopy (REELS/HREELS). The surface response is represented by an anisotropic dielectric function (a,b) or an
isotropic, three-layer model (c)

in the surface plane (x and y, usually parallel and per-
pendicular to the principal surface axes (Fig. 20.2a)) is
measured. If the volume (bulk) is optically isotropic
(e.g., in cubic materials), any observed signal must
be due to the surface. As we will show later, such
anisotropic signals are due to interband transitions in-
volving states localized at, or modified by, the surface
geometry. In the standard setup, RAS probes interband
transitions in the 1:5�5:0 eV range, although this can be
extended to the mid-IR and UV, and is thus sensitive to
the full range of surface-derived transitions in semicon-
ductors and insulators. For a recent review see [20.5, 6].

SDRS instead is based on measuring the change
in reflectance due to chemical modification or delib-
erate contamination of the surface layer, typically via
chemisorption of oxygen or hydrogen (Fig. 20.2b).
Adsorption passivates (removes) the surface electronic
states, thus modifying the optical response from the sur-
face. Instead, the bulk response is unchanged and can
thus be eliminated by measuring the reflectance change.
SDRS is sensitive to all surface interband transitions,
not only the anisotropic ones. It can easily measure
transitions at low energies (� 0:5 eV). See [20.7] for
a classic review and [20.8] for a modern application.

First-principles computation of interband transi-
tions probed by these two spectroscopies are the main
focus of this chapter. On the theoretical side (for some
reviews, see [20.9–12]), simulation of RAS and SDRS
has progressed beyond early dipole models and tight
binding calculations and is nowadays capable of truly
predictive analysis of experimental spectra based on
first-principles atomistic simulations. Although other
optical techniques exist that also probe interband tran-
sitions such as spectroscopic ellipsometry (SE) and

nonlinear techniques such as surface second harmonic
generation (SSHG) [20.1], we do not discuss them here,
as they have been less studied at the ab-initio level
(although progress is being made [20.13]). Interband
transitions can also be probed by electron spectro-
scopies; the electric field associated with an electron
beam impinging on a surface can induce interband ex-
citations in a region well localized at the surface, with
the resulting energy-loss function linked to the same
response functions involved in the optical processes.
In particular, reflection/high-resolution electron energy-
loss spectroscopy (REELS/HREELS, Fig. 20.2c) can
yield information that is complementary to that ob-
tained with RAS or SDRS, and will also be considered
here.

The chapter is organized as follows. Section 20.2
will introduce the theoretical framework for describ-
ing the response of a surface to photonic and electronic
probes, respectively. The semi-infinite crystal surface it-
self will be modeled using a slab approximation, which
allows the structure of the outer surface planes to differ
from the geometry of the bulk planes. The microscopic
slab polarizability ˛s, together with the dielectric func-
tion of the underlying bulk material "b, will then be
connected to the macroscopic (observable) RAS and
SDRS signals in Sect. 20.2.1, and to the HREELS sig-
nal in Sect. 20.2.5.

Section 20.3 will discuss state-of-the-art ab-initio
theoretical methods that allow the main microscopic in-
gredients, ˛s and "b, to be calculated using quantum
mechanical simulations. The basic framework for all
atomistic simulations will be density functional theory
(DFT), which is frequently used to compute the inter-
band optical response in an independent particle (IP)
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approximation. The effects of electron–electron inter-
action in the study of pair and collective excitations
are addressed through many-body Green’s function
techniques and adequately approximated descriptions
beyond the one-particle scheme. This is summarized in
terms of single-particle excitations in Sect. 20.3.2 and
two-particle excitations in Sect. 20.3.3. These meth-
ods constitute the state-of-the-art approach to calculate
in an ab-initio framework the electronic and optical
properties of materials beyond the mean-field DFT but
including the so-called many-body effects (such as self-
energy, local-field, and excitonic effects), allowing to
improve the comparison with the experimental data and
the predictive value of the simulations [20.11]. Sec-
tion 20.3.4 shines a brief spotlight on an alternative way
to include these effects by extending the capabilities of
the DFT average-field approach to the description of
excited states in the presence of a time-dependent per-
turbation: the time-dependent density functional theory
(TDDFT).

Sections 20.4 and 20.5 will present examples of
RAS, SDRS, and HREELS calculations performed
mostly at the independent-particle level and applied to
a range of clean and modified surfaces, respectively. In
each case, we will show how atomistic simulations al-
low the surface spectra measured to be interpreted in
terms of specific interband transitions linked to the sur-
face geometry and the related electronic states. We will
consider only semiconductor surfaces. Here, large rear-
rangements of the bonding geometry in the outermost

layers occur, which allow the surfaces to stabilize ener-
getically. In particular, the formation of dimers and their
involvement in the interband transitions will be consid-
ered in Sects. 20.4.1 and 20.4.2. The influence of steps
and defects, i.e., typical features of real surfaces, are
briefly discussed in Sects. 20.4.3 and 20.4.4. Changes
in the optical properties due to adsorption of atoms and
molecules, and adlayer formation, will be discussed in
Sect. 20.5. Although metal surfaces also show distinct
interband peaks in their optical spectra, the major fea-
tures are due to bulk dispersive effects, plasmons, and
intraband transitions, which lie outside the scope of
this chapter (see, instead, Chaps. 17 and 18). Nonethe-
less, theoretical studies of RAS/SDRS can be found
for systems based on metal surfaces and ordered adsor-
bates such as Ag(111):Si [20.14], Ag(110) [20.15, 16],
Cu(110) [20.16, 17], and Cu(110):CO [20.18].

Section 20.6 will discuss cases where it is strictly
necessary to include correlation, excitonic, and local
field effects well beyond a simple description in terms
of a joint local density of states picture. Calculations
of RAS and SDRS based on many-body Green’s func-
tions (Sect. 20.6.1) and TDDFT (Sect. 20.6.2) will show
how the simple picture of electronic interband transi-
tions begins to break down, especially where strongly
bound excitons are present as on the C(100) surface
(Sect. 20.6.3).

Finally, in Sect. 20.7 we will provide a glimpse of
present and future challenges in the field and present
some cases that are still open.

20.2 Theory of Surface Spectroscopy

In this section we establish the general phenomenolog-
ical description of RAS, SDRS, and HREELS in terms
of the surface and bulk dielectric functions. The recipe
for the actual microscopic computation procedure that
provides the link with surface interband transitions will
be given in Sect. 20.3. We will not attempt to give an
exhaustive account of the theory: for this, we refer the
reader to the classic overview by Del Sole [20.19].

20.2.1 Surface Response Function

The reflected light from a surface carries information
both on the surface and on the bulk, as the light wave-
length in the infrared (IR), visible and near-UV regions
is much larger than the surface reconstruction charac-
teristic length usually involving only few atomic layers.
Thus, the atomic reconstruction and electronic proper-
ties of surfaces by light reflectance can be investigated,

depending on the ability to identify and to separate sur-
face and bulk contributions. To this aim the surface
sensitivity is achieved by measuring differences be-
tween signals, to enhance the surface contribution with
respect to the bulk.

Classical electrodynamics provides the description
of reflection and refraction laws at the abrupt interface
between vacuum and a continuous dispersive medium
of dielectric function �.!/, through the matching of the
parallel component of the electric field E and of the per-
pendicular component of the electric displacement field
D. Neglecting spatial dispersion, D.!/D �.!/E.!/.
The Fresnel equations give the reflectivities when the
electric field vector is parallel to the plane of incidence
(p-polarization),

Rp D �.!/qz� q0z
�.!/qzC q0z

(20.2)
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and perpendicular (s-polarization)

Rs D qz� q0z
qzC q0z

; (20.3)

where qz and q0z are the components perpendicular to
the surface of the light wavevector in vacuum and in the
bulk, respectively.

A fully microscopic model must take into account
the local dependence of D.r; !/, and E.r; !/,

D˛.r; !/D
X

ˇ

Z
d3r0�˛ˇ.r; r0I!/Eˇ.r0; !/ : (20.4)

where ˛ and ˇ label the cartesian coordinates and
�˛ˇ.r; r0I!/ is the microscopic dielectric matrix of the
whole vacuum–surface system and interface. In the case
of homogeneous systems, �˛ˇ.r; r0I!/� �˛ˇ.jr�r0jI!/
and (20.4) simplifies if the wavelength of the electric
field Eˇ.r0; !/ is large in the region where the mi-
croscopic dielectric function is nonvanishing, because
jr0 � rj is of the order of some Å. Then the relation be-
comes local

D˛.r; !/D
X

ˇ

�˛ˇ.!/Eˇ.r; !/ (20.5)

and the dielectric tensor components

�˛ˇ.!/D
Z

d3r0�˛ˇ.jr� r0jI!/ (20.6)

do not depend on position r because of the overall trans-
lational invariance of the crystal at long wavelengths.
However, in real crystals, the atomic structure intro-
duces a spatial inhomogeneity in the electron density
at a microscopic level. This means that an external
spatially constant perturbing field can induce fluctua-
tions on the scale of the interatomic distances in the
material, giving rise to additional internal microscopic
fields. These are known as local field effects, that we
can neglect only at a first approximation. It has been
shown that local-field effects are important in some
cases [20.20, 21]. In crystals with cubic symmetry, the
dielectric tensor is diagonal and can be written as
�˛ˇ.!/D �.!/ı˛ˇ, where the isotropic dielectric func-
tion �.!/ appears.

Even neglecting the local-field effects, the dielectric
function at the crystal–vacuum interface is intrinsi-
cally nonlocal and inhomogeneous. The dependence of
the dielectric response on the coordinate perpendicular
to the surface plane (z) should be considered. In the
case of a system composed by vacuum for z< 0 and
a semi-infinite solid for z	 0, (20.4) can be written

for fields with a plane-wave dependence on coordi-
nates and a phase of the form expŒi.qxxCqzz�!t/� (the
wavevector lies in the incidence plane xz). The resulting
expression is given by

D˛.qx; zI!/D
X

ˇ

Z
dz0�˛ˇ.qx; z; z0I!/

�Eˇ.qx; z0I!/ ; (20.7)

which is valid in the long-wavelength limit qx! 0.
In this case, the qx-dependence can be omitted, and
�˛ˇ.z; z0I!/ in this limit is a macroscopic nonlocal
dielectric tensor (with the dimension of the inverse
of a length) that describes the dielectric response of
a medium nonuniform in the z-direction and, in prin-
ciple, includes all nonlocal corrections in the normal
plane in the long-wavelength limit.

The first attempt to solve Maxwell’s equations for
a realistic macroscopic model of a surface was done
by McIntyre and Aspnes [20.22], where a surface layer
of thickness d of a few Å, with a dielectric constant
�s, was put in between the vacuum and a bulk region,
with �v D 1 and �b.!/, respectively, and neglecting the
surface anisotropy and nonlocality. The inhomogeneity
was approximated by an abrupt step in both boundaries.
The corrections to the Fresnel expressions at first order
in .!=c/d, for�Rs.!/=Rs.!/ and�Rp.!/=Rp.!/were
found. They reduce to a simple expression that is the
same for both cases when the incident angle is 	 D 0ı
(normal incidence)

�Rs;p.!/

Rs;p.!/
D 4!d

c
Im

�s.!/� �b.!/
�b.!/� 1

�
: (20.8)

The general formulae at 	 ¤ 0 are not reported here, but
this three-layer model was widely used at that time to
interpret spectra and appeared to fail for high 	 values,
especially at grazing incidence.

In 1979, Bagchi et al. [20.23] developed a perturba-
tion procedure to consider the variations in the vicinity
of the surface. In their model, the bulk was assumed
to be local, while the surface response was anisotropic
with respect to the zz-component of the dielectric ten-
sor. Employing a jelliummodel for the half-space z> 0,
the field components are not continuous at the interface
except for Ex, Ey and Dz, which are continuous func-
tions and can be perturbatively calculated. The Fresnel
formulae for the reflectivity for both s- and p-polarized
light were given for the thickness of the surface d�
�.

Later on, Del Sole [20.24] found two general ex-
pressions of the corrections to Fresnel formulae for
large anisotropies allowing in-plane anisotropy. They
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can describe real crystals. In the case of s-polarized
light, Del Sole obtained

�Rs.!/

Rs.!/
D 4!

c
cos 	 Im


*yy.!/

�b.!/� 1

�
; (20.9)

while for p-polarization

�Rp.!/

Rp.!/
D 4!

c
cos 	

� Im
(

�b.!/� sin2 	

�

Œ�b.!/� 1�

*xx.!/C �2b.!/ sin2 	*zz.!/

�b.!/ cos2 	 � sin2 	

�
)
I

(20.10)

*ij.!/ (where i and j can be the Cartesian indices x; y),
and *zz.!/ are averaged response functions that ac-
count for nonlocal surface contributions and are given
by [20.24]

*ij.!/D
Z

dz
Z

dz0


�ij.z; z

0I!/� ıijı.z� z0/�0.zI!/
�

�
Z

dz
Z

dz0
Z

dz00
Z

dz000�iz.z; z0I!/
� ��1zz .z

0; z00I!/�zi.z00; z000I!/
(20.11)

and

*zz.!/D
Z

dz
Z

dz0


��1zz .z; z

0I!/
�ı.z� z0/��10 .zI!/

�
; (20.12)

where

�0.zI!/D 	.z/�b.!/C 	.�z/ (20.13)

is the abrupt interface dielectric function of the bulk
plus the vacuum. The inverse kernel ��1zz .z; z

0I!/ is de-
fined by

Z
dz00�zz.z; z00I!/��1zz .z

00; z0I!/D ı.z�z0/ : (20.14)

All these surface response functions *˛ˇ.!/ have
the dimensions of length as they are multiple inte-
grals of the dielectric tensor �˛ˇ.z; z00I!/. We remark
that only longitudinal (diagonal) components appear in
(20.9) and (20.10), as the quantities*xy and*yx will be
present only in the second-order mixing terms of s and
p light.

In principle, (20.11) and (20.12) can include all
many-body and local-field effects [20.25].

20.2.2 Connection with Experiment

As mentioned in the introduction, the surface response
functions can be probed experimentally by a vari-
ety of experimental techniques. Surface differential
reflectance spectroscopy (SDRS), also abbreviated to
SDR and DRS, is based on measuring the change in
reflectance after a chemical modification of the sur-
face (typically the deposition of a layer of oxygen or
hydrogen) quenches the specific features coming from
surface bands and the clean surface reconstructions:
SDRSD .Roxidized�Rclean/=Rclean. In terms of the mod-
ified Fresnel reflectivities, this is written as

�R�.!/

R�.!/
D
�
�R�.!/

R�.!/

�

clean

�
�
�R�.!/

R�.!/

�

modified

:

(20.15)

Here, � denotes s or p light polarization. By taking the
reflectance difference, the unmodified bulk contribution
cancels out, and any observed signal should be related
to the surface modification. The percentage difference
of the spectra is related to the surface structure of the
clean surface and to the surface electronic state sensi-
tivity upon adsorption.

Reflectance anisotropy spectroscopy (RAS), also
known as reflectance difference spectroscopy (RDS),
measures the difference in reflectance by a change of
the linear polarization of light between two principal
axes (x and y) along the surface. For cubic crystals, the
bulk optical response is isotropic, and any observed re-
flectance anisotropy should be related to the break of
symmetry of the surface region or from nonlinear ef-
fects. The latter are usually small, although measurable,
and can be neglected in a typical RAS measurement.
For crystals with uniaxial symmetry, like wurtzite, RAS
can be applied when the surface normal is parallel to the
c-axis. The RAS technique has some advantages over
SDRS, since it does not need a reference system where
the structural surface features are assumed to be can-
celed in a uniform and isotropical way. It has been used
to follow in situ the epitaxial growth to verify the layer
by layer deposition [20.26–28]. Interpretation of the
RAS signal is also simpler, since only the knowledge
of the atomic structure of the clean surface is necessary.
RAS experimental setups measure the polarization state
of the reflected light,

�Qr
Qr D

Qrx � Qry
.QrxC Qry/=2 ; (20.16)

where Qr˛ D Œ�R˛.!/=R˛.!/�clean, for light polarized
along the ˛ axis. The RAS signal is commonly given
in terms of the reflectance �R=R or of the complex
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Fresnel reflectivities �Qr=Qr. The latter is usually used
for setups where both real and imaginary parts can be
measured. The two quantities are related, and for small
amplitudes the relation is �R=RD 2Re�Qr=Qr.

The previous description is based on a general di-
electric model that accounts for all possible effects
of nonlocal field corrections and anisotropy through
the explicit dependence of the function *˛ˇ.!/ on
�˛ˇ.z; z0; !/ and its inverse. From an explicit form of
these ingredients we could calculate directly, for in-
stance, the difference between (20.9) and (20.10). Con-
versely, we could fit the functions *˛ˇ.!/ from the ex-
perimental RAS and SDRS signals themselves [20.29,
30]. For instance, in the case of normal incidence, we
can write the RAS signal as

�R

R
D 4!

c
Im


*yy.!/�*xx.!/

�b.!/� 1
�
: (20.17)

Since *yy.!/�*xx.!/ can be written as a length d
multiplied by the difference of two effective com-
plex dielectric susceptibilities at surfaces, ��s;eff.!/D
��0s;eff.!/C i��00s;eff.!/, and �b.!/ is also complex, we
can write

�R

R
D 4!d

c



A.!/��00s;eff.!/�B.!/��0s;eff.!/

�
;

(20.18)

where

A.!/D �0b � 1
.1� �0b/2C .�00b /2

;

B.!/D �00b
.1� �0b/2C .�00b /2

(20.19)

are functions that depend only on the bulk substrate.
Thus, the surface and the bulk contribution can be iden-
tified in particular conditions [20.29].

20.2.3 Slab Approximation

If we possess a microscopic quantum description of the
electronic structure of the semi-infinite crystal, we can
obtain, in principle, its response functions and make
a comparison with the experimental results. However,
identification of the proper ingredients at the level of
the phenomenological description developed above (at
an appropriate level of approximation) is a heavy task
to perform. The electronic properties of a semi-infinite
crystal, occupying a half-space z> 0, are difficult to
treat in practice [20.31], and it is simpler to describe
the surface and bulk with a stack of a finite but suffi-
cient number of atomic planes embedded in a vacuum

region. The slab of atomic planes has a surface period-
icity that is determined by the surface reconstruction,
if present. A vacuum region with a thickness compara-
ble to that of the atomic slab is added. This structure
can be periodically repeated to obtain a 3-D (three-
dimensional) periodic structure thereby accessible to
the software tools designed for 3-D crystal band struc-
tures (even if large unit cells are necessary). The unit
cell (supercell) has the 2-D (two-dimensional) surface
cell of the surface with area A as its basis and a height L
equal to the slab thickness plus the width of the vac-
uum region. Many phenomena in surfaces are relatively
short range in nature, so that the surface region ds
where the system differs with respect to the bulk is re-
stricted to a few atomic planes and is, indeed, much less
than L. The number of atomic layers that are used in
a slab calculation can vary from 10 to 30, depending
on the surface, its reconstruction, and the phenomena
to be described. Nonetheless, any calculation has to
be tested for convergence with respect to the number
of atomic planes and the total thickness of the unit
cell.

The quantities*yy and*xx that appear in (20.9) and
(20.10) are the only ingredients required at 	 D 0, and
they can be interpreted in terms of the polarizability
that can be obtained from a slab calculation. To do this,
we consider the first term in (20.11), as in most cases,
the second term with four integrations does not give
relevant contributions. For an interface between semi-
infinite vacuum and bulk, we have

*ij.!/D
1Z

�1
dz

1Z

�1
dz0Œ�ij.z; z0I!/

� ıijı.z� z0/�0.zI!/� : (20.20)

We can put iD jD .x; y/ and observe that the upper
limit in the first integration can be limited to a value
d, with d > 0 and also d > ds

*ii.!/D
dZ

�1
dz

1Z

�1
dz0Œ�ii.z; z0I!/� ı.z� z0/�

� Œ�b.!/� 1�d : (20.21)

Figure 20.3 describes the matching of the semi-
infinite model with the microscopic slab calculation. If
d is sufficiently larger than the thickness of the surface
region ds, where some difference between the electronic
structures of the semi-infinite crystal and the bulk are
present, the difference does not depend on the value of
d, and it converges rapidly to a fixed value. We notice,
however, that the second term has some uncertainty in
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εij(z,z',ω) εij(z,z',ω)εbε = 1 ε = 1

L

–dv

A

2d + 2dvz = 0

z

d 2d

Fig. 20.3 Schematic of the bulk–surface–vacuum interfaces and the corresponding atomic slab. In the upper part of the
figure, a slab of 16 atomic planes presenting surface reconstruction at the two sides is shown with atomic positions and
sketches of the surface states of dangling bond type. The slab is confined by vacuum regions, and the whole is inside
a repeated cell of thickness L, to recover 3-D periodicity. The electron charge density obtained from the valence states,
laterally integrated, as a function of z, is also shown, and we can see the partial spilling of charge into the vacuum at the
two surfaces. In the lower part of the figure, the ingredients of the phenomenological model are shown. The boundaries
between the regions where the surface response functions match the bulk ones are mobile, as indicated by the arrows

the phenomenological model because the semi-infinite
bulk has a cut plane located at some arbitrary zD 0, not
well defined with respect to the last atomic positions at
the surface (Fig. 20.3).

Using a repeated slab calculation, we can identify
the lower integration limit (�1) with zD�dv, themid-
point of the vacuum region; zD 0 is the coordinate of
the ideal surface plane in the abrupt interface plane
(rather arbitrary); and zD d is the middle of the slab.
Thus, the supercell has LD 2dC 2dv, and we can eval-
uate (20.21) as

*hs
ii .!/D 4 ˛hsii .!/� .�b� 1/d ; (20.22)

where iD x; y and ˛hsii is the half-slab polarizability

4 ˛hsii .!/D
dZ

�dv

dz

2dCdvZ

�dv

dz0Œ�ii.z; z0I!/� ı.z� z0/� :

(20.23)

The half-slab polarizability can be directly calculated
in an independent-particle scheme or including the
electron–electron interaction from a many-body pertur-
bative approach. For nonsymmetric slabs (where front
and back surfaces are not equivalent), the half-slab
polarizability for one surface can be extracted using
a real-space cut function [20.32].

20.2.4 Independent Particle Response

In order to express ˛hsii .!/ in terms of independent par-
ticle or quasiparticle energies and wavefunctions, we
have to use the RPA (random-phase approximation)
without the local-field effects (Sect. 20.3.1) form of the
imaginary part of the slab polarizability that is related
by time-dependent perturbation theory to the transition
probability induced by the radiation between the slab
eigenstates [20.33]

Im
˚
4 ˛hsii .!/

�D 4 2e2

m2!2A

X

k

X

v;c

jpivc;kj2

� ı.Ec.k/�Ev.k/�„!/ : (20.24)

Here, pivc;k is the matrix element of the i-th Cartesian
component of the momentum between valence and con-
duction states at a given k; the sum over k is over
the 2-D surface Brillouin zone; and Ec.k/ and Ev.k/
are the energies of the single/quasiparticle states in-
volved in the transition between valence and conduction
bands. A factor of 2 due to the spin degeneracy of the
bands is compensated by the division by 2 of the half-
slab evaluation of these diagonal (xx) and (yy) terms.
The imaginary part can be used to obtain ReŒ4 ˛hsii .!/�
through the Kramers–Kronig relations. To be consis-
tent, the quantity �b.!/ that appears in (20.22) and in
(20.9) and (20.10) should be calculated at the same lev-
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els of approximation from the long-wavelength limit of
the RPA bulk dielectric function, computing the imagi-
nary part and then deriving the real part. These are thus
truly microscopic versions of the response functions,
without including local-field effects.

In summary, therefore, the functions 4 ˛hsii .!/ for
the half-slab are thus evaluated at a first-level approx-
imation in the RPA-independent particle (IP) scheme,
using a Kohn–Sham picture (as particles seeing the
same effective field), or in an independent quasiparticle
(IQP) picture (as quasiparticles moving in a nonlo-
cal and state-dependent potential). Having obtained
4 ˛hsii .!/, one can then use (20.22) and finally use the
appropriate explicit expressions of relative reflectances.

Note that the use in (20.24) of self-consistent energy
eigenvalues and eigenvalues coming from the Kohn–
Sham equations of DFT or from a self-energy equation,
coupled with the RPA approximation for the polar-
izability, is a particular choice. In practical studies,
surface dielectric properties are often computed in this
way. The framework can be extended to include local-
field corrections and other many-body corrections with
respect to the self-energy, as we will show in Sect. 20.3;
however, this comes with a high computational cost.
Nevertheless, the IP approach can very often offer a rea-
sonably good interpretation of the experimental data in
terms of surface interband transitions, as Sects. 20.4
and 20.5 will show.

20.2.5 Electron Energy-Loss Spectroscopy

Electron energy-loss spectroscopy (EELS) is a power-
ful and versatile technique for characterizing materials
across a wide range of excitations. When used in
a reflection geometry, with incident electrons in the
1�10 eV range, the technique is known as reflection
or high-resolution electron energy-loss spectroscopy
(REELS/HREELS) and is sensitive to surface excita-
tions, including interband transitions [20.34]. In fact,
HREELS can be used to probe the surface anisotropic
response in the visible–UV range in a manner comple-
mentary to RAS but with a much higher sensitivity (by
two orders of magnitude) [20.35, 36].

According to standard dipole scattering theory, the
electron scattering probability is given by the product
of a kinematic term and the surface loss term [20.37],

P.qk; !/D 2
� me

„2 
	2 1

cos'i

k0

k

qk
jq2k C q2?j2

� Im g.qk; !/ ; (20.25)

where k and k0 are the wavevectors of the incident and
scattered electrons, such that qk D kk � k0k and q? D
k? � k0? are the transferred momenta parallel and per-
pendicular to the surface. The energy transfer is „! D
„2Œk2 � k02�=2m. The surface loss function itself can be
expressed in terms of an effective dielectric function
�eff.qk; !/, which takes into account all surface and bulk
excitations

Imfg.!/g D Im

 �2
1C �eff.qk; !/

�
: (20.26)

Within a simple picture of a semi-infinite bulk crystal,
this expression, inverted, reduces to a simple average
of the bulk .�eff D �b/ and vacuum .�v D 1/ response
function.

Assuming the more realistic picture of an aniso-
tropic surface layer of the dielectric tensor �s D
diag.�sx; �sy; �sz/, lying atop an anisotropic (cubic) bulk
(three-layer model), the effective dielectric function can
be written as [20.38, 39]

�eff.qk; !/D �s �sC �bC .�b� �s/e
�2qkd
p
�sx=�sz

�sC �b � .�b � �s/e�2qkd
p
�sx=�sz

;

(20.27)

where �s Dp�sx�sz is the geometric mean and �b the
dielectric function of the bulk. The appropriate ex-
pressions for an anisotropic bulk response (e.g., for
II-VI wurtzite surfaces) have been derived by Esquivel-
Sirvent and Noguez [20.40].

The connection to the surface interband transitions
can be more clearly seen by considering the well-known
limit of (20.27) when qkd� 1[20.37, 38]

�eff.qk; !/' �bC qkd
�
�sx � �

2
b

�sz

�
: (20.28)

Clearly for qk ! 0 or d! 0, �eff.qk; !/ tends to �b;
for very large qk, �eff.qk; !/ can be shown to tend to
�s. Thus, the HREELS signal contains terms ultimately
proportional to Imf�sxg and/or Imf�bg, which can be re-
solved experimentally under the appropriate kinematic
conditions or computed using a three-layer model.

In practical calculations, the optical dielectric func-
tions (q! 0) are often used where the experimental
momentum transfer is small [20.39]. A theoretical
scheme for computing HREELS spectra beyond the
three-layer model, including nonlocality and full q-
dependence, is given in [20.41].
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20.3 Ab-initio Approach

The theoretical framework developed in the previous
section is quite general and can be applied to phe-
nomenological or (semi-)empirical descriptions of the
surface dielectric response. In this section, we fo-
cus on state-of-the-art ab-initio approaches that allow
parameter-free and quantitatively correct calculations
of surface interband excitations. Although the sim-
ple band picture of interband transitions depicted in
Fig. 20.1 offers a clear and intuitive explanation of the
connection between surface electronic states and optical
or energy-loss spectra, the reality is more complicated.
Electrons and holes are, after all, interacting particles
and feel the effects of long and short-range screening
by themselves and by other particles in the system.

In the following, we will outline the three-step pro-
cedure that will allow us to compute, in an ab-initio
framework, the electronic and optical properties of ma-
terials beyond mean-field density functional theory and
including so-called many-body effects (such as self-
energy and excitonic effects). This will allow us to
improve the comparison with the experimental data and
add truly predictive value to the simulations [20.11].
The steps are:

1. Density functional theory calculation of surface ge-
ometry and electronic structure

2. Many-body perturbation theory (Green’s function
method) to obtain quasiparticle energy bands via the
GW approximation

3. Solution of the Bethe–Salpeter equation to describe
particle–hole interactions.

This theoretical scheme is quite general and nowadays
is applied to systems of different chemical character and
dimensionality, from bulk to surfaces, nanostructures,
molecules, and organic or hybrid compounds. Fig-
ure 20.4 summarizes the various levels of approxima-
tion for computing interband excitations that will be
considered.

In Sect. 20.6, we will show how the application of
the full three-step procedure to several simple semicon-
ducting and insulating surfaces has been of fundamental
importance for understanding the exact nature of the
optical interband features measured in the experiments.
In discussing the calculation of the dielectric proper-
ties of a material we will remain quite general, speaking
in terms of the macroscopic dielectric function �M.!/.
For the case of surfaces, which are the main topic
here, the half-slab polarizability 4 ˛hsii introduced in
Sect. 20.2.1 can be obtained by multiplying the macro-
scopic dielectric function by half the cell thickness.
This section will end with an alternative method to

the three-step procedure that has become popular in
recent years: the time-dependent density functional the-
ory (TDDFT) [20.42].

20.3.1 Density Functional Theory

Density functional theory (DFT) [20.43] in the Kohn–
Sham (KS) formalism [20.44] is a very powerful
computational approach to predict a wide range of
chemical and physical properties of materials of dif-
ferent dimensionality, including surfaces. In their 1964
work [20.43], Hohenberg and Kohn demonstrated that
the ground-state energy of a system of N interacting
electrons in an external potential Vext.r/ is a functional
of the electronic density which is minimized at the true
ground state density of the system. In a following paper
in 1965 [20.44], Kohn and Sham reformulated the vari-
ational problem of the functional energy minimization
in terms of the solution of a set of one-particle self-
consistent equations (Kohn–Sham equations)

�
�1
2
r2CVKS

eff .r/
�
�i.r/D �i�i.r/ ; (20.29)

where the electron density of the interacting system is
reproduced by the sum of the densities of N indepen-
dent particles described by the Kohn–Sham wavefunc-
tions n.r/DPN

i j�i.r/j2, and the effective potential is
the sum of the external potential, the Hartree potential,

E vc
KS

E vc
GW

Eb

Eexc

cc
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v v v
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a) b) c)

Fig. 20.4a–c Ab-initio approaches for computing inter-
band excitations, in order of increasing difficulty. (a) In-
dependent particle approximation (IP) using DFT (Kohn–
Sham) energies and wavefunctions. (b) Independent quasi-
particle approximation (IQP) using GW energies and
wavefunctions, which typically opens the DFT band gap
and yields higher excitation energies. (c) Interacting quasi-
particle approximation within the Bethe–Salpeter equation
(BSE) approach, allowing formation of bound excitons be-
low the GW gap. Equivalent physical results can also be
obtained with TDDFT
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and the exchange-correlation (xc) potential: VKS
eff .r/D

Vext.r/C VH.r/CVxc.r/. Here, Vxc is explicitly defined
as the functional derivative with respect to the den-
sity of the exchange-correlation energy ExcŒn� that is
a universal functional of the density and contains, in
principle, all the many-body effects, but it is actually
the unknown part since the theory does not provide an
explicit analytical form of it. Hence, the approximations
made to calculate this contribution are of crucial im-
portance for the success of the approach. Most DFT
calculations of periodic materials adopt local [20.44]
or semilocal [20.45] forms for the exchange-correlation
energy.

From the solution of the KS equations it is possible
to obtain the ground-state electronic total energy as

Etot D
NX

i

�i� 1

2

Z
dr0dr

n.r/n.r0/
jr� r0j CExcŒn�

�
Z

drVxc.r/n.r/ : (20.30)

In the Born–Oppenheimer approximation, the ionic
contribution can be added to the electronic total en-
ergy and, by means of the use of the Hellman–Feynman
theorem, the electronic forces on the ions can be cal-
culated. Within such a scheme (and thanks to efficient
algorithms) DFT simulations are nowadays used to
search for the equilibrium geometry of complex sys-
tems such as relaxed or reconstructed surfaces, clean
and covered with adsorbates. The outcome of these cal-
culations gives both the equilibrium geometry of the
surface, as well as the band structure of the Kohn–Sham
equations that can be considered as a first effective pic-
ture of the electron bands.

Within this approach, the Kohn–Sham eigenvalues
are introduced as Lagrange multipliers, hence, their in-
terpretation as excitation energies of the real system has
no theoretical foundation. In fact, their interpretation
as electron addition or removal energies leads to the
well-known band gap problem of DFT: the electronic
band gaps predicted by the theory are typically 30�50%
(sometimes even more) smaller than the experimental
ones. Nonetheless, KS eigenvalues and wavefunctions
are often used as a first approximation in optical prop-
erties calculations and used directly in the simple inter-
band picture depicted in Fig. 20.4a and represented by
(20.24). As a result, computed spectra are generally red-
shifted with respect to the experiment. For systems with
a gap, this can be corrected using a so-called scissors
shift 
 that opens the gap, as long as an appropri-
ate renormalization recipe is used [20.46]. The value
of the shift can be estimated from GW calculations or
used ad hoc. Due to fortuitous cancelations when differ-

ences are computed, this approximation (DFT-IP plus
scissors) often works well for calculations of RAS and
SDRS.

20.3.2 Green’s Function Theory—GW

An appropriate theoretical framework for treating elec-
tronic excitations is the many-body perturbation theory
based on a Green’s function formalism. This allows us
to improve the description of the electronic charged and
neutral excited states and to give reliable predictive re-
sults, overcoming the DFT-KS single-particle scheme.
In the second quantization formalism, the propagation
of an electron added or extracted in an interacting
N-electron system is described by the time-ordered
single-particle Green’s function [20.47]

G.1; 2/D�i h˚N j T. O H.1/ O �
H.2// j˚Ni : (20.31)

Here 1D .x1; t1/ (where t1 is a time coordinate, while
x1 D .�1; r1/ indicate the spin and spatial coordinate
and a similar definition stands for 2, . . . ); j˚Ni is
the ground state of the interacting N-particle system,
O H; O �

H are the field operators in the Heisenberg rep-
resentation, and T is Wick’s time-ordering operator. We
here assume that the system is in equilibrium and at zero
temperature. For a more extended formulation, we refer
to several textbooks [20.47, 48].

In principle, from the knowledge of Green’s func-
tion, one can calculate the ground-state total energy and
the expectation value of any single-particle operator.
Moreover, using the so-called Lehman representation
of G, it can be shown that its poles in the complex-
frequency space correspond to the charged excitation
energies of the many-body system [20.48]. Neverthe-
less, j˚Ni being an unknown quantity in an arbitrary
interacting N-particle system, (20.31) does not provide
a practical way to calculate G and all the related phys-
ical quantities. Starting from the equation of motion
for G and using its spectral representation, it can be
shown that the electronic excitations of the many-body
interacting system correspond to the eigenvalues of the
so-called quasiparticle (QP) equation, [20.48, 49]

�
�1
2
r2CVextCVH

�
˚

QP
i .x/

C
Z
˙.x; x0; �QPi /˚

QP
i .x0/dx0 D �QPi ˚

QP
i .x/ ;

(20.32)

where a nonlocal, time-dependent, non-Hermitian op-
erator, the self-energy ˙ , appears. The self-energy can
be thought of as the effective potential that the electron
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Fig. 20.5 (a) The
five Hedin equations
are written in
terms of Feynman
diagrams. (b) The
same equations are
represented in the
so-called Hedin’s
Pentagon, which
illustrates the idea
of solving the set of
five Hedin equations
through an iterative
procedure

or the hole added to the system feels due to the change
in the charge distribution induced by its own presence.
With respect to KS electrons which are completely in-
dependent particles, the quasiparticles can be seen as
weakly interacting dressed electrons characterized by
finite lifetimes which are related to the imaginary part
of the complex eigenvalues �QPi [20.49–51].

Suitable approximation for the self-energy can be
found using the so-called Hedin equations [20.52],
a closed set of equations (Fig. 20.5) that connects the
self-energy ˙ and the Green’s function G to other
fundamental functions characterizing the system such
as the vertex function � , the polarization P, and the
screened Coulomb interaction W

˙.1; 2/D i
Z

G.1; 3/� .3; 2; 4/W.4;1/d.34/ ;

(20.33)

W.1;2/D v.12/C
Z

v.13/P.3;4/W.4;2/d.34/ ;

(20.34)

P.1; 2/D�i
Z

G.1; 3/G.4;1/� .3; 4; 2/d.34/ ;

(20.35)

� .1;2; 3/D ı.12/ı.13/
C
Z
ı˙.1; 2/

ıG.4; 5/
G.4;6/G.7;5/� .6;7; 3/d.4567/ ;

(20.36)

where v is the bare Coulomb interaction. Here, the pres-
ence of commas indicates the separate dependence on
the different variable sets, while the absence of commas
indicates the dependence on the difference of spatial co-
ordinates and times. The symbols d.34/ and d.4567/

indicate that multiple integrations must be performed
on the space coordinates and time and a sum of spin
variables must be done for every numerical label.

These equations cannot be solved exactly but are
a good starting point for various approximations of ˙ .
Hedin proposed an iterative solution of these equations
starting with˙ D 0 (this corresponds to the Hartree ap-
proximation). This way, at the first iteration step, the
vertex function, the polarization, and the self-energy are

GD G0I � .1; 2; 3/D ı.12/ı.13/ I (20.37)

P.1;2/D�iG.1; 2/G.2;1/I
˙.1; 2/D iG.1; 2/W.2;1/ : (20.38)

The Green’s function G is computed using the nonin-
teracting particle Green function G0, and the screening
is constructed within the random phase approximation
(RPA). In practical calculations, the quasiparticle ener-
gies are generally computed in a first-order perturbative
scheme, starting from the DFT Kohn–Sham eigenvalues
and eigenfunctions. This is the so-called G0W0 per-
turbative approximation of the self-energy. The com-
putation of quasiparticle energies within this approach
nowadays represents a sufficiently refined method for
band structure calculations of materials [20.53]. A few
successful applications of this approach for the QP
band structure of insulating and semiconducting sur-
faces will be discussed in Sect. 20.6, but other examples
can be found in the literature. Optical excitations can
also be considered at this level by replacing the KS
eigenvalues with the GW ones in an appropriate man-
ner [20.54]; such a scheme is depicted in Fig. 20.4b,
and examples will appear later in the chapter. Several
self-consistent GW schemes have been proposed in the
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last years [20.55, 56] but have rarely been applied to
surfaces [20.57]. Computationally less expensive, self-
consistent GW0, updating only energies in G, is instead
a method often used to estimate the quasiparticle ener-
gies also for surfaces [20.58].

20.3.3 The Bethe–Salpeter Equation

The macroscopic dielectric function �M.!/ is the cru-
cial physical quantity that is needed to describe the
optical properties of surfaces (and materials in gen-
eral). It can be obtained at different levels of accuracy
in the theoretical ab-initio framework we are describ-
ing here, starting from the simplest independent particle
(Sects. 20.2.1 and 20.3.1) or quasiparticle approxima-
tion (Sect. 20.3.2) up to the inclusion of local-field and
excitonic effects by solving the Bethe–Salpeter equa-
tion (BSE). First of all, it is worth remembering that
�M.!/ is not the simple average of the microscopic
quantity but, following the Adler and Wiser formula-
tion, it is [20.20, 21]

�M.!/D lim
q!0

1

��1GD0;G0D0.q; !/
; (20.39)

where G are the reciprocal lattice vectors. This formula
relies on the fact that, in an inhomogeneous material,
while themacroscopic field varies with frequency! and
has the Fourier component of vanishing wavevector, the
microscopic field varies with the same frequency but
with a mix of wavevectors qCG. These microscopic
fluctuations induced by the external perturbation are at
the origin of the local-field effects and reflect the spatial
inhomogeneity of the material.

At the microscopic level � is related to the ir-
reducible polarization function P by the following
equation: �.1;2/D ı.12/� R v.1;3/P.3;2/d3. As we
discussed in the previous section, the simplest approxi-
mation is to consider the electron and hole propagators
as independent and use PD�iGG. We will refer to this
approach as the random phase approximation without
local fields (RPA-noLF)). It can be shown that it is ex-
actly equivalent to using the so-called Fermi golden rule

Imf�.!/g /
X

i;f

j h�ijD
ˇ̌
�f
˛ j2ı."i� "f �„!/ ; (20.40)

where D is the dipole operator and the DFT-KS or the
QP eigenfunctions and eigenvalues can be used.

For the case of surfaces in a repeated slab geometry,
this equation multiplied by the half-thickness of the cell
and the appropriate prefactor, gives the half-slab polar-
izability, which is then used to calculate RAS and SDRS

at the independent (quasi) particle level of approxima-
tion (i.e., it reduces to (20.24)). While the local-field
effects can be taken into account using (20.39), the
solution of the Bethe–Salpeter equation, for coupled
electron and hole propagators, allows us to describe lo-
cal fields and the electron-hole interaction on the same
footing.

More than two decades of applications of the BSE
approach have shown that the optical spectra of materi-
als calculated for different dimensionalities can result
in much better agreement with experiments. Unfor-
tunately, such calculations are very demanding from
a computational point of view, especially for complex
materials. In the case of surfaces, its application has, up
to now, mainly remained limited to simple reconstruc-
tions of elemental semiconducting surfaces.

Starting from the GW approximation for the self-
energy and multiplying the vertex function by �iGG,
it can be shown that a four-point integral equation for
a generalized reducible polarization 4 NP.1; 2I 3; 4/ can
be obtained at the second iterative step of the Hedin
equations (see [20.49] for a full derivation) as

4 NP.1; 10I 2; 20/D4 PIQP.1; 1
0I 2; 20/

C
Z

d.330440/4PIQP.1;1
0I 3;30/

�K.3; 30I 4; 40/4 NP.4; 40I 2; 20/
(20.41)

where the kernel K contains two contributions [20.59]

K.1; 10; 2; 20/D ı.1; 10/ı.2;20/ Nv.1; 2/
� ı.12/ı.1020/W.1;10/ : (20.42)

The term Nv is the unscreened Coulomb potential where
the long-range (GD 0, q! 0) Fourier transform com-
ponent is set as zero. When spin is not explicitly treated,
this term acquires a factor of 2 for singlet excitons.
The second term, �W , is the screened Coulomb at-
traction between the electron and the hole. While this
last term is obtained from the functional derivative of
the self-energy, the first term (here using Nv to ob-
tain the macroscopic dielectric function instead of the
microscopic one) formally comes from the functional
derivative of the Hartree potential [20.60], which enters
in the equation for the reducible polarization function.

Rewriting this equation in transition space, using
the basis of the KS wavefunctions �nk , the Bethe–
Salpeter equation becomes

NPD Œ1CPIQPK�
�1 NPIQP

D ŒHexc� I!��1.n1;n2/;.n3;n4/.fn4 � fn3/ ; (20.43)
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where an effective excitonic Hamiltonian is introduced,
defined as

Hexc
.n1;n2/;.n3;n4/

D .En2 �En1/ın1;n3ın2;n4 C .fn2 � fn1/
�
Z

dr1 dr01 dr2 dr
0
2 �n1.r1/ �

�
n2.r

0
1/

�K.r1; r01; r2; r02/ ��n3.r2/ �n4.r02/ :
(20.44)

Then, using the spectral representation [20.49] for the
inverse of a matrix, the interacting polarization can be
obtained by solving an effective eigenvalue problem

X

.n3;n4/

Hexc
.n1;n2/;.n3;n4/

A.n3;n4/
�

D E�A
.n1;n2/
�

: (20.45)

In particular, it can be shown that for the calcula-
tion of the optical properties of extended systems such
as surfaces (at least in one of the three spatial direc-
tions): (i) one needs to include only transitions with
positive frequency [20.49] (i.e., .n1; n2/ and .n3; n4/ are
pairs made of one valence and one conduction band, re-
spectively); (ii) only transitions with the same k for the
initial and final states can be included. Then, the macro-
scopic dielectric function reads as

�M.!/D 1C lim
q!0

v.q/

X

�

ˇ̌
ˇ
P

v ;cIkhv ; k� qje�iqrjc; kiA.v;cIk/�

ˇ̌
ˇ
2

E� �! :

(20.46)

The meaning of this equation is clear; instead of
a simple sum of independent-particle optical matrix ele-
ments (interband transitions), the latter are weighted by
the excitonic eigenstates A�. This occurs because the
electron–hole Hamiltonian (20.45) is not diagonal due
to the presence of the nondiagonal excitonic kernel.

This formulation allows us to interpret optical spec-
tra (like absorption, reflectivity, transmission, EELS,
etc.) in terms of mixing of single-particle interband
transitions. Moreover, the excitation energies in the de-
nominator of (20.46) are related to the excitonic eigen-
values E� which, in the case of reduced-dimensionality
systems or low-dielectric screening, can be smaller with
respect to the difference between the quasiparticle en-
ergy of occupied and unoccupied states. This difference
quantifies the exciton binding energy. With reference to
the schematic shown in Fig. 20.4c, E� is the excitonic
eigenvalue Eexc, and Eb the exciton binding energy.

In summary, a three step procedure (DFT, GW, and
BSE) of increasing computational cost is required if ex-
citonic effects have to be included. It is clear that this

approach cannot be applied to very complex systems,
and indeed, full GW and Bethe–Salpeter calculations
are generally done only for systems composed of few
tens of atoms.

20.3.4 TDDFT

An alternative approach to calculate the optical prop-
erties of materials is the time-dependent density func-
tional theory (TDDFT) [20.61], which is formally
a powerful tool for the description of neutral excited
states. In fact, TDDFT is, in principle, exact for neu-
tral excited-state properties, and its simplicity relies
on the fact that a two-point response function, in-
stead of the four-point response function of the Bethe–
Salpeter approach, is needed. The rigorous general-
ization of DFT to time-dependent external fields was
proposed in [20.61, 62], where a theory similar to the
Hohenberg–Kohn–Sham one was developed, albeit for
time-dependent potentials.

Several reviews of the foundation of TDDFT and
its applications can be found elsewhere [20.42, 63, 64].
In contrast to DFT, no energy minimum principle is
available, and the evolution of the system is described
by the quantum-mechanical action. The true time-
dependent density is that which makes the action sta-
tionary. Minimizing the action, it is possible to obtain
a set of time-dependent Kohn–Sham equations. Since
all observables are unique functionals of the density, in
principle, any property can be exactly obtained by the
Kohn–Sham time-dependent formalism. TDDFT casts
all many-body effects into the dynamical exchange-
correlation kernel fxc.r; tI r0; t0/D ıvxc.r; t/=ın.r0t0/,
where vxc.r; t/ is the time-dependent exchange-corre-
lation potential. A reliable calculation of absorption
spectra relies on a good approximation to fxc.r; tI r0; t0/.
The simplest approximation, the adiabatic extension of
the static LDA (ALDA), fails to yield good absorption
spectra in extended systems, although it is surprisingly
good in some molecules and small clusters [20.65].

This failure is due to the lack, in the ALDA, of
the long-range tail of the kernel, which is essential for
the calculation of absorption spectra in extended sys-
tems, while the same term has little effect in small
systems. Two derivations of approximate xc kernels
with a long-range tail, based on the comparison with
BSE results, have appeared. In the former approach, due
to Reining and others [20.66], the basic assumption is
the equivalence of the four-point polarizability of the
BSE with the two-point polarizability of TDDFT (this
equivalence is, in fact, rigorous only for the two-point
contraction of the BSE polarizability), while the latter
approach [20.67, 68] expands the xc correlation kernel
to first order in the screened e–h interaction W . Quite
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surprisingly, in spite of the different assumptions, both
derivations yield the same formula for fxc.r; tI r0; t0/,
and spectra calculated for some bulk semiconductors
and insulators [20.66, 67] result in very good agree-
ment with experiment. Even the occurrence of strongly
bound excitons [20.68] is equally well described within
BSE and the TDDFT approach.

According to [20.67], the xc kernel is expanded to
first order in the screened Coulomb potential,W , yield-
ing

fxc D P�10 P.1/P�10 ; (20.47)

where P.1/ is the first-order (in W) contribution to the
irreducible polarizability P of many-body theory. Then,
the irreducible polarizability is calculated according to

the TDDFT formulation

PD P0CP0fxcP : (20.48)

Since P, fxc etc. are all two-point quantities, TDDFT is,
in principle, computationally less demanding than the
BSE, and it could be employed in the case of more com-
plex systems, like surfaces, nanostructures, biological
molecules, and so on, where the BSE is hardly usable.
Surfaces are especially difficult to study, since a large
number of k-points and transitions have to be included
in the excitonic Hamiltonian, rendering its diagonaliza-
tion a bottleneck. Hence, it is of crucial importance to
check the reliability of TDDFT optical spectra also in
these cases. A practical illustration of the method will
be given in Sect. 20.6.2 for Si(111)-.2� 1/.

20.4 Clean Semiconductor Surfaces

In the following three sections, we demonstrate how ab-
initio simulations of the surface interband excitations
yield a direct understanding of the surface geometry
and electronic structure, and in many cases, help to
interpret the experimental data. In this section, a few
typical clean surfaces will be discussed. In particular,
we will focus on different aspects of the (001) and (111)
surfaces in elemental group IV and III-V compounds.
For the most part, calculations will be discussed at the
level of the independent particle approximation. In fact,
it will become clear that surface spectra calculations
at this level (based simply upon interband excitations
between Kohn–Sham eigenstates, i.e., (20.24)) often
yield a qualitatively correct description of the surface
response due to fortuitous cancelation of terms in the
RAS (20.16) and SDRS (20.15). This gives the ad-
vantage of allowing a straightforward interpretation of
surface optical spectra in terms of interband transitions
between well-defined electronic surface states.

For systems with a gap within DFT, the application
of a simple scissors operator to open the KS gap (either
chosen ad hoc or based on knowledge of GW/GW-BSE
calculations) can even lead to quantitatively good agree-
ment with experiments. This feature has allowed RAS
and SDRS calculations to be applied to large and com-
plicated systems that otherwise would not be tractable
with a full MBPT or TDDFT approach. Section 20.6
will illustrate where higher order-effects, such as those
from strongly bound excitons, are required.

20.4.1 Dimer Geometry

The main structural motif associated with (001) sur-
faces is the dimer. The spectral signature of dimer-

induced states on the surface optical properties has been
studied across many group-V and III-V(001) surfaces,
including InP(001) [20.69, 70], GaP(001) [20.71, 72]
and GaAs(001) [20.73–75]. However, the Si(100) sur-
face is perhaps the most deeply studied of them all and
is thus a good candidate to examine in detail. It has
a simple structure based on rows of buckled dimers with
well-defined surface states and a small reconstruction
area; this has allowed it to be studied at various lev-
els of theory, from tight binding, through DFT-IP, to
GW-BSE. It is also an important template for simulat-
ing atomic and molecular adsorption, as will become
clear in Sect. 20.5.

The first DFT-IP calculations on Si(100) established
the connection between the surface dimers and the
optical signal [20.76] and demonstrated that the cor-
rect geometry contains rows of alternating buckled Si
dimers, most likely in a c.4�2/ reconstruction [20.77].
A layer-by-layer spatial decomposition of the RAS sig-
nal [20.32] yielded a more complete picture of the
various spectral features. A key fingerprint of the Si
dimer is a sharp negative peak S1 around 1:6 eV in the
RAS, as shown in Fig. 20.6a. Analysis of the surface
dielectric function (Fig. 20.6b) reveals that the S1 peak
arises from transitions between � and �� orbitals run-
ning parallel to the dimer rows that are localized within
the first few surface layers (Fig. 20.6c). Intra-dimer con-
tributions are also present, but are much weaker. Both
SDRS [20.77] and HREELS [20.39] (Fig. 20.6b) re-
solve a further surface-related feature S0 below 1 eV,
which appears to be due to transitions near the � points
between bulk states and the �� surface states, as shown.

Interpretation of experimental spectra at higher en-
ergy is more complicated, since much of the response



Part
D
|20.4

600 Part D Collective And Single Particle Excitations

1
Energy (eV)

–0.003

–0.002

–0.001

0

RAS HREELS  (arb. u.)

0.5
Energy (eV)

0

5

10

Im {εs(ω)}

S0

S0

S1

S1

Conduction statesValence states Valence states Conduction states

S1

2 3 4 1.0 1.5 2.0 2.5

[011] ( to dimer rows)
[011] (|| to dimer rows)
[100]

–

a) b)

c)

Fig. 20.6a–c Optical properties of the Si(100) surface. (a) RAS computed within DFT-IP plus scissors (solid blue line)
and GW-BSE (dashed red line), compared with experimental data (adapted by permission from [20.78]). (b) HREELS
and imaginary part of surface dielectric function. (c) Isosurfaces of wavefunctions contributing to the main optical peaks
(Reprinted with permission from [20.39]. Copyright (2009) by the American Physical Society)

comes from bulk layers deep below the surface; indeed,
the oscillation around 4 eV is characteristic of inter-
band transitions between surface perturbed bulk states
near E2. The broad structure around 3 eV is of partic-
ular interest. Experimental evidence, coupled with the
lack of a clear peak in the DFT-IP spectra, indicated
that it arises from steps (this is discussed in more detail
in Sect. 20.4.3). However, more advanced calculations
of the ideal clean surface performed at the GW-BSE
level [20.78] (see the red dashed curve in Fig. 20.6a)
also produce a peak at this energy, suggesting that it
can actually be a feature of the clean surface—due, in
this case, to the presence of weakly bound excitons.
Nonetheless, it is clear that the simpler DFT-IP scheme
in this case succeeds in explaining most of the ex-
perimental data; surfaces exhibiting stronger excitonic
effects are discussed in Sect. 20.6.

20.4.2 Dimer Composition

The GaAs(001)-c.4� 4/ surface offers a nice exam-
ple of the sensitivity of interband transitions to small
changes in the surface structure and chemistry. For
many years, the c.4� 4/ surface was thought to be
composed of a symmetric (or possibly asymmetric)

triplet of As–As dimers (homodimers), as illustrated in
Fig. 20.7. However, Ohtake et al. [20.79, 80] proposed
that a new mixed dimer (heterodimer) structure, con-
sisting of three Ga–As dimers, would form instead of
the more As-rich surface if the preparation conditions
were modified (specifically, if As4 fluxes are used in-
stead of As2 during molecular beam epitaxial growth).
The formation of two distinct structural phases ˛ and ˇ
is clear from the RAS spectra measured.

Ab-initio calculations [20.81] of the RAS performed
at the DFT-IP+scissors level provide strong confirma-
tion of the proposals of Ohtake et al. [20.80]: the sym-
metric dimer calculations yield a relativelyweak, single-
peaked feature at 1:6 eV in agreement with the ˇ-phase
measurements, while the mixed dimer model yields
a broader, stronger peak around 2:0 eV, as in the ob-
served˛ phase data. The origin of the former featurewas
shown [20.36] to be derived from interband transitions
between filled dangling bonds on the threefold coordi-
nated As atoms backbonded to the dimers and empty ��
orbitals of the As–As dimers. Additional empty states
at the Ga atoms are available on the mixed dimer sur-
face, explaining the two-peakedRAS signal.A thorough
decomposition of the various peaks in the GaAs(001)-
c.4� 4/ RAS, by means of (20.19) is given in [20.29].
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These calculations highlight the remarkable sensi-
tivity of surface optical spectra to the chemical compo-
sition of single surface bonds. The difference between
the two surface models becomes even more appar-
ent in HREELS spectra, which also probe interband
transitions in �2, as explained in Sect. 20.2.5, but of-
fer a higher surface sensitivity. Figure 20.7 reports
calculations [20.41] using a simple three-layer model
for the same surface models and experimental data
from [20.36] for the ˇ-phase. In this case, the differ-
ence is even more striking than before and stresses the
one-to-one correspondence between RAS and HREELS
where surface interband transitions are involved. Better
agreement with experiments above 3 eV can be ob-
tained by properly accounting for the nonlocality of
�.z; z0; !/, as discussed in [20.41].

20.4.3 Stepped Surfaces

The supercell framework allows perfectly aligned sur-
face terraces to be constructed and studied. Real sur-
faces, however, exhibit a wealth of features that are
difficult to account for in first-principles studies, such
as defects, steps, adatoms, contaminants, strain, mul-
tiple domains, and so on. Although experimentalists
strive to prepare model surfaces, these additional fea-
tures are generally unavoidable, and in some cases
even desired. In many cases, these deviations from
the ideal surface lead to important features in the sur-
face dielectric response and need to be accounted for
or mitigated in calculations. Their influence on the
surface interband spectra will be discussed in the fol-
lowing.
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Steps on Si(001)
The first ab-initio study of the influence of steps on the
surface optical anisotropy was carried out by Schmidt
et al. [20.82] and focused on the Si(001) surface.
Nominally prepared Si(100) typically phase separates
into a balanced mixture of .1� 2/ and .2� 1/-oriented
domains separated by single height steps. As RAS mea-
sures a macroscopic average, the generated signal is
close to zero. In order to generate a nonzero RAS sig-
nal, a 4ı offcut is often used, which forces the surface
to form double-height steps and thus favor a single
phase. The ab-initio calculations, shown in Fig. 20.8,
demonstrated that single and double-height steps both
generate broad negative signals above the gap in the
2:0�3:5 eV range, in agreement with experimental ob-
servations [20.83]. The signals are largely caused by
perturbations of bulk wavefunctions by the anisotropic
surface potential generated by the steps [20.82].

Steps on C(100):H
Hydrogenation of diamond surfaces brings three main
effects. First, it enhances the semiconducting character
of the surface. Secondly, new empty states, hydrogen-
related, appear in the forbidden gap, near the � point,
with nearly free electron character. Third, the electron
affinity becomes negative, making hydrogenated dia-
mond an appealing candidate as a cold cathode emitter.

The electronic properties of the ideal C(100)2�1:H
surface have been studied by Marsili and Pulci [20.84]
at the DFT and GW level. Its optical properties, for the
nominally flat and for vicinal C(001):H surfaces, have
been investigated experimentally and computed theo-
retically at the DFT level, in [20.85]. The experimental
RAS shows an almost zero response for the 0ı nom-
inally flat surface, a negative broad signal for the 2ı
surface, and a broad positive signal, becoming negative
above 3:5 eV, for the 4ı surface.

Calculations performed simulating the presence of
single and double steps of the Chadi [20.86] and of the
Tsai and Yeh type [20.87] give indications that the sin-
gle steps appearing in the C(001):H vicinal surface are
more compatible with the Chadi geometrical model SB
(that is, with C dimers parallel to the single-step edges).
In the case of double steps, instead, the comparison
of the experimental and calculated RAS [20.85] gives
hints towards the DA Chadi geometrical model, that is
with C dimers of the upper terrace perpendicular to the
double-step edges.

Si(110)-.16�2/
Si(110) surfaces can be obtained with different high-
temperature treatment in various reconstructions with
different unit cell sizes. The most stable one is a long-
range reconstruction that consists of alternately raised
and lowered terraces in a huge .16�2/ cell. From the re-
sults of STM topography a realistic model of the system
was proposed by Stekolnikov et al. [20.88], which con-
tains chains of pentamers on both terraces and single-
layer height rebonded steps. The SDRS signal has been
computed [20.30] ab initio, including TDDFT methods,
and compared with experiments. A main SDRS peak at
1:8 eV was assigned to interband transitions involving
states localized on the pentamers. However, the overall
agreement is weak, suggesting that the structural model
is not complete.

Vicinal Surfaces
Vicinal surfaces are currently a hot topic in surface
and material science (Chap. 12), as the formation of
regular step and terrace arrays offers a natural tem-
plate for surface functionalization by atoms, molecules,
or nanostructures, as well as a gateway to studying
and harnessing novel physical phenomena. Changing
the vicinal angle changes the step structure and ter-
race width, and thus also the density of nanostructures
and the coupling between them. Although clean vic-
inal surfaces have been studied experimentally, the-
oretical work has focused on adsorbate-stabilized re-
constructions, as they offer more regular step/terrace
combinations and smaller unit cells. In particular, the
Si(hhl)-Au surfaces have been studied intensively with
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optical probes. There are several reasons for this. First,
the Au-stabilized surfaces form regular single-height
steps along [110] that border narrow terraces contain-
ing atomic chains of Au that can stretch for hundreds
of Å. The array of quasi-1-D (quasi-one-dimensional)
nanostructures are strongly anisotropic and, therefore,
perfect for studying by using RAS, as it should be easy
to decouple optical excitations along and perpendicular
to the step edges and Au chains. Secondly, the unre-

constructed Si(111) surface is naturally isotropic within
the surface plane, and thus any observed anisotropy
is strongly related to the formation of reconstructions
that lower the symmetry. Thirdly, the RAS signal is
rich with features in the 1�5 eV range and has similar,
but not identical, spectra across the range of different
vicinal angles and Au coverages. RAS spectra have
been reported on Si(557)-Au, Si(553)-Au, and Si(775)-
Au [20.90, 91].
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As an example, we consider the Si(557)-Au surface
(carefully analyzed by Hogan et al. [20.92]) and focus
on the role of the step geometry on the surface inter-
band transitions. Figure 20.9b shows a side view of the
surface geometry. Besides the Au-chain embedded in
the terrace and the presence of adatoms, the step edge
is made of a characteristic Si honeycomb structure with
dangling bonds lying right at the edge itself. (This hon-
eycomb motif actually appears to be a feature common
to all Si(hhl)-Au surfaces.) The Au chains, adatoms and
Si dangling bonds all give rise to distinct surface states
in the computed band structure (Fig. 20.9a); the latter
states are partially filled. Calculations of the surface
optical anisotropy (Fig. 20.9c) at the DFT-IP+scissors
level appear in excellent agreement with the experi-
mental data, thus allowing the experimental peaks to be
interpreted in terms of the surface geometry.Most of the
signal, i.e., 0:5�4:0 eV, in fact derives from transitions
involving either the step edge Si orbitals lying close to
the Fermi level or deeper-lying � /��-like orbitals of
the honeycombs themselves (SiDSi bonds). Contribu-
tions from the Au chains are restricted to low energy
and have a smaller overall contribution. The fact that
most of the RAS signal derives from the step atoms ex-
plains the almost universally similar nature of the RAS

signals observed across the Si(hhl)-Au family of vicinal
surfaces [20.89].

20.4.4 Defects

Defects are the bugbear of surface preparation, and their
presence can make interpretation of experimental data
difficult. In some cases, however, some may actually
drive formation of the lowest energy reconstruction, an
example being subsurface Ga antisite defects on Sb-rich
GaSb(001) [20.93]. On this surface, second-layer As
atoms are substituted by Ga atoms in order to reduce or
eliminate themetallicity of long dimer-chain reconstruc-
tions (effectively by doping the system with holes). The
optical anisotropy of GaSb(001) shows features typical
of (001) surfaces, with peaks and troughs deriving from
interband transitions from occupied dangling bonds to
dimer antibonding orbitals. Subsurface Ga substitution
only weakly perturbs the geometry, which can nonethe-
less be detected in low energy (1 eV) peaks involving
extended dimer chain orbitals. More importantly, how-
ever, the change in level occupation associated with the
loss of metallicity is reflected in stronger changes in the
spectrum at 2:5 eV, bringing the computed spectra more
in line with the measured data [20.94].

20.5 Adsorbate-induced Effects

Adsorbates and adlayers have a marked effect on the
surface optical properties. They can modify the inter-
band transitions of the clean surface in various ways:
by quenching such transitions (e.g., by destroying one
or all of the optically active electronic states); by per-
turbing existing states (e.g., by changing the potential
felt by states terminating at the surface); by introducing
new optically active states; by stabilizing new surface
reconstructions (as discussed for Au on vicinal Si(111)
in Sect. 20.4.3); and so on.

It is important for the surface scientist to understand
the extent of these changes. Undetected contaminants
can lead to incorrect conclusions regarding the sur-
face electronic structure. An interesting case is that
of the InP(001)-.2� 1/ surface, which was understood
(via STM) to consist of rows of buckled phosphorus
dimers. However, such a structure should yield a metal
in apparent violation of electron counting rules and in
contradiction with the measured surface band gap of
over 1:0 eV. The mystery was resolved with the help
of DFT calculations of the RAS [20.95], which proved
that the surface, which was prepared usingmetalorganic
vapor phase epitaxy, was actually hydrogen stabilized.
On the other hand, the induced change in the surface
optical spectra due to passivants can be used to inter-

pret the signal of the clean surface, at least in terms
of surface or bulk-related transitions (the former be-
ing more sensitive to surface contaminants). This idea,
in fact, encapsulates the technique of surface differ-
ential reflectance spectroscopy (SDRS), described in
Sect. 20.2.1 and encapsulated by (20.15).

In the following, we outline how these effects can
manifest in surface interband spectra through atomic,
molecular, and layer adsorption.

20.5.1 Atomic Adsorption

Hydrogen
Being the most accessible passivant and contaminant,
hydrogen and oxygen have been by far the most com-
monly used adsorbates in semiconductor surface opti-
cal and HREELS studies. Hydrogen adsorption is rela-
tively easy to model within ab-initio calculations, as it
tends to adsorb dissociatively at well-defined sites such
as dangling bonds. Generally speaking, the main ef-
fect of H adsorption is to passivate the surface dangling
bonds and, thereby, quench surface optical transitions
occurring below the onset of bulk-like transitions near
the E1 peak energy. In the case of Si(100), this yields
a quenched signal in RAS [20.78] and HREELS [20.97]
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below 3 eV, and pronounced peaks in SDRS [20.78]
at 1.5 (at least in the calculations) and 3 eV. How-
ever, H adsorption can also change the surface struc-
ture, as shown in Fig. 20.10. Monohydride formation
(Fig. 20.10a) on Si(100) leaves dimers intact, while
(Fig. 20.10b) dihydride formation induces dimer break-
ing. The lattermanifests as a characteristic SDRSpeak at

3:8 eV, while the reduced strain also leads to a quite dif-
ferent surface-induced bulk anisotropy, as seen in RAS.

Similar quenching of �–�� transitions has been
noted on C(100):H terraces, leaving a zero RAS sig-
nal below 4:5 eV [20.84, 85, 98]. On GaAs(110):H,
a similar mechanism results in a zero RAS below
3 eV, while the SDRS shows contributions across the
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2:0�4:0 eV range from surface and perturbed bulk
contributions [20.99]. The mechanism is slightly dif-
ferent on P-rich GaP(001)-.2� 1/=.2� 2/ [20.100] and
InP(001)-.2� 1/ [20.95] surfaces. Here, H has a fun-
damental role in stabilizing the systems by passivating
half of the dangling bond states on (buckled) P dimers.
Strong optical anisotropies persist around 2:6 eV due
to interband transitions between filled states on the
remaining P dangling bonds and empty dimer antibond-
ing orbitals.

Oxygen
The influence of oxygen adsorption on semiconduc-
tor surface interband transitions is complicated by the
fact that the adsorption mechanisms are not thoroughly
understood, and the preferred sites not uniquely de-
fined [20.101, 102]. On Si(100), which is by far the
mostly widely investigated using ab-initio schemes,
theoretical simulations of the optical response reveal
that the initial states of oxidation at room temperature
are marked by oxygen insertion into dimers and (pri-
marily) their backbonds [20.101, 103–105], i.e., form-
ing Si�O�Si bonds. This causes strong perturbations
on the dimer–dimer interactions, changing the disper-
sion of the surface localized bands and eventually push-
ing them outside the gap. In the RAS, this is reflected
by a general quenching of the clean surface signals
and a uniformly broad signal in SDRS [20.105]. Dur-
ing thermal oxidation, on the other hand, layer-by-layer
growth of the oxide layer occurs and is reflected by os-
cillations in the optical anisotropy [20.106]. This was
explained by Fuchs et al. [20.96] as deriving from strain
perturbations on the Si bulk wavefunctions by oxygen
being incorporated into Si–Si bonds below the inter-
face (Fig. 20.10c); the disordered oxide layers above
the interface only have a minor impact on the optical
anisotropy. Complicated mechanisms also accompany
oxygen adsorption on GaAs(001) surfaces [20.107], al-
though the breaking of, and substitution into, As dimers
(leaving Ga�O�Ga bonds) has been suggested using
HREELS simulations (Fig. 20.10d) [20.108].

Alkali Metals
While oxygen and hydrogen are representative of the
electronegative end of the periodic table of elements
(�D 3:5 and 2.0, respectively), it is interesting to con-
sider the effect that adsorption of more electropositive
species such as alkali atoms can have on the surface
interband spectra. Low coverages of Cs (�D 0:8) in
particular have been investigated on As-rich GaAs(001)
surfaces using RAS [20.109]. The observed effect on
the surface optical response is the addition of a strong
broad negative signal across the 3:0�5:0 eV range;
similar studies using K (�D 0:9) and Na (�D 1:0) ad-

sorption, or on Ga-rich surfaces, exhibit very similar
changes in the experimental signal [20.110], hinting
that the underlying mechanism is universal.

DFT calculations [20.109, 111] on GaAs(001) re-
vealed that Cs adsorption only weakly perturbs the
clean surface geometry. Instead, strong surface dipoles
are created due to electronic charge transfer from the
alkali to the surface, and furthermore, new surface res-
onance states are induced. The calculations attribute
the induced optical signal both to perturbations of
surface-terminating bulk states (through the change in
the surface potential) and to bulk-like transitions involv-
ing Cs-induced resonance states. Although small site-
dependent signals at low energy (2:0 eV) can directly
arise from interband transitions involving Cs-substrate
bonds, the primary influence of electropositive elements
on the RAS remains, therefore, somewhat indirect, in
strong contrast to more electronegative elements.

20.5.2 Adsorbate-stabilized
Reconstructions

Besides atomic adsorbates that mainly perturb or pas-
sivate the surface structure, there is a huge number
of adsorbate-stabilized surface reconstructions, many
of which have been investigated using RAS or SDRS
simulations. These include Si(001)-.1�1/:Sb [20.112],
GaAs(110):Sb/As [20.113], and the aforementioned H-
stabilized P-rich (001) surfaces of GaP [20.100] and
InP [20.95]. However, there are also many cases in
which adsorbates generate highly anisotropic surface
nanostructures that are ideal for studying using RAS. In
particular, Si(111) offers a natural template for growth
of quasi-1-D nanowires. Within the typical experi-
mental convention, positive RAS signals correspond
to excitations parallel to the wires. Indium adsorption
induces metallic .4� 1/ and semiconducting .8� 2/
phases containing fairly broad In ribbons, which can
be distinguished and interpreted using RAS [20.114–
116]. Although the RAS signals of the two phases
(Fig. 20.11a) are dominated by broad negative signals
across 1:2�3:0 eV, sharp positive peaks are present in
the mid-infrared. Both phases feature a peak at 0:50 eV
due to transitions between bonding and nonbonding In
chain states, as expected. However, only the hexagon
model features a peak at 0:72 eV (0:53 eV in the calcu-
lation), related to the additional In�In bonds between
the two zigzag rows, which allows the two models to be
distinguished [20.115].

Li and Ag induce the so-called .3� 1/ honeycomb
chain-channel reconstruction, wherein the metal atoms
form single-atom wires between Si honeycomb chains
(the same honeycomb motifs noted in Sect. 20.4.3).
Also in this case, the optical spectrum (Fig. 20.11b)
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Copyright 2009 by the American Physical Society. (b) Adapted with permission from [20.117]. Copyright 2013 by the American
Physical Society. (c) Reprinted with permission from [20.118] Copyright 2013 by the American Physical Society)

is negative across the 1:8�4:5 eV range, being domi-
nated by interband transitions involving ��-like surface
states localized on the Si honeycomb atoms [20.117],
although a small positive structure appears at 1:5 eV
due to transitions involving occupied states at the hon-
eycomb edge. The same Si honeycombs also dominate
in the case of the Si(111)-.5� 2/:Au surface [20.118,
119]. Although the precise Au coverage is still a matter
of discussion, computed RAS spectra using a 0.6 mono-
layer (ML) coverage model of triple Au chains, and
Si adatoms are in good agreement [20.118] with ex-
perimental data (Fig. 20.11c). Again, in this case, the
spectra are dominated by Si honeycomb and localized
Si-Au states. However, a fairly sharp positive feature,
corresponding to intrachain optical transitions, is found
around 1 eV.

Thus, in contrast to expectations, the optical spectra
of adsorbates forming quasi-1-D atomic chains are not
dominated by electronic transitions along the chain di-

rection; instead, their presence is reflected indirectly in
the optical signals of the adsorbate-stabilized substrate
geometry. Weaker positive signals related to extended
states along the atomic chains appear below 1:5 eV;
experiments report that they are sensitive to surface
quality.

20.5.3 Molecular Adsorption

As in the atomic case, the influence of molecular ad-
sorption on surface interband excitations largely occurs
through modification or quenching of signals from the
clean surface (i.e., the molecule–substrate bonding),
at least within the typical experimental range of �
1:5�5:0 eV. Simulations have, up to now, focused pri-
marily on the Si(100) surface.

H2O adsorption on Si(001) has been explored the-
oretically using RAS [20.120] and HREELS [20.97]
(Fig. 20.10d). In both cases, partial coverage of the
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Fig. 20.12 RAS of ethylene adsorption on Si(001). The-
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and experiment (bottom), for clean and 1 ML coverage of
C2H4. The contribution of steps has been subtracted from
the measured clean surface signal

surface results simply in attenuation of the RAS or
HREELS spectra. At full coverage, dissociation of
the H2O molecule across the Si dimers passivates
all surface dangling bonds and removes the dimer-
related (�; ��) surface states (Sect. 20.4.1), thus killing
the prominent peak(s) arising from interband transi-
tions below 1:8 eV. At higher energy, both RAS and
HREELS show bulk-related features (around E1 and
E2) that persist after adsorption.

Organic molecules offer more interesting possibil-
ities. DFT-IP level studies have been performed for
adsorption of a number of such molecules on Si(001).
Neither acetylene [20.121] nor ethylene [20.122, 123]
cause dimer cleavage. However, the induced optical
signal remains sensitive to the adsorption geometry,
i.e., parallel (on-top) or perpendicular (bridge site)
to the dimer. Whereas on-top adsorption kills the
inter-dimer (chain) peak at 1:7 eV by removing dimer
empty states, the bridge site suppresses positive in-
tradimer contributions and enhances the negative inter-
dimer peak [20.122]. A comparison with experiments
(Fig. 20.12) demonstrates that the on-top configuration
is, in fact, favored. Both cyclopentene [20.124, 125] and
uracil [20.126] may cause further perturbations on the
surface response, e.g., through dimer breaking or oxy-
gen insertion, and various adsorption geometries are
possible, along with a general attenuation of the clean
surface signals around E1 and E2.

A notable example of where the molecular ad-
sorbate was thought to have a more direct influence
on the surface optical anisotropy is the case of 9,10-
phenanthrenequinone on Si(100) [20.125, 127], which
introduces a characteristic new peak at 5:2 eV in the
experimental data. Intra-molecular �–�� excitations

were proposed to explain this peak based on gas-
phase spectra [20.128]. However, the ab-initio calcu-
lations [20.127] showed that, while �–�� transitions
do contribute to the optical anisotropy of the molecular
layer, the adsorption-modified Si bulk states are domi-
nant across the full spectral range.

Last, we note that differential reflectance spec-
troscopy can be used to probe the molecular adsorbate
layer itself if nonreactive surfaces are used. This idea
was widely applied in [20.8, 129] to the study of organic
epitaxial films using molecules whose chromophores
generate the dominant optical signal. However, the need
to use GW-BSE to study the optical response of such or-
ganic layers has limited their appearance in theoretical
studies [20.130].

20.5.4 Adlayers

Since visible light can penetrate several hundred nm
into a crystal, it is a useful probe of buried inter-
faces [20.131], capping layers [20.90], and adlay-
ers [20.132]. An interesting example of the latter
that has been investigated using RAS and DFT-IP
calculations is the Si(105)-Ge surface. Its geometry
has long been established as the rebonded step (RS)
model [20.133], which consists of a smooth, highly re-
constructed Ge layer (about 5Å thick) atop a Si(105)
substrate. The main reconstruction motif is a curious 6-
atom horseshoe structure composed of three dimers and
stabilized by the in-plane strain due to the Si-Ge lattice
parameter mismatch.

Fazi et al. [20.134] measured the RAS of this
surface and compared it with ab-initio calculations as-
suming the RS model and obtained excellent agreement
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Fig. 20.13 Measured and computed RAS of the Si(105)-
Ge rebonded step (RS) surface reconstruction
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between them (Fig. 20.13). The main features P and S in
the spectrum derive from interband transitions from oc-
cupied bulk-like states lying � 1 eV below the valence
band maximum to empty surface states lying inside the
bulk gap. In the case of the main peak P, these sur-
face states are, in fact, physically localized well below
the horseshoe structure on the surface—a curious fact
considering the density of surface dimers—near the lo-
cation of the Si-Ge interface itself. Fazi and colleagues
used this unique character to cast light on the micro-

scopic structure of the Si-Ge interface. By monitoring
the RAS signal during growth and comparing it with
calculations for different Ge coverages and interface
models (sharp/gradient/disordered), they confirmed that
a sharp interface is present and demonstrated the con-
nection between the surface optical spectra and the
interface chemistry. This highlights the sensitivity of
interband transitions to the bond stoichiometry of sub-
surface layers, in a similar fashion to the dimer compo-
sition on GaAs(001) discussed in Sect. 20.4.2.

20.6 Excitonic and Local-Field Effects

The importance of excitonic effects on the dielectric re-
sponse of materials has been known for quite a long
time [20.135]. The presence of the interaction between
the electron and the hole pairs in the optical excitation
process in spectroscopical measurements like light ab-
sorption or reflectivity, or electron energy loss, has an
effect on the spectral line shapes above the gap and
the formation of bound exciton states below it. Due
to the low screening, the latter phenomenon is par-
ticularly evident in insulators or in low-dimensional
systems, where binding energies of the order of 1 eV
are observed. The relevance of these effects at several
surface terminations of simple elemental semiconduc-
tors is now well established. This knowledge has been
reached thanks to a systematic comparison of experi-
mental RAS/SDRS and photoemission data with theo-
retical results obtained by DFT andMBPT calculations.
In particular, strongly bound surface-state excitons have
been found at the (111)-.2� 1/ surface of Si [20.136,
137], in Ge, [20.138] and C(111) [20.57], and at the
(100)-.2� 1/ termination of diamond [20.139, 140].

As we will show in this section, the exciton dynam-
ics has a one-dimensional character due to the peculiar
atomic reconstruction of these surfaces (along the dimer
rows in C(100) and along the Pandey chains [20.141] in

A
B
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[111]

Δ

a) b)

[112]–

A
B

d�

[111]

Δ

[112]–

Fig. 20.14a,b Atomic structure of the negative (a) and positive (b) buckling chain model. The distance d� between
atom A and atom B is the bond length along the Pandey chain, while the difference in height 
 between atom A and
atom B is the buckling amplitude

Si and Ge(111)). For this reason, it is more difficult for
electrons and holes not to feel their mutual interaction,
which leads to bound excitons with binding energies
(BE) ranging from a few tens of eV in Si and Ge, to
1 eV or slightly less in diamond. The large exciton bind-
ing energy observed at the C(100) surface—about four
times larger with respect to that found in Si and Ge
(111)—has been explained in terms of its reduced static
screening with respect to Si (111), and will be the focus
of Sect. 20.6.3.

20.6.1 BSE Approach to Group IV (111)
Surfaces

The (111) termination is the natural cleavage surface of
the most important group-IV semiconductors like sili-
con, germanium, and diamond, and for this reason, it
is the most widely and deeply studied. It shows differ-
ent geometric structures depending on preparation and
actual temperature of the sample, but upon cleavage in
ultra-high vacuum (UHV) and at low temperature the
low energy electron diffraction (LEED) pattern is com-
patible with a .2� 1/ reconstruction. Angle-resolved
photoemission measurements performed on the (111)-
.2� 1/ termination of Si and Ge reveal the presence
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Fig. 20.15a,b DFT (dashed line) and GW (solid line) band structure around the Fermi energy of the Si(111)-.2� 1/
positive (a) and negative (b) buckling chain model

of an occupied and unoccupied surface band. SDRS
data are, instead, characterized by a strong optical
anisotropy with a peak for light polarized along the
Pandey chains at 0:45 eV for Si, and at 0:49 eV for
Ge. The Pandeymodel featuring five and seven-member
rings of atoms in the surface bilayer can explain most of
the experimental spectroscopic data of the (111)-.2�1/
reconstruction of silicon and germanium.

Theoretical simulations have revealed the presence
of two geometries, generally identified as positive and
negative buckling (or right and left isomers, respec-
tively), as shown in Fig. 20.14, which are almost degen-
erate in energy. For both Si andGe, the energy difference
between the two isomers is very small; in fact, one can
assume that the two geometries are energetically de-
generate within the accuracy of the DFT method. It
should thus be expected that both isomers could coex-
ist in nature. However, recent low-temperature angle-
resolved ultraviolet photoemission spectroscopy and
scanning tunneling microscopy and spectroscopy (STM
and STS) measurements, together with state-of-the-art
first-principles excited-state calculations demonstrated
that for highly n-doped Si(111), both isomers coexist at
the surface [20.145]. For undoped samples, the standard
Pandey chain model [20.141] (right chain or positive
buckling) yields a good comparison with SDRS data for
Si(111)-.2�1/, while forGe(111)-.2�1/ a better agree-
ment between experiment and theory is obtained consid-
ering the negative buckling reconstruction (Fig. 20.14).

The reason of the dominance of one isomer over the
other is not completely clear. A possibility is that the
dominant structure is cleavage induced. For both iso-
mers of Si and Ge surfaces, the band structure exhibits
two surface bands, i.e., one is mainly composed of an
occupied dangling-bond state (Dup) on the externally

shifted atom and the other is an empty dangling-bond
state (Ddown). Figure 20.15 reports the theoretical GW
band structures obtained for both isomers by Violante
et al. [20.137]. The band structure of the right isomer
is consistent with previously published data calculated
within the same theoretical approach [20.136]. The
quasi-particle band structures of positive and negative
buckling show a small band dispersion along the JK di-
rection while a larger dispersion is observed along the
perpendicular direction corresponding in real space to
the Pandey chain direction. This is due to the fact that
the coupling between the orbitals is very strong along
the chain, while the interaction among the chains is
weak. In Fig. 20.16 the corresponding GW band struc-
tures [20.138] of the two isomers for Ge(111)-.2� 1/
are reported, showing qualitatively similar behavior to
that described for Si. More specifically, the surface state
bands along the JK direction have a larger dispersion in
Ge with respect to the Si case, suggesting a larger inter-
action among the Pandey chains in Ge. In both cases the
surface gap calculated for the negative isomer results
smaller with respect to the positive isomer indicating
the differences due to the underlying bulk geometry. In
Si(111)-.2�1/with negative buckling the occupied and
empty surface bands result flatter andmore parallel with
respect to those of the positive Pandey chain model.
A minimum gap of 0:44 eV near JK=2 occurs for neg-
ative buckling, while for the positive buckling a mini-
mum gap of 0:77 eV is observed near J. For Ge(111)-
.2�1/ the dispersion of the empty Ddown band between
J and K is different from the positively buckled chain.
For the positive isomer the minimum direct gap results
to be 0:88 eV and is located along the JK direction. For
the negatively buckled isomer the minimum direct sur-
face gap is significantly smaller, amounting to 0:66 eV.
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Fig. 20.17 (a) SDRS spectra at normal incidence of the positively buckled Si(111)-.2�1/ surface, compared with exper-
iments [20.146] (dots). The solid (dashed) curves include (neglect) electron–hole interaction. The electric field is parallel
(top) and perpendicular (bottom) to the Pandey chains. (b) SDRS of the Ge(111)-.2� 1/ surface for positive (top) and
negative (bottom) buckling chain models, compared with experimental data from [20.147] (dots)

The presence of the Pandey chains gives rise to
a large anisotropy in the optical properties, as demon-
strated by various experimental SDRS and RAS spectra
measured at these surfaces since 1980 [20.146, 148,
149]. A large optical peak for light polarized along
the Pandey chain direction is visible in the experimen-
tal spectra at 0:45 eV for Si and 0:49 eV for Ge. The
comparison of the SDRS data with the corresponding
BSE theoretically computed spectra clearly reveals the
excitonic nature of this optical feature and the dom-
inance of the negative isomer at the Ge surface and

of the positive buckling in Si. In both surfaces, the
excitonic effects are quite strong, drastically modify-
ing the optical spectra calculated at the independent
quasiparticle (IQP) level. Rohlfing and Louie [20.136]
performed the first ab-initio BSE calculation of the
SDRS of Si(111)-.2� 1/. Using the positive buckling
Pandey chain model, they obtained a very good agree-
ment with the experimental optical SDRS spectrum,
proving the presence of a bound surface exciton and of
the dominance of the right isomer in normally doped
samples (Fig. 20.17a). RAS spectra recently computed
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Fig. 20.18 RAS spectra of Si(111)-2� 1 for positive and
negative buckling structures, calculated within BSE; y is
the [110] direction, parallel to the Pandey chains, and x is
the [112] direction, perpendicular to the chains. An artifi-
cial broadening of 0:05 eV has been included

by Violante et al. [20.137] confirm this result. In this
work, the authors extended the analysis to the negative
bucking model, and Fig. 20.18 reports their RAS spec-
tra calculated at the BSE level for both isomers.

Figure 20.17b shows the comparison of the SDRS
experimental spectra with theoretical curves obtained
at the IQP and BSE level of approximation, both for
the negative and positive isomer of Ge(111)-.2� 1/
[20.138]. From Fig. 20.17 it is clear that the good
agreement with experiment is, in this case, obtained by
considering the negative chain model as the dominant
reconstruction.

From the electronic and the optical experimental
and theoretical data, the excitonic binding energy re-
sults to be 0:32 eV (0:13 eV) for the positive (negative)
isomer in Si [20.137], while the corresponding values
for Ge are 0:18 eV for the positive and 0:15 eV for
the negative isomer [20.138]. The smaller binding en-
ergy for negative buckling isomers is consistent with
the narrower electronic gaps and is a consequence of
a more effective screening. The exciton is localized at
the surface, along the chain for both isomers, and it is
almost one-dimensional along the [110] direction, as
a direct consequence of the weak interaction between
the chains. The amplitude of probability of the electron
is very large on the same chain where the hole is lo-
cated, and it is already much weaker on the neighboring
chains. The spatial distribution of the lowest excitonic
wavefunction along this direction is different for the
two isomers, as demonstrated for Si, where the prob-
ability to find the excited electron, keeping the hole
position fixed along a Pandey chain, ranges over a larger

a)

b)

Fig. 20.19a,b Spatial distribution of the surface exciton at
the Si(111)-.2� 1/ positive and negative buckling chain
models. (a) Positive buckling, (b) negative buckling

distance along the [110] direction and decays to nearly
zero in 80Å for the positive buckling model, but still re-
mains large for the negative buckling, with an estimated
excitonic length larger than 80Å (Fig. 20.19). As a con-
sequence, the excitonic peak calculated is sharper in the
case of negative buckling.

To conclude we can state that the accurate com-
parison of the results of ab-initio DFT plus MBPT
simulations including the electron–hole interaction in
the BSE approach, with the available experimental data
have revealed that: i) in both Si and Ge(111)-.2�1/ sur-
faces, the optical spectrum is dominated by the presence
of bound surface excitons, with binding energy of the
order of 0:25 eVI ii) the excitonic spatial distribution
is highly anisotropic at the surface with the amplitude
of the electron very large in the same Pandey chain
where the hole is created. This analysis is obviously not
accessible within the simpler one-particle picture of in-
dependent optical interband transitions.

20.6.2 Si(111)-.2�1/ from TDDFT

As mentioned before, TDDFT is, in principle, exact
for describing neutral excitations, and its advantage
lies in the fact that the two-point response function
�.r; r0; !/ is needed instead of the four-point function
of the Bethe–Salpeter approach. However, the exact
form of the key ingredient of this approach, which
is the exchange-correlation xc kernel fxc, is unknown
and needs to be approximated. The simplest and most
used scheme for molecular systems, the adiabatic local
density approximation (ALDA), is known to fail in ex-
tended systems such as surfaces. Other refined kernels
have been derived in the last years but never tested on
surfaces [20.67, 68, 150], while a nonlocal, static ker-
nel with the correct long-range behavior, known as the
RORO kernel [20.150] has been successfully applied
only to three-dimensional systems. Moreover, several
authors have derived another more elaborate nonlo-
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buckling model) using different approaches: the Bethe–
Salpeter equation; the TDDFT many-body kernel; and the
TDDFT RORO [20.150] kernel with ˛ D C 0:2

cal and energy-dependent exchange-correlation kernel
starting from the parallelism of the response func-
tion in TDDFT and many-body schemes. Also in this
case, bulk and one-dimensional materials were studied,
yielding a very good agreement with the BSE and ex-
perimental spectra.

Pulci et al. [20.151] selected Si(111)-.2� 1/ as
a prototype surface for testing the performance of these
different exchange-correlation kernels in TDDFT cal-
culations to describe the surface optical properties.
They showed how ALDA clearly fails to reproduce
the excitonic optical peak of this surface, while the
many-body derived TDDFT kernel reproduced a spec-
trum in very good agreement with the BSE one,
both for transitions across surface states, where strong
excitonic effects occur, and for bulk-like transitions
(Fig. 20.20). Interestingly, using the static ˛=q2 RORO
kernel [20.150] the agreement with BSE results wors-
ens slightly, but it is still very satisfactory.

20.6.3 Strongly-Bound Excitons on C(100)

At variance with Si(100), the lowest energy configura-
tion of C(100) is the .2� 1/ unbuckled dimer recon-
struction. While the tilting of dimer atoms at Si(100)
breaks the surface symmetry and opens the gap between
surface bands, the C(100)-.2� 1/ surface with sym-
metric dimers is already semiconducting, and a Jahn–
Teller-like transition does not occur. Moreover, the
localized nature of the C-2p orbital leads to a strong
tendency to form a � bond within each dimer, giv-
ing a smaller interaction with neighboring dimers with
respect to the case of silicon. The electronic band
structure, obtained including the GW corrections, is
shown in Fig. 20.21 together with direct photoemission
data [20.152]. The agreement between theory and ex-
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Fig. 20.21 Quasiparticle band structure of C(100)-.2� 1/
along high-symmetry lines of the surface Brillouin zone.
Brown regions indicate the projected bulk band structure;
solid lines are the dimer surface states. The vertical arrows
indicate the two one-particle vertical transitions associated
to the main optical peaks called A and B. Experimental
data from [20.152]

periment is very good. The QP corrections do not affect
the dispersionmuch but increase the LDA gaps between
occupied and empty surface states by 1:8�2:1 eV. The
minimum surface gap is indirect (along J0–K), and the
surface bands are almost parallel near J0. This feature,
together with the low dielectric screening of diamond,
is the main reason for the formation of a strongly-
bound exciton. The different behavior at the Si and
diamond (100) surfaces is related to the different sur-
face band structure of the two surfaces; while in the
case of C(100) both surface LDA bands are within the
gap (as in the case of the Si(111)-.2� 1/ and Ge(111)-
.2� 1/ surfaces), with the empty one just in the middle
of the gap; in the case of Si(100), both surface bands
are energetically close to bulk bands.

Regarding the optical properties of this sur-
face, several theoretical works, performed at different
stages of approximation (DFT, GW, BSE), reported
a strong anisotropy of the surface dielectric func-
tion for light polarized along and perpendicular to the
dimer rows [20.76, 98]. Figure 20.22 reports results ob-
tained from DFT-IP, GW-IQP, and BSE simulations
(see [20.140] for more details). In the top panel (DFT-
IP level), we see that two peaks (A and B), at 2.4 and
3 eV, which are due to surface-state to surface-state
transitions, are present only for light polarized along
the dimers (full lines) while for light polarized per-
pendicular to the dimers (dashed lines) the absorption
onset occurs at 3:8 eV. On the central panel (self-energy
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Fig. 20.22a–c Imaginary part of the surface dielectric
functions of C(100)-.2� 1/ computed for light polarized
along the dimers (solid lines) and in the perpendicular
direction (dashed lines), computed at different levels of
theory: (a) DFT-IP, (b) GW, and (c) GW (self-energy) +
LFE (local-field effects) + BSE (excitonic effects). An ar-
tificial broadening of 0:1 eV has been used

effects included) we observe that the GW dielectric
functions are essentially blue shifted by about 1:9 eV
with respect to the DFT curves. Finally, on the third
panel, when the e–h attractive interaction (W) and the
local field effects ( Nv ) are included through the solution
of the Bethe–Salpeter equation, the surface dielectric
function is redshifted by about 1 eV, and a significant
shape and intensity modification is observed.

In Fig. 20.23, the RAS theoretical and experimental
spectra are reported, the former at the BSE level of ap-
proximation, showing how the inclusion of local-field
and excitonic effects provides a good agreement with
experimental data. The inclusion of the electron–hole
interaction in the calculation has dramatic effects: two
strongly bound excitons (Aexc and Bexc in Fig. 20.23)
develop from the corresponding one-particle transitions
([20.139, Fig. 3]). Good agreement with the experimen-
tal RAS curve behavior is also obtained in the region of
interband transitions, with a deep negative contribution
above 4:5 eV. This can be explained by the formation
of bound excitons (with a binding energy of 0:9 eV),
which induces a transfer of oscillator strength to lower
energies for light polarized parallel to the dimers with
a consequent depletion at higher frequencies.

The importance of excitonic and local-field effects
in this surface is also clearly visible in the EELS
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Fig. 20.23 RAS signal of the C(100) surface, calculated
including excitonic, self-energy, and local-field effects
(dashed line), compared with the experimental spectrum
(solid line). Aexc;Bexc indicate the two bound excitons cor-
responding to the two one-particle transitions indicated
with labels A and B in Fig. 20.21 (Reprinted with per-
mission from [20.139]. Copyright (2005) by the American
Physical Society)

spectrum [20.140]. Figure 20.24 reports the theoreti-
cal EEL spectra, obtained including many-body effects
(Fig. 20.24b), are compared with the experimental
data [20.153] (Fig. 20.24a). The experimental loss func-
tion is characterized by three main peaks located at 3.5,
4.7, and 5:9 eV. One can see that the agreement of the
theoretical results with the experiment is reasonably
good (Fig. 20.24b). The lowest energy double-peak
(centered around 3:5 eV) is due to the excitation of the
surface-state excitons, appearing at 3.1 and 3:8 eV in
the surface dielectric functions; the calculated double
peak corresponds well to the asymmetric experimen-
tal structure around 3:4 eV. The calculated structure at
about 5 eV is due to surface state to surface state transi-
tions, and the higher structures are mixed surface state
to bulk state transitions.

In the interpretation of semiconductor surface op-
tical data there has been a persistent discussion about
the role of local-field effects. In fact, it is generally
supposed that they are more important at the surface
than in the bulk due to an increased inhomogeneity of
the charge density, but due to the complexity of the
problem, frequently these effects were studied by mod-
eling the surface by a lattice of polarizable point atoms.
In fact, the C(100) surface is an example where the
optical anisotropy observed can be mainly attributed
to the importance of local-field effects. Keeping in
mind the atomic geometry of the surface reconstruc-
tion, it is clear that along the [011] direction, parallel
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Fig. 20.24a,b
Electron energy-
loss spectrum of
C(100)-.2� 1/.
(a) Experimental
data [20.153].
(b) Theoretical
spectrum including
excitonic effects

to the dimers (and perpendicular to the dimer rows),
wide vacuum regions between the surface atoms are
present, while in the [0N11] direction (which is the di-
rection of the dimer rows) the atomic distances are
similar to the bulk ones. In other words, the electric
field for light polarized along [011] undergoes a sur-
face distortion, such as to keep, according to Maxwell’s
boundary conditions, its electric displacement constant

within the dimer rows and in between them. This can
induce a strong reduction of the electric field within
the dimer rows, and hence of the dielectric response
for light polarized along the dimers ([011] direction).
A similar anisotropic behavior of local-field effects (the
so-called depolarization effect) has been observed in
other strongly anisotropic systems like nanowires and
nanotubes [20.154].

20.7 Concluding Remarks

We conclude this chapter with some comments on the
practical challenges that face researchers in the field of
surface interband excitations and mention some open
questions.

First of all, we note that most of the systems dis-
cussed in this chapter correspond to relatively simple
surfaces with small unit cells. Real surfaces can be
much more complex, however. Even low-index sur-
faces can have huge unit cell reconstructions (e.g.,
Si(110)-.16� 2/ and Si(111)-.7� 7/), vicinal surfaces
like Si(557), adsorbate-stabilized nanostructured sur-
faces such as Ge(100):Au, and large systems containing
d or f orbitals present an even tougher challenge. Other
aspects of complexity derive from phenomena such
as mixed domains, strain, surface charging, defects,
and dislocations. Computation of optical properties in
such systems can generally only be described using the
simplest ab-initio approach, i.e., at the DFT-IP level,

since self-energy calculations and the inclusion of exci-
tonic and local-field effects become prohibitively heavy
for slabs with hundreds of atoms inside large super-
cells. Other effects (strain, for instance, can penetrate
hundreds of atomic layers) simply lie beyond any cur-
rent ab-initio approach. However, we have seen that
even in some of the simplest structures, the anisotropy
of localized states make the DFT-IP approach unre-
liable. In these cases, the combined effects of quasi-
particle, excitonic, and local-field corrections must be
included in the description of the optical spectra. We
expect that these phenomena may become even more
important in highly nanostructured surfaces. Promis-
ing attempts have been made to avoid using GW and
BSE using hybrid DFT functionals [20.117, 119], and
fast and accurate TDDFT kernels (bootstrap kernels)
may offer an alternative solution. The accuracy of
these methods in surface systems, with respect to more
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accurate GW-BSE approaches, needs to be carefully
tested.

Another difficult task is the separation of the bulk
and surface effects in the optical properties, due to the
presence of bulk-like interband signals that are shifted
or modified in shape by the presence of the surface.
These effects can arise from interband transitions in-
volving deep surface resonances or bulk states termi-
nated at the surface, and often this identification remains
a challenge. Although attempts have been made to un-
derstand the derivative-like signals, as in the spectra
around E1 and E2 [20.155], respectively, at 2:6�3:0 and
4:5�4:7 eV in GaAs(110) [20.156], a microscopic un-
derstanding in terms of surface geometry is lacking.
Another point is the effect of the use of finite slabs to
model the surface-bulk systems. Although computation
of optical spectra has a more critical dependence on
the slab size thickness than, say, electron spectroscopy,
there is no need to move beyond the slab model toward
semi-infinite models in the computation of interband
transitions if adequately thick slabs are used.

With regard to specific systems, a case that still
seems unsolved is the (111) surface of diamond. Af-
ter cleavage, the surface is not reconstructed, as the
surface dangling bonds are mostly saturated by hydro-
gen atoms. After annealing at 700K, hydrogen desorbs
and the surface forms a .2� 1/ reconstruction. Total
energy calculations indicate a Pandey chain geometry
with no buckling and no dimerization as the most stable
structure for the clean surface. In DFT-LDA calcula-
tions, this flat geometry gives origin to two surface
bands nearly degenerate along the NJ– NK direction of the
C(111)-.2�1/ surface Brillouin zone. However, experi-
mental RASmeasurements show a peak extending from
1.1 to 2:8 eV with a maximum at 1:47 eV [20.157].
The experimental studies have been continued more
recently [20.158], considering also the modifications
of the RAS spectra induced by oxygen adsorption,
comparing the shapes of surface spectra at the three
(111)-.2� 1/ surfaces of C, Si and Ge, and their be-
havior upon adsorption, confirming for C the previous
results and a shift similar to Si and reduction of the peak
strength with oxygen uptake.

Calculation of GW corrections at the lowest level
of approximation does not significantly open the gap
along NJ– NK even if the effect is stronger elsewhere in
the Brillouin zone. Inclusion of BSE corrections goes
in the opposite direction and reduces the excitation
energy. A detailed analysis [20.122] showed that the
shape and location of the experimental peak can be ob-
tained, if excitonic effects are included, only with an

artificial opening of the gap by 1:8 eV. Further theoret-
ical work [20.159] addressed this point, confirming the
discrepancy between theory and experiments (always
assuming this ideal flat surface reconstruction and the
absence of defects in the theoretical computation). It
has been suggested that the presence of low hydrogen
contamination, defects, steps, and terraces could be re-
sponsible for the opening of the gap. A more accurate
analysis is required, in both experiment and theory, to
understand to what extent the interband excitations are
due to the geometry of the clean surface, or to the pres-
ence of bonded hydrogen atoms and other surface steps
or defects.

Thus, it is clear that even the simplest systems
need further study. It is not surprising that another such
surface presents aspects still to be clarified: the highly-
studied Si(111)-(2� 1) surface (now 40 years under
investigation!). From a theoretical point of view, despite
the very small difference in the total energy values of
the two geometries, the energetically most stable recon-
struction should be the negative buckling Pandeymodel,
as obtained in the case of Ge. Experimentally, instead,
the positive buckling isomer is seen, with the former
occurring just in hyperdoped silicon samples. Again,
the presence of defects, steps, and terraces could sta-
bilize the positive buckling and be responsible for the
observed preference. We have seen that the RAS spectra
corresponding to the two geometries are significantly
different, and this, in conjunction with other experimen-
tal local probes, can offer further tools of investigation.

To conclude, we note that 50 years of experimen-
tal study of surface optical properties, together with
the development in the last four decades of theoretical
methods well beyond the DFT-IP picture, have pro-
vided reliable tools for understanding surface interband
excitations. Despite the technical difficulties present
both in experiment and theory, it is now possible to
describe the connection between surface interband tran-
sitions and the surface geometry to a high degree of
sensitivity (including, as we have illustrated, details of
the surface structure, stoichiometry, and composition).
Real surfaces, featuring more complex geometries and
morphology, will soon be accessible in the near future
through combined experimental and theoretical studies,
while simpler problematic cases still invite further in-
vestigation.
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Part E is devoted to surface magnetism. Because trans-
lational invariance in the direction normal to the surface
is broken at the surface itself, and due to the low di-
mensionality, broken bonds, and reduced coordination
associated with surfaces, the magnetic properties of
a surface or thin film may differ substantially from
those of the same material in bulk form. On the other
hand, a surface is also a template that can be used to
grow magnetic nanostructures for magnetic memories.
For the latter application, one has to keep in mind that
the magnetic properties of the clusters depend on the
magnetic coupling with the support. Decoupling from
a metal substrate can be realized with ultrathin ox-
ide films. A wide set of applications can be foreseen,
covering information technology (data storage, pro-
cessing, sensing), energy harvesting, power conversion
(thermoelectric and spin-motive devices), and medicine
(nanoparticles for drug targeting and hyperthermia).

Chapter 21 provides a pedagogic and broad in-
troduction to surface magnetism starting from the

fundamental concepts of the band structure model,
which can be used to explain spin and orbital mag-
netic moments, exchange interactions, and magnetic
anisotropy in low-dimensional structures. Solid sur-
faces, thin films, and noncollinear spin configurations
including one-dimensional atomic chains and single-
atom magnets are addressed. The latter represent mag-
netic structures at the ultimate size limit.

Chapter 22 focuses on the magnetic properties
of transition metal oxide surfaces and thin films.
After establishing a framework that distinguishes
magnetic metal oxides from metallic magnetic ma-
terials, the chapter describes experimental methods
that are used for sample preparation as well as to
characterize the surface geometries and magnetic
properties of these materials. Oxide/metal interface
engineering through the use of buffer layers is cov-
ered as well. In the final section of the chapter, the
interplay between magnetic and chemical properties is
discussed.
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21. Magnetic Surfaces, Thin Films and Nanostructures

Pietro Gambardella, Stefan Blügel

This chapter presents a pedagogical overview
on fundamental aspects of surface and inter-
face magnetism that have implications for the
understanding of a broad variety of nanoscale
magnetic and spintronic phenomena. We intro-
duce general concepts derived from electronic
band structure models to explain the evolution
of the spin and orbital magnetic moments, ex-
change interaction, and magnetic anisotropy in
low-dimensional structures. Trends due to the
reduced symmetry and atomic coordination are
emphasized, including the effects of spin–orbit
coupling and the Dzyaloshinskii–Moriya interac-
tion. We present spin Hamiltonian models that
capture the collective behavior of a magnetic lat-
tice and enable the description of the low-energy
spin excitations as well as of the onset of mag-
netic order as a function of temperature in systems
of arbitrary size and dimension. Finally, we illus-
trate the magnetic behavior of exemplary surface
systems, such as the surfaces of bulk crystals, ul-
trathin films, non-collinear spin structures, and
atomically engineered spin networks, including
one-dimensional atomic chains and single-atom
magnets.
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Surface magnetism is a vast subject that has ramifi-
cations in several areas of condensed matter physics,
materials science, and nanotechnology. Because the
surface is what we can see and touch of a magnet,
one could argue that the study of surface magnetism
is as old as magnetism itself. However, the recogni-
tion that the surface properties of magnets are distinct
from those of the bulk came relatively late, thanks to
the work of Louis Néel, Francis Bitter, and others in

the second half of the twentieth century. Starting in
the 1970s, the development of increasingly sophisti-
cated and reliable surface preparation methods, as well
as of sensitive analysis techniques, revolutionized the
field and brought surface magnetism to the forefront of
fundamental and applied research. Today, the study of
surfaces and interfaces overlaps with the fields of nano-
magnetism and spintronics, forming one of the most
lively areas of magnetism.
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Surfaces have a dual nature. On the one hand, a sur-
face represents the abrupt termination of a bulk crystal.
As such, one may expect that the properties of a magnet
will change in the proximity of the uppermost surface
layers due to the reduced atomic coordination. On the
other hand, a surface is a platform that can be used
to fabricate and manipulate magnetic nanostructures.
By using physical vapor deposition methods, such as
molecular beam epitaxy or sputtering, and either top-
down or bottom-up patterning techniques, structures of
almost arbitrary shape and composition can be assem-
bled. These structures present magnetic and electronic
properties that do not exist in the bulk. Such a diver-
sity of nano- and heterostructures underpins a wide
spectrum of applications, ranging from information
technology (data storage, processing, sensing) to en-
ergy harvesting, power conversion (thermoelectric and
spin-motive devices), and medicine (nanoparticles for
immunoassays, drug targeting, and hyperthermia).

The theoretical approaches used to predict and de-
scribe the magnetic properties of surfaces are based
on either itinerant electronic band structure models ex-
tended from the bulk to low-dimensional systems or
ligand field models extended from few atoms to struc-
tures of increasing size. As is typical in the description
of correlated electron systems, the choice of one ap-
proach or another largely depends on the degree of
electron localization as well as on the phenomena un-
der investigation. In magnetic metals, for example, the

unpaired electrons in the outer shells of the magnetic
atoms are neither fully itinerant nor fully localized,
which results in a rich variety of electronic and mag-
netic effects.

Despite this diversity, most of the peculiar features
of surface magnetism can be attributed to a few ba-
sic facts, namely the change of the atomic coordination
number and symmetry breaking. The purpose of this
chapter is to present a pedagogical overview of these
effects, focusing on ground-state properties such as the
saturation magnetization, magnetic anisotropy, and crit-
ical temperature, as well as on the behavior of magnetic
atoms in different coordination environments. The em-
phasis is on metal systems, but many of the concepts
introduced here are general and can be extrapolated to
insulators, semiconductors, and two-dimensional ma-
terials. Nonequilibrium effects, such as magnetization
dynamics, magnetotransport properties, and voltage- or
current-inducedmagnetization switching, are not treated
explicitly. For a detailed description of these topics,
we refer to more extensive reviews on ultrathin metal
films [21.1–9], multiferroic heterostructures and oxide
interfaces [21.10–12], magnetic clusters and nanopar-
ticles [21.13–16], and single atoms [21.17–21]. Com-
prehensive reviews also exist on nonequilibrium effects
such as spin dynamics in confined geometries [21.22–
25], ultrafast magnetism [21.26], magnetotransport phe-
nomena [21.27–32], as well as current-induced spin
torques and magnetization switching [21.33–35].

21.1 Fundamentals

This section provides an overview of the theoretical
concepts used to predict and analyze the magnetic
ground state of surfaces and low-dimensional struc-
tures. The magnetic ground-state properties are
determined by (i) the formation of local moments of
different sizes, (ii) the interactions responsible for
magnetic order as well as for the magnetic coupling at
interfaces or across spacer layers, and (iii) the magnetic
anisotropy energy, which couples the direction of the
magnetization to the lattice and determines the easy
and hard axes of magnetization. Table 21.1 compares
the magnetic energies involved in (i)–(iii) with the
structural and compositional ground-state energies of
typical transition metals. From the relative importance
of the different energies, it is evident that the forma-
tion of local magnetic moments has a considerable
influence on the stability and structural arrangement
of surfaces and interfaces. Since the local moments
may change quite substantially in different coordina-

tion environments, materials with new and unknown
phases [21.36], crystal structures, and magnetic struc-
tures [21.37] are to be expected. The anisotropy energy
is a rather small quantity, being energetically nearly
decoupled from the rest, but it has a strong influence on
the stability and finite-temperature properties of thin
films and nanoparticles. An important point related to
(i) and (ii) is that the broken inversion symmetry of

Table 21.1 Typical ground-state energies for 3d metal films

Property Energy
(eV=atom)

Cohesive energy 5.5
Local moment formation 1.0
Alloy formation 0.5
Magnetic order 0.2
Structural relaxation 0.05
Magnetic anisotropy 10�4�10�2

Property Energy
(eV=atom)

Cohesive energy 5.5
Local moment formation 1.0
Alloy formation 0.5
Magnetic order 0.2
Structural relaxation 0.05
Magnetic anisotropy 10�4�10�2
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surfaces and interfaces, which is common to all nano-
structures, gives rise not only to the well-known sym-
metric Heisenberg exchange interaction but also to anti-
symmetric exchange, viz. the so-called Dzyaloshinskii–
Moriya interaction (DMI), which favors non-collinear
spin alignment (Sect. 21.1.6). Depending on the
strength of the DMI, chiral or vortex-like spin structures
such as spirals and skyrmions can emerge in thin mag-
netic films deposited on nonmagnetic substrates. Pre-
dicting the magnetic ground state of a low-dimensional
magnetic system is therefore a highly nontrivial prob-
lem.

Historically, itinerant models of magnetism based
on ab initio band structure calculations have been used
to predict the magnetic ground state of metallic ferro-
magnets and antiferromagnets at zero temperature. On
the other hand, the magnetism of complex spin struc-
tures, stemming from either itinerant or localized spins,
has been almost exclusively discussed within the frame-
work of spin lattice Hamiltonians, such as the Heisen-
berg and Ising models. Due to necessity of taking spin
fluctuations into account, the temperature dependence
of the magnetization has also been treated using spin
lattice models. More recent approaches map the results
of ab initio calculations onto Heisenberg-type Hamilto-
nians to study the thermodynamical properties of bulk
and low-dimensional magnets [21.38]. In the follow-
ing, we give a basic introduction to both itinerant and
localized models of magnetism with an emphasis on
dimensionality effects relevant to understanding the be-
havior of surfaces and nanostructures.

21.1.1 Stoner Model

This subsection focuses on the dimensional aspect
of itinerant magnetism, in particular of those sys-
tems including d electrons, as relevant for the mag-
netic ground-state properties of metallic surfaces, het-
erostructures, and nanoparticles. Considering the vast
number of possible systems, which grows quickly with
the types of constituent atoms, the surface and inter-
face orientation, the chemical and structural roughness
at interfaces, and the electronic nature of the substrate
(metal, semiconductor, or insulator), an exhaustive re-
view of such effects is impractical. Instead, we discuss
chemical trends for transition metals to develop an in-
tuition of the dimensional aspects that influence the
magnetic behavior of metallic surfaces, interfaces, mul-
tilayers, ultrathin films, and magnetic clusters deposited
on surfaces. The simplest low-dimensional systems are
isolated atoms, whose spin moments as a function of the
number of d electrons are well described by Hund’s first
rule: the spins of all electrons in an atom are aligned
parallel to each other as long as no quantum state is

Ti V Cr

Atom

Bulk

Mn Fe Co Ni

Local moment (μB)

5

4

3

2

1

0

Fig. 21.1 Local magnetic moments of isolated 3d atoms
(empty squares connected by dashed line), ferromagnetic
(solid squares connected by solid line) and antiferromag-
netic (diamonds connected by dotted line) 3d bulk metals.
The magnetism of the atom includes only the moment due
to the d electrons. For the bulk metals, the experimental
spin moments are shown

occupied more than once. Thus, nearly all of the 30
transition-metal atoms have magnetic spin moments.
The largest possible d moments occur at the center of
each series, i.e., 5�B for Cr and Mn in the 3d series.
On the other hand, it is well known that only 5 of
the 30 transition metals remain magnetic in their bulk
crystalline phase: Co and Ni are ferromagnetic, Cr is
antiferromagnetic, and Mn and Fe are ferromagnetic or
antiferromagnetic depending on their crystal structure
(Fig. 21.1). Low-dimensional transition metals should
fall in between these two extremes. Also, systems that
are nonmagnetic as bulk metals may be magnetic at the
surface or as nanostructures.

Spontaneous magnetic moments in itinerant elec-
tron systems form due to the repulsive electron–electron
interactions and Pauli exclusion principle, which fa-
vor either parallel or antiparallel alignment of the spin
moments on neighboring lattice sites. Elements in the
first half of the 3d series, if magnetic such as Cr and
Mn, tend to develop antiferromagnetic exchange inter-
actions. This is because the d-states at the bottom of
the band have bonding character and singlet-like wave-
functions, with large amplitudes between atomic sites.
As the electrons are more likely to be found close to
each other, Pauli’s exclusion principle forces their spins
to be antiparallel. Elements in the second half of the 3d
series, such as Fe, Co, and Ni, on the other hand, tend
to develop ferromagnetic exchange interactions. This is
because the wavefunctions in the upper half of the d-
band have predominantly antibonding character, with
a node between atomic sites. As a result, the d elec-
trons are more localized, with a tendency to align their
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spins parallel to each other. Exchange is usually intro-
duced into band structure calculations by means of an
exchange–correlation potential, which shifts the energy
eigenvalues by a constant amount .1=2/ImS, where
mS is the local spin magnetic moment given by the
integral of the magnetization density over the atomic
unit cell and I is the exchange integral (the Stoner pa-
rameter). In the rigid band approximation, the energy
eigenvalues for spin up (") and spin down (#) electrons
are thus given by

"";#� .k/D "0�.k/
1

2
ImS ; (21.1)

where "0�.k/ is the energy dispersion of the electron
states in the absence of exchange, k is the electron’s
wavevector, and � is a band index. The densities of
states (DOS) n";#.E/ are also shifted compared with the
DOS n0.E/ of the nonmagnetic metal

n";#.E/D
X

�

Z

BZ

ı
�
E� "";#�

	
dkD n0

�
E˙ 1

2
ImS

�
;

(21.2)

where the integral is over the Brillouin zone. From
(21.2), one obtains the number N of electrons and mS

as the sum and difference, respectively, of the occupied
spin-up and spin-down states integrated up to the Fermi
energy EF,

N D
EFZ �

n0
�
EC 1

2
ImS

�
C n0

�
E� 1

2
ImS

��
dE ;

(21.3)

mS D
EFZ �

n0
�
EC 1

2
ImS

�
� n0

�
E� 1

2
ImS

��
dE :

(21.4)

Equations (21.3) and (21.4) can be solved self-
consistently with the condition of charge neutrality that
determines N, thus EF gives nonmagnetic solutions
mS ¤ 0 only if the so-called Stoner criterion is satisfied,
namely

In0.EF/ > 1 : (21.5)

The Stoner criterion is thus an instability condition that
expresses the competition between the exchange inter-
action that drives the system into ferromagnetism for
large I and the kinetic energy of the electrons. The ki-
netic energy increases if the system becomes magnetic,
as exchange splitting raises the energy of the spin-down

(minority) states above EF. However, if n0.EF/ is large,
a large gain in exchange energy can be realized for rel-
atively little cost in kinetic energy. The rigid band shift
exemplified in (21.1) is a simplified model that works
well for small values of the exchange splitting energy
ImS, as is the case for bulk ferromagnets. Although de-
viations can be found for thin films, as the magnetic
moments and thus the exchange splitting are large, this
model provides a good basis for discussing trends in
magnetic moment formation across the Periodic Ta-
ble as well as dimensionality effects. Moreover, the
Stoner criterion can be generalized to antiferromagnetic
as well as non-collinear spin structures by introducing
a staggered susceptibility�q that describes the tendency
to form a frozen spin wave of wavevector q and is pro-
portional to the local DOS, which favors the formation
of stable moments for I�q.EF/ > 1 [21.6].

21.1.2 Role of the Coordination Number

The exchange integral I is an intra-atomic, element-
specific quantity that, in the simplest approximation, is
independent of the local environment, the structure, and
the site of a given atom, e.g., in the surface or bulk. Ac-
cording to Gunnarsson [21.39] and Janak [21.40], the
global trend

I3d > I4d > I5d (21.6)

is found for the exchange integrals of the 3d, 4d, and
5d transition-metal series. Focusing on the d electrons
as those relevant for itinerant magnetism, the DOS de-
pends on both the coordination number Nnn and the
hopping matrix elements hd between the d-states. This
can be understood as follows: The integral of the d-DOS
(corresponding to states with angular momentum quan-
tum number lD 2) is

R
W nl.E/dED 2lC 1, where W is

the bandwidth of the d-states. Thus, in the simplest ap-
proximation possible (i.e., a rectangular-shaped DOS),
one can assume that the local DOS scales inversely pro-
portionally to the bandwidthW ,

n.EF// 1

W
: (21.7)

In the atomic limit, the bandwidth converges to zero,
the Stoner criterion is always fulfilled, and moments
in accordance with Hund’s first rule will be found. In
general, the DOS consists of contributions from elec-
trons in s, p, d, and f states. For transition metals, by far
the largest contribution comes from the d electrons, and
the d–d hybridization determines the shape of the DOS.
Therefore, in the following discussion, we restrict our-



Magnetic Surfaces, Thin Films and Nanostructures 21.1 Fundamentals 629
Part

E
|21.1

selves to d electrons and write

n.EF/� nd.EF/� 1

Wd
: (21.8)

The average local bandwidth Wd.Ri/ for atom i at
positionRi can be estimated in a nearest-neighbor tight-
binding model, applicable for the itinerant but tightly
bound d electrons of transition-metal atoms, as

Wd �Wd.Ri/D 2
p
Nnn.Ri/ hd.Rnn/ : (21.9)

According to (21.9), the bandwidth depends on two
quantities: (a) the hopping matrix element hd of the
d electrons and (b) the number of nearest-neighbor
atoms Nnn (the coordination number). The influence of
these parameters is discussed below.

(a) hd depends on the overlap of the d wavefunc-
tions, decreasing with increasing distance Rnn to the
nearest-neighbor atoms. For a given lattice constant,
hd increases with the extension of the wavefunction or,
equivalently, the number of nodes. Figure 21.2 shows
a schematic of the bandwidths of 3d, 4d, and 5d bulk
transition metals, together with the bandwidths of rare
earths and actinides. In line with the arguments of in-
creasing number of nodes from 3d to 5d wavefunctions,
a clear macrotrend emerges in the transition-metal se-
ries, which can be summarized as follows

h3d < h4d < h5d H)W3d <W4d <W5d

H) n3d > n4d > n5d : (21.10)

5d

Atomic number

W (eV)

20

15
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0

4d

3d

5f
4f

Fig. 21.2 Schematic illustration of bandwidth W of transi-
tion metals together with rare earths (4f) and actinides (5f)
in the bulk phase. The 5f electrons of the early actinides
and the 3d electrons of transition metals from the middle
to the end of the 3d series (Cr to Ni) show itinerant mag-
netism, whereas the late actinides and the rare earths are
best described by a localized electron picture with mag-
netic properties determined, to a good approximation, by
Hund’s rules. The shaded rectangle indicates the region
favorable for band magnetism. Above the rectangle mag-
netism is suppressed, while below the rectangle localized
(atomic) magnetism is preferred

Within each transition-metal series, there exists in ad-
dition a microtrend: due to the incomplete screening of
the Coulomb potential of the nucleus by the d electrons,
the d wavefunctions are more extended at the beginning
than at the end of the series, thus the hopping matrix
element is larger at the beginning than at the end of the
series, which has consequences for the bandwidth W
and DOS n.EF/.

(b) The smaller the value of Nnn, the smaller the
d–d hybridization and the width of the d-bands. Con-
sider, for example, an atom in the environment of
a face-centered cubic (fcc) crystal (Nfcc D 12), in the
(001) surface (N.001/ D 8), in a two-dimensional (001)
monolayer (ML) film (NML D 4), and in a monatomic
chain (Nchain D 2), keeping the nearest-neighbor dis-
tance fixed (Rnn D const) and the bond strength fixed
(hd D const). Under these circumstances, one obtains
for the ratio of the bandwidths

Wchain
d WWML

d WW.001/
d WW fcc

d D 0:41 W 0:58 W 0:82 W 1 ;
(21.11)

or the local DOS

nchaind W nML
d W n.001/d W nfccd D 2:45 W 1:73 W 1:22 W 1 :

(21.12)

The important message of (21.11) and (21.12) is that
the reduction of the coordination number leads to less
d–d hybridization and thus band narrowing, and the
tendency towards magnetism is considerably increased.
The reduction of the coordination number is hence re-
sponsible for the fact that the magnetism is enhanced at
surfaces as compared with bulk, and the magnetism of
ultrathin films should be larger than at surfaces. A nice
manifestation of these arguments is shown in Fig. 21.3a,
where the spin-resolved DOS of single-monolayer Fe
and of a single Fe atom adsorbed on the Au(111) sur-
face are calculated from first principles [21.41]. Clearly,
the width of the 3d-band of the single Fe atom is smaller
than that of the Fe monolayer and much smaller com-
pared with the Au 5d-band, whereas n.EF/ is largest for
the single Fe atom. Accordingly, the spin and magnetic
moments of the single Fe atoms are larger than those
of the Fe monolayer, and both are enhanced relative to
the bulk Fe moments. The arguments put forward here
for the increased ferromagnetism in reduced dimension
can be carried over directly to antiferromagnetism. Ad-
ditionally, one can expect that transition metals, which
are nonmagnetic as bulk metals, will become magnetic
at surfaces or as ultrathin films.

The magnetic properties are expected to depend also
on the surface or film orientation, because along with



Part
E
|21.1

630 Part E Surface Magnetism

–6 420–2–4

a) n↑(E)

μspin (E)

μorb (E)

E (eV)

E (eV)

6

4

2

0

–6 420–2–4

b) Spin integral (μB)

E (eV)

5

4

3

2

1

0

–6 420–2–4

c) Orbital integral (μB)

E (eV)

0.4

0.3

0.2

0.1

0

–0.1

–0.2

–0.3

–6 420–2–4

n↓(E)
6

4

2

0

Fig. 21.3 (a) Spin-resolved DOS of 1ML of Fe=Au.111/ (solid lines) and a single Fe atom on Au(111) (dashed lines)
calculated ab initio using density functional theory. Blue and yellow lines represent the DOS projected on Fe and Au
orbitals, respectively. Supported atoms are treated as a perturbation on the clean surface using a relativistic impurity
Green function formalism [21.42]. (b,c) Spin and orbital magnetic moment per Fe atom as a function of energy relative to
the Fermi level. Note that the spin moment is maximum and the orbital moment is minimum at E��1 eV, corresponding
to a half-filled d-band, in agreement with the first and second Hund rules. Figure courtesy of Šipr and Minár, based on
calculations reported in [21.41, 43]
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Table 21.2 Coordination number Nnn, interlayer distance t,
point symmetry S, and packing density � (fraction of area
of surface unit cell covered by atoms represented by touch-
ing spheres) for an fcc lattice. Only the three low-index
surfaces, (001), (011), and (111), are considered. a is the
lattice parameter of the simple cubic unit cell

Surface Nnn S t=a �

(111) 9 C3v 0.5774 0.9068
(001) 8 C4v 0.5000 0.7854
(011) 7 C2v 0.3536 0.5554

Surface Nnn S t=a �

(111) 9 C3v 0.5774 0.9068
(001) 8 C4v 0.5000 0.7854
(011) 7 C2v 0.3536 0.5554

a change of the surface orientation goes a change of
the coordination number Nnn (Table 21.2) as well as
a change of the nearest-neighbor distance Rk between
the surface atoms and the distance R? between the sur-
face atoms and the atoms in the next layer. For an fcc
lattice, the (111) surface is the most densely packed
one, leading to the smallest enhancement of the mag-
netic moments. Among the three low-index surfaces
with orientation (001), (011), and (111), the (011) sur-
face is the most open. For the latter, we expect the
largest magnetic moments. At surfaces or ultrathin films
with body-centered cubic (bcc) lattice structure, the
trend should be exactly the opposite. The most densely
packed surface is the (011) surface, for which we expect
the smallest enhancement of the magnetic moments.
The (111) surface is the most open. This surface is al-
ready close to a stepped one.

The coordination number discussed so far is an im-
portant aspect in interface magnetism but not the whole
story. Further important aspects have to be taken into
account to provide a qualitatively correct description of
magnetism at surfaces and interfaces, as described be-
low.

Point Symmetry
The disruption of the translational symmetry perpen-
dicular to a surface or interface reduces the point
symmetry. Degeneracies typical for cubic bulk metals
may be lifted. One example is the threefold-degenerate
t2g orbital, which is split into a twofold-degenerate
state and a nondegenerate state at a (001) surface.
This symmetry breaking induces a splitting or broad-
ening of the DOS and makes magnetism unfavorable.
A famous victim of this scenario is Pd. Bulk Pd has
a large DOS at the Fermi level, which contributes to
a large exchange-enhanced susceptibility. Thus, bulk
Pd is nearly ferromagnetic. The band narrowing ex-
perienced at the surface due to the reduction of the
coordination number should drive the surface of Pd into
a ferromagnetic state, but this is not the case. Instead,
the change of the surface symmetry splits the states at
the Fermi energy, broadens the DOS, and counteracts

the band narrowing. The surface of Pd(001) thus re-
mains nonmagnetic.

Shift of the d-Band Relative to the sp-Band
Compared with an isolated atom, the d electrons in
a solid are in a state of compression. Therefore, their
energy levels are positioned at a much higher energy
than in an atom. At the surface, the charge density of
the d electrons can relax and their energy levels move
downwards, closer to the bottom of the sp-band, lead-
ing to an increase of the number of d electrons. This
downward shift is often facilitated by a significant hy-
bridization of the d electrons with sp electrons or holes
in the case of a transition-metal film deposited on a non-
magnetic metal substrate. As depicted in Fig. 21.4a,
this effects leads to a Lorentzian tail of the DOS. If
this tail is positioned close to the Fermi energy, mag-
netism can be drastically reduced due to the decrease
of the Fermi-level DOS. An example of this effect is
a single Ni monolayer on Cu(100), for which the local
Ni moment amounts to 0:33�B, which is smaller than
the magnetic moment of Ni atoms at the Ni(100) sur-
face (0:72�B). For the same reason, a monolayer of Pd
on Ag(100) is nonmagnetic, whereas small Pd clusters
support the formation of 4d magnetic moments [21.44,
45]. In both cases, we would expect an increase of the
moment due to the reduction of the coordination num-
ber by a factor two when compared with the respective
(100) surfaces. On the other hand, elements at the be-
ginning of the transition-metal series such as V profit
from this effect, and magnetism can appear more likely.

sp–d Dehybridization
The main carriers of itinerant magnetism are the d elec-
trons. In free atoms, the number of d electrons is an
integer. In metallic systems, the number of d electrons
is noninteger and depends on, besides the dominating
d–d hybridization, the hybridization with the s and p
electrons. Due to sp–d hybridization, the d-states below
the Fermi energy are mixed into unoccupied sp hy-
brids, which reduces the number of d electrons in bulk
systems compared with free atoms. If the coordination
number decreases or the nearest-neighbor distance in-
creases, the d-states become more localized, leading to
sp–d dehybridization and a consequent increase in the
occupation of the d-states, as illustrated in Fig. 21.4b.
Surfaces and monolayers, with their smaller coordi-
nation numbers, therefore have a higher number of d
electrons favorable for magnetism.

Charge Neutrality
Local charge neutrality has to be fulfilled to avoid the
appearance of strong Coulomb forces. Band narrow-
ing (at interfaces) automatically means that the number
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Fig. 21.4 (a) Schematic illustration of hybridization of d electrons of a magnetic layer with sp electrons, e.g., of the substrate.
The dot-dashed (solid) line shows the d-projected DOS in the absence (presence) of sp–d hybridization. (b) Schematic illustration
of the role of sp–d dehybridization on the DOS of the d electrons. The integrated density of d-states for the surface is larger
than for the bulk. Note also that the exchange splitting between majority and minority states is larger for the surface because of
the upward shift of the minority DOS. (c) Schematic DOS of a 3d bulk metal, showing the hybridization of states with different
orbital angular momentum quantum number lz. The spin–orbit coupling partially removes the degeneracy between the Clz and
�lz states, inducing a net orbital moment. The dashed line indicates the approximate position of the Fermi level for Fe, Co, and
Ni. (Adapted by permission from [21.46] © APS 1990)

of electrons must change. To avoid charged interfaces,
a realignment of the center of gravity of the bands oc-
curs (Fig. 21.4b). The d band, which moved to lower
energy in order to relax the compression, now moves
upwards again. Due to this upward shift in energy, the
minority and majority electrons depopulate by different
amounts. Together with the change of the number of
majority electrons due to the sp–d dehybridization, this
effect leads to an increase of the magnetic moment. All
together, we find a complex alignment of each band,
which depends on the symmetry of the Bloch wave-
functions.

Strong and Weak Ferromagnets
Strong ferromagnets (magnets with filled majority
band) are less sensitive to changes of the coordina-
tion number and the lattice parameter relative to weak
ferromagnets (magnets with partly occupied majority
bands). Neglecting these interwoven effects has been
a source of confusion in the past. They are readily
included by performing self-consistent first-principles
calculations.

21.1.3 Spin and Orbital Moments

The magnetic moment discussed in the previous sec-
tion, given by (21.4), is clearly a consequence of the im-
balance of spin-up and spin-down electrons caused by
intraatomic exchange–correlation effects and is, there-
fore, a pure spin magnetic moment. The narrowing of

the d-projected DOS as well as the shifts of the cen-
ter of gravity of the majority and minority d bands
with reduced coordination number generally result in an
increase of mS at surfaces and low-dimensional struc-
tures, as seen in Fig. 21.3 for the case of Fe monolayers
and adatoms on Au(111). From atomic physics, more-
over, we know that the total magnetic moment is the
sum of the spin and orbital contributions,mDmSCmL.
In a classical picture, the orbital moment results from
the orbital motion of the electron revolving around the
nucleus. To obtain a finite orbital moment, the sym-
metry in the number of electrons revolving clock- or
counterclockwise must be broken, which we refer to
as broken orbital degeneracy. Generally, three mecha-
nisms can enable such symmetry breaking: (i) Coulomb
correlation effects, as known for single atoms, which
lead to Hund’s second rule, (ii) the spin–orbit interac-
tion, and (iii) the scalar spin chirality ( D Si � .Sj �Sk/,
involving at least three atoms with a non-coplanar spin
texture. The first two mechanisms are ubiquitous and
well characterized [21.47–50]. Mechanism (iii), on the
other hand, is rather new and restrained to non-collinear
spin systems [21.51]. The scalar spin chirality ( orig-
inates from the non-coplanarity between three neigh-
boring spins, and replaces the spin–orbit interaction
in giving rise to an emergent effective magnetic field,
which is the source of topological orbital magnetiza-
tion. Such an effect is present, e.g., in skyrmions, where
the topological orbital magnetization is proportional to
the topological charge of the skyrmion [21.52] and can
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Table 21.3 Local spin (mS) and orbital (mL) magnetic moments in units of �B calculated using the generalized gradient
approximation to density functional theory for Fe, Co, and Ni atoms in bulk crystals (DD 3), unsupported (111) mono-
layers (DD 2), atomic chains (DD 1), and free atoms (DD 0). For the bulk crystals the variation of the orbital moment
with the direction is small, but for films and chains the orbital moments parallel (k) and perpendicular (?) to the film
plane or chain axis are given. The lattice spacing is chosen as if the film or chain had been grown epitaxially on a Pt(111)
substrate

Fe Co Ni
D mS mL mS mL mS mL

k ? k ? k ?
3 2.05 0.05 1.59 0.08 0.62 0.05
2 3.07 0.07 0.10 2.09 0.20 0.19 0.94 0.18 0.14
1 3.22 0.72 0.27 2.32 0.98 0.77 1.18 0.84 0.44
0 4 2 3 3 2 3

Fe Co Ni
D mS mL mS mL mS mL

k ? k ? k ?
3 2.05 0.05 1.59 0.08 0.62 0.05
2 3.07 0.07 0.10 2.09 0.20 0.19 0.94 0.18 0.14
1 3.22 0.72 0.27 2.32 0.98 0.77 1.18 0.84 0.44
0 4 2 3 3 2 3

be comparable in magnitude to the orbital moments due
to the spin–orbit interaction [21.53, 54].

Table 21.3 reports representative values of mS and
mL calculated by density functional theory for struc-
tures of various dimensions (D). In line with the ar-
guments presented in Sect. 21.1.2, we observe that the
spin moment increases in going from 3-D to 0-D struc-
tures as a result of the decrease in coordination number
of the magnetic atoms. The calculations yield very
small bulk orbital moments: mL D 0:05�B, 0:08�B

and 0:05�B for bcc Fe, hexagonal close-packed (hcp)
Co, and fcc Ni. It is well known that the orbital mo-
ments are quenched in the bulk due to crystal-fields
effects. In metals, moreover, the broadening of the 3d
levels due to sp–d hybridization contributes to the si-
multaneous occupation of electronic states with orbital
quantum numbers lz D˙1 and lz D˙2 [21.46, 55], as
shown in Fig. 21.4c. Larger orbital moments are ob-
tained for crystal structures with noncubic crystal-field
symmetry, such as hcp Co, and, more prominently, in
2-D and 1-D structures due to the reduced hybridization
(Fig. 21.3). However, it is important to realize that these
enhanced orbital moments are still significantly smaller
than the corresponding free atom values, as given by
Hund’s second rule (last row in Table 21.3). Note that
first-principles calculations based on local spin density
approximation or the generalized gradient approxima-
tion typically underestimate orbital moments. In litera-
ture, several methods have been discussed to overcome
this problem [21.56–58]; for example, the orbital mo-
ments of bulk magnets increase by about a factor of
2 if Brooks’ orbital polarization is applied [21.59, 60]
and even more in low dimensions [21.61]. A systematic
comparison of density functional theory (DFT) results
for free-standing and Pt-supported Fe and Co mag-
nets in various dimensions using the local spin density
approximation can be found in the works of Komelj
et al. [21.62] and Ederer et al. [21.63].

Despite being smaller than the spin moment, the
orbital moment plays a major role in determining the

preferred orientation of the magnetization in crystalline
as well as low-dimensional structures. At the atomic
level, the coupling between mL and mS is established
by the spin–orbit interaction

Hso D 1

r

dV.r/

dr
.s � l/D .r/s � l ; (21.13)

where V.r/ is the radially symmetric Coulomb poten-
tial, and s and l are the one-electron spin and orbital
angular momentum operators, respectively. Since the
radial derivative of the potential in a crystal is largest
in the vicinity of a nucleus, we can expect that the ma-
jor contribution to the spin–orbit interaction will come
from this region. Furthermore, since for small r the po-
tential will be Coulomb like (V D�.Z=r/), the radial
expectation value of .r/ leads to a material-dependent
spin–orbit coupling constant  that is roughly pro-
portional to the square of the atomic number,  / Z2

[21.64]. The spin–orbit interaction additionally pro-
vides a mechanism to promote the formation of fi-
nite orbital moments in systems in which crystal-field
and hybridization effects would otherwise completely
quench mL [21.46, 48, 49, 55]. In a solid where the
symmetry of the electronic states  i is such that the
zeroth-order orbital moment mL D��B

P
ih ijlj ii D

0, the spin–orbit interaction admixes states that carry no
orbital momentum, e.g., the dxy and dx2�y2 orbitals, such
that their combination forms an orbital moment in the
z direction. In perturbation theory using the first-order
correction for the wavefunctions, the expectation value
of the orbital moment can be written as

mL D��Bhli
D ��B

X

i;j

h ijlj jih jjHsoj ii
"i � "j

� f."i/Œ1� f."j/� ; (21.14)

where f is the Fermi function ensuring that the state  i

is occupied and  j is unoccupied. In a metal where sev-
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eral bands cross the Fermi level EF, it is basically the
sum of all contributions from the bands near EF that de-
termines the orbital moment.

Anisotropy of the Orbital Moment
The dependence of mL on atomic coordination in sys-
tems of reduced dimensionality and interfaces is best
understood in terms of a schematic model that includes
the effects of crystal field, hybridization, and spin–orbit
interaction for the exemplary case of a free-standing
and supported d-metal monolayer [21.49, 50, 65, 66].
Figure 21.5 shows the schematic DOS and crystal-field
splitting of a free-standing Co monolayer and of a sup-
ported Co monolayer on a strongly interacting substrate
such as Pd, Pt, or Au. Following Stöhr [21.66], we
assume that the d-band is substantially exchange split
and more than half-filled, so that the majority band
does not contribute to mL and we only have to con-
sider the partially filled minority band. The d orbitals
at each lattice site experience a crystal field V that leads
to a splitting of these levels. If the surface normal is
assumed to be in the z-direction, the dxy and dx2�y2 or-
bitals will experience a crystal-field splitting 2Vk that
is different from the splitting 2V? of the out-of-plane
dzx, dyz, and dz2 orbitals. In a band picture, these split-
tings can be translated into bandwidths Wk / Vk and
W? / V?. Assuming that the minority band is half-
filled, which is approximately correct for Co, the energy
splittings appearing in the denominator of (21.14) are
"dxy � "dx2�y2 D 2Vk and "dyz;xz � "dz2 D 2V?. Calculating
the matrix elements of the orbital moment operator be-

E Ea)

EF DOS

2V||
2V�

mL
� mL

||

Eb)

 ∆Eex

DOS

2V||

2V�

mL
�

mL
||

Fig. 21.5a,b Schematic spin-resolved DOS and crystal-field splitting of (a) a free-standing Co monolayer and (b) a Co
monolayer supported on Pt or Au. The different crystal-field splitting for in-plane and out-of-plane orbitals leads to
different in-plane and out-of-plane bandwidths. The splittings shown here are representative of electronic states with k
wavevector close to the center of the Brillouin zone. (Adapted from [21.66], © Elsevier 1999)

tween the different d orbitals and using the ratio RD
V?=Vk, (21.14) allows us to calculate the in-plane and
out-of-plane orbital moments [21.65, 66]

mkL D
�B

2Vk

�
3

R
C 2

RC 1

�
and m?L D 4

�B

2Vk
:

(21.15)

Equation (21.15) shows that mkL and m?L are inversely
proportional to the bandwidths of the out-of-plane and
in-plane oriented states, respectively. This result is intu-
itively clear, since, e.g.,m?L originates from the in-plane
motion of the electrons that is favored by the hopping
between the dxy and dx2�y2 states, separated by Vk. The
more these two levels are split in energy, the more diffi-
cult it will be for the electron to circle around the atom
and, therefore, to form an orbital moment.

In the case of a free-standing monolayer (Fig.
21.5a), the strongest electronic interactions are in-plane,
which leads to R< 1 andmkL > m?L . This is also the case
of Co monolayers on weakly interacting substrates such
as Cu. On the other hand, substrates made of heavy el-
ements with rather delocalized 4d and 5d states favor
strong hybridization with the 3d out-of-plane orbitals of
Co, leading to R> 1 and m?L > mkL (Fig. 21.5b). Taking
typical values for 3d-metalmonolayers, viz. a spin–orbit
coupling strength of  � 75meV and bandwidths of
Wk � 3 eV and W? � 2 eV, one estimates orbital mo-
ments of mkL D 0:28�B and m?L D 0:20�B for a free
standing system, in agreement with the ab initio results
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reported in Table 21.3. This simple model thus captures
the main mechanisms leading to the enhancement and
anisotropy of the orbital moment, which, as we shall see
later, plays a fundamental role in determining the mag-
nitude of the magnetocrystalline anisotropy.

21.1.4 Magnetic Anisotropy

The behavior of a magnetic material in an applied field
is typically anisotropic. This means that, besides the
isotropic exchange interaction, there are additional in-
teractions that make the total energy depend on the
orientation of the magnetization with respect to a refer-
ence frame tied to the crystal or the geometrical axes of
the sample. This orientation-dependent energy contri-
bution is called the magnetic anisotropy energy, EMAE.
Without magnetic anisotropy, magnetism would have
been hard to discover and exploit. In some way or an-
other, most applications of magnetic materials hinge on
the fact that it is easier to magnetize a magnet in one
direction than another. Among other things, the mag-
netic anisotropy is responsible for the occurrence of
easy and hard axes, stabilizes magnetic order against
thermal fluctuations in low-dimensional systems where
the exchange interaction alone would not suffice, and
limits the width of a magnetic domain wall. Magnetic
anisotropy, for example, is responsible for the bista-
bility of magnetic domains with uniaxial symmetry,
which allows the two possible magnetization directions
in space to be interpreted in terms of bits 0 or 1 and
makes magnetic materials valuable as storage media.

Phenomenological expressions for the magnetic
anisotropy energy can be obtained by expanding the
free magnetic energy in powers of the direction cosines
of the magnetization along the three coordinate axes
and retaining only those terms compatible with the sym-
metry of the crystal. The magnetic anisotropy energy of
cubic and hexagonal surfaces is usually given as a func-
tion of the azimuthal and polar angles � and 	 of the
magnetization direction relative to the crystal axes x, y,
and z:

1. Tetragonal symmetry: (001) surface of cubic crys-
tals

EMAE D K1 sin
2 	 CK2 sin

4 	

CK3 sin
4 	 cos 4�C : : : (21.16)

2. Orthorhombic symmetry: (011) surface of cubic
crystals

EMAE D K1 sin
2 	 CK01 sin

2 	 cos 2�CK2 sin
4 	

CK02 sin
4 	.10 sin2 � � 3 sin4 �/C : : :

(21.17)

3. Hexagonal symmetry: (111) surface of cubic crys-
tals or (0001) surface of hexagonal crystals

EMAE D K1 sin2 	 CK2 sin4 	 CK3 sin6 	

CK03 sin
6 	 cos 6�C : : : (21.18)

General expressions for EMAE for different crystal sym-
metries are given, e.g., in [21.67, 68]. The anisotropy
constants K1;2;3;::: depend sensitively on the chemical
composition and dimensionality of the system, which
ultimately determine the electronic band structure. The
microscopic origins of the magnetic anisotropy are the
spin–orbit interaction (21.13) and the magnetic dipolar
interaction, which give rise to the magnetocrystalline
anisotropy and shape anisotropy, respectively. Both in-
teractions contribute to the total anisotropy energy

EMAE D EMCACEshape : (21.19)

Magnetocrystalline Anisotropy
The magnetocrystalline anisotropy (MCA) can be ex-
plained by the interplay of crystal-field effects and
spin–orbit coupling. The latter couples the (isotropic)
spin moment to the (anisotropic) orbital moment, which
is determined by the symmetry and type of the partially
filled orbital states at the magnetic ion’s site (21.15).
The relationship between the MCA energy and mL can
thus be exemplified by means of the perturbation model
presented in Sect. 21.1.3 [21.49, 50, 65, 66]. In the ab-
sence of spin-flip terms (i.e., when the majority and
minority band are well separated by the exchange inter-
action), the spin–orbit coupling changes the total energy
in second-order perturbation theory as [21.50]

hHsoi D
X

i;j

jh jjHsoj iij2
"i � "j f."i/Œ1� f."j/�

/ � 

4�B
bs �
�
m#L �m"L

	
; (21.20)

wherebs is the direction of the spin moment, and m#L
andm"L are the orbital moment vectors of the spin-down
and spin-up bands, respectively. If the spin-up band is
completely filled, the energy hHsoi is proportional to
the size of the orbital moment. EMCA is the difference
of hHsoi for two different magnetization directions and
is therefore proportional to the anisotropy of the orbital
moment,

EMCA D hHso.bsk/i� hHso.bs?/i
/ � 

4�B

�
mkL�m?L

	
: (21.21)

This relationship between orbital moment anisotropy
and MCA was first derived by Bruno [21.49] and has
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Fig. 21.6 Values of magnetocrystalline anisotropy energy
per Co atom in a 3-D hcp crystal, 2-D monolayer film
on Pt(111), and 1-D monatomic chain on Pt(997), and
as 0-D single atoms on Pt(111). (Adapted by permission
from [21.72, 73], © SpringerNature 2003)

been experimentally verified in 2-D thin films [21.69–
71] as well as in 1-D and 0-D systems [21.72–74].
According to (21.21), the easy axis of magnetization
is the direction with the largest mL. The magnetic
anisotropy energy is thus the energy cost required to ro-
tate the magnetization away from the easy axis, which
can be visualized as the torque exerted by the orbital
moment on the spin moment during the rotation of the
magnetization [21.75].

In 3-D cubic crystals, mL is very small and nearly
isotropic since all the d orbitals have balanced˙lz con-
tributions. The MCA energy is consequently small: on
the order of 0:005meV=atom in bulk fcc metals such as
Fe and Ni, and about 0:05meV=atom in crystals with
uniaxial symmetry such as hcp Co. Low-dimensional
systems, however, present strongly enhanced orbital
moments due to the broken symmetry and reduced
atomic coordination [21.69, 72–74, 76–78]. The MCA
thus increases quite spectacularly in these systems,
with typical values of 0:1�1meV=atom in 2-D lay-
ers, and 1�10meV=atom in 1-D and 0-D nanostruc-
tures (Fig. 21.6). The anisotropy of the orbital moment
also explains the emergence of perpendicular magnetic
anisotropy in thin films, as obtained from (21.15) and
(21.21) in the limit of strong substrate hybridization
(R> 1, see Fig. 21.5b).

Shape Anisotropy
In contrast to the MCA, the shape anisotropy is a non-
relativistic effect that originates from magnetostatic
dipolar interactions. This anisotropy is closely related
to the demagnetizing field Bdem produced by the spatial

distribution of the magnetization in materials of finite
shape. In uniformly magnetized samples of ellipsoidal
shape, the demagnetizing field can be written as

Bdem D�N�0M ; with Bdem;i D�Nij�0Mj ;

(21.22)

where M is the magnetization, �0 is the magnetic per-
meability of vacuum, N is the demagnetization tensor,
and i; jD x; y; z. As is well known from classical elec-
tromagnetism, Bdem opposes the magnetization inside
a magnet due to the tendency of the dipolar field to
oppose the field produced by neighboring dipoles. If
x; y; z are the principal axes of a sample with ellipsoidal
shape,N is a diagonal 3� 3 matrix with unit trace. The
demagnetizing factorsNxx,Nyy, andNzz have very sim-
ple expressions in a 2-D thin film (Nxx DNyy D 0, and
Nzz D 1 if the surface normal is along z) and a 1-D wire
(Nxx D 0, Nyy DNzz D 1=2 if the wire axis is along x).
The magnetostatic self-energy associated with the de-
magnetizing field is

Edem D�12
Z

V

M �BdemdV DC1

2
�0

Z

V

M �R�MdV ;

(21.23)

where the integration is performed over the magnet’s
volume V. The magnetization tends to adopt a con-
figuration that minimizes this energy, and the shape
anisotropy is essentially the difference of Edem for
a magnetic body magnetized along two different direc-
tions, e.g., x and z

Eshape D Edem.M k x/�Edem.M k z/
D 1

2
�0.Nzz�Nxx/M

2V : (21.24)

It is easy to see that the minimization of Eshape in
a 2-D magnetic thin film requires M to lie in the
film’s plane, and that the larger the volume (i.e., the
thickness) of the film, the more this tendency will be
accentuated. For bcc Fe, for instance, with a bulk mag-
netic moment of 2:215�B=atom (M D 1:71�106 A=m)
and a lattice constant of 5:42 arb:u:, the effective
shape anisotropy constant Kshape D .1=2/�0M2 is equal
to � 0:140meV=atom (1:8MJ=m3). In bulk samples,
thick films, or polycrystalline layers without a pre-
ferred grain orientation, and patterned nanostructures,
the shape anisotropy is frequently the dominant form
of anisotropy. The minimization of the demagnetizing
energy (21.23) is also the driving force for the sponta-
neous formation of magnetic domains. The structure of
the domains and domain walls, however, is ultimately
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determined by the competition between diverse fac-
tors, including exchange, MCA, and DMI, for which
we refer the reader to specialized monographs [21.79–
81].

Equations (21.22)–(21.24) assume that the magne-
tization arises from a continuous magnetic medium;
therefore, Kshape is the same for all atoms irrespective of
their position. For thin films and wires of a few atomic
layers, however, this assumption is no longer valid. In
such a case, the magnetic dipole–dipole energy has to
be evaluated explicitly instead of Edem. In transition
metals, the magnetization distribution around the atom
is almost spherical and can thus be treated to a good ap-
proximation as a collection of discrete magnetic dipoles
arranged regularly on a crystalline lattice. The dipolar
energy Edip per atom experienced by a dipole at site i
due to the presence of ferromagnetically aligned dipoles
on all other sites j can then be expressed as

E.i/dip.	/D K.i/dip cos
2 	

D 1

2

�0

4 

X

j.j¤i/

mimj

R3
i;j

�
1� 3 cos2 	ij

�
; (21.25)

where 	ij is the angle between the direction of the mag-
netic moment m of the dipoles at sites i or j given
in units of the Bohr magneton �B and the vector Ri;j

connects atoms i and j. The 	 dependence expresses
explicitly the fact that the dipole–dipole interaction
contributes to the magnetic anisotropy. Obviously, in
thin films and wires, the anisotropy energy depends
on the position of the atom i relative to the surface or
wire axis, respectively (in contrast to Eshape). For crys-
talline thin wires and films, the sum in (21.25) can
be evaluated straightforwardly using fast-converging
summation techniques [21.82, 83]. Draaisma and de
Jonge [21.84] have worked out in detail the layer-
dependent dipolar anisotropy K.i/dip. In general, the outer
atoms experience values of Kdip that are appreciably
smaller than those of the inner layers, which finally ap-
proach Kshape. The inner atoms reach 95% of Kshape at
� 15Å below the surface. The exact details depend on
the crystal structure and surface orientation; e.g., a re-
duction between 25 and 45% of Kshape was reported
for a (100)-oriented fcc or bcc monolayer, respectively.
The dipolar interaction is also sensitive to the inter-
face or surface roughness, which is always present on
real films. According to Bruno [21.85], the roughness
gives rise to an effective perpendicular contribution to
the shape anisotropy whose order of magnitude depends
on the parameters characterizing the roughness.

Effective Anisotropy Field
The different sources of magnetic anisotropy add up
and compete to determine the preferential orientation
of the magnetization in a given sample. Consider, for
example, the case of a thin film with uniaxial MCA
given byK1 sin2 	 , where 	 is the angle between the sur-
face normal and the magnetization. If K1 > 0, the MCA
will favor the perpendicular direction. This term, how-
ever, will compete with the shape anisotropy Eshape D
�.1=2/�0M2 sin2 	 that favors the in-plane direction.
The total anisotropy energy per unit volume is therefore

EMAE D
�
K1 � 1

2
�0M

2

�
sin2 	 D Keff sin

2 	 ;

(21.26)

where Keff is the effective anisotropy constant of the
film that determines the in-plane (Keff < 0) or out-of-
plane (Keff > 0) orientation of the magnetization. Note
that, for practical purposes, it is often customary to
define a fictitiousmagnetic anisotropy field BK to repre-
sent the strength of the magnetic anisotropy on an equal
footing with an applied magnetic field. Such a field
is defined by setting EMAE D�.1=2/VM �BK, which,
for a thin film with uniaxial anisotropy along z, gives
BK D�N�0MC .2K1=M/.M � z=M/z.

Temperature Dependence
of the Magnetic Anisotropy

In general, both types of magnetic anisotropy are
temperature-dependent quantities. Whereas the shape
anisotropy simply scales as M.T/2, the MCA has
a more complex temperature dependence (see also
Sect. 21.3.2). Intuitively, a reduction of the MCA is ex-
pected with increasing temperature not only because the
saturation magnetization decreases, but also because
thermal vibrations smear out the effects of the crystal
field. Thus, one expects that the MCA will vanish much
faster than the magnetization as a function of tempera-
ture. Theoretical models of single-ion anisotropies yield
a power law [21.86, 87]

Kl.T/

Kl.0/
D
�
M.T/

M.0/

�l.lC1/=2
; (21.27)

where l is the order of each term in a spherical har-
monic expansion of the MCA energy. In cubic systems,
K contains terms of order lD 4 and the exponent is 10;
in uniaxial systems, K is formed by terms with lD 2,
leading to an exponent of 3. It must be noted, however,
that the MCA of itinerant magnetic systems often de-
viates from this power law; in hcp Co, for example, K1
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(lD 2) changes sign at � 500K, leading to a transition
from uniaxial to easy-plane anisotropy. Furthermore,
(21.27) implies that MCA vanishes at the Curie tem-
perature, which is hard to understand given that the
local magnetic moments survive the ferromagnetic–
paramagnetic transition and the spin–orbit coupling is
independent of temperature. Alternative approaches to
calculate the temperature dependence of the MCA from
first principles are described, e.g., in [21.88–90]. In thin
films, the temperature-dependent effective anisotropy
scales with the film thickness and surface magnetiza-
tion [21.90].

21.1.5 Spin Hamiltonians

Effective spin models have been developed to capture
the microscopic exchange mechanisms among mag-
netic atoms and reduce the problem of modeling arbi-
trary magnetic configurations to the spin degree of free-
dom, whereby the details of the electronic structure are
included into effective exchange parameters. In general,
the Hamiltonian of such a system may contain con-
tributions from the isotropic and anisotropic exchange
interactions, DMI, magnetocrystalline anisotropy, dipo-
lar interactions, as well as the coupling of the spin and
orbital moments to an external magnetic field (Zee-
man interaction). The spins localized on lattice sites
i; j are considered as either classical vectors or quan-
tum operators S, with equal magnitude jSj2 D S2 or
jSj2 D S.SC 1/ on all sites, respectively. Working with
a spin Hamiltonian offers various advantages, as it per-
mits (i) an efficient search for the magnetic ground
state, (ii) the calculation of dynamical properties such
as the magnon dispersion or magnetic excitations, and
(iii) the calculation of thermal properties such as the
critical temperature. One of the most familiar spin lat-
tice models is the Heisenberg Hamiltonian

H D�
X

i;j

JijSi � Sj ; (21.28)

where the exchange interaction between the spins is
isotropic and described by the pair interaction Jij. In
model spin systems, Jij can be safely approximated by
the ferromagnetic (J1 > 0) or antiferromagnetic (J1 <
0) nearest-neighbor (nn) interaction, i.e., Jij D 0 for all
i, j, except for Jnn D J1. Although in magnetic insula-
tors J1 often dominates over the rest of the more distant
pairs, an attempt to reproduce the magnetic complexity
or Tc solely from J1 produces results of limited validity.
In itinerant transition-metal magnets, depending on the
Fermi surface, Jij between distant pairs are required to
model the properties reliably even though J1 is usually
the largest interaction.

The Heisenberg model allows one to construct
a zero-temperature phase diagram of relevant spin states
as a function of the exchange parameters Jij, includ-
ing non-collinear spin states. For example, a spin spiral
state with a propagation vector q in the first Brillouin
zone is a fundamental solution of the Heisenberg model
of classical spins for a Bravais lattice. For such struc-
tures, it is convenient to write the spin on lattice sites in
terms of their discrete Fourier-transformed equivalents

S.q/D 1

N

X

n

Sne�iqRn and J.q/D
X

n

J0ne�iqRn :

(21.29)

Exploiting the translational invariance of the lattice, we
can then rewrite (21.28) as

H D�N
X

q

J.q/S.q/ � S.�q/ ; (21.30)

where we have to ensure that the length of all spins S2n D
S2 is conserved on all sites n. This condition is fulfilled
by solutions of the type [21.91]

Sn D SŒOex cos.q �Rn/C Oey sin.q �Rn/� ; (21.31)

where the unit vectors Oex and Oey are orthogonal to each
other and have otherwise arbitrary directions. Equa-
tion (21.31) describes a spiral spin density wave as
shown in the lower half of Fig. 21.7. A more general
form of spiral spin density waves can be obtained for
a magnetization precessing around a cone with an open-
ing angle # , which can be understood as a superposition
of a flat spin spiral and a ferromagnetic state

Sn D SŒOex cos.q �Rn/ sin#

C Oey sin.q �Rn/ sin#C Oez cos#� ; (21.32)

as shown in the upper half of Fig. 21.7. From (21.30),
one can conclude that the spiral spin density wave with

q

Fig. 21.7 Spiral spin density wave or spin spiral propagat-
ing along the wavevector q. The upper spiral represents
a coned spiral with a cone angle of 45ı; the bottom spiral
represents a flat spiral, with a cone angle of 90ı. Both spi-
rals exhibit a counterclockwise rotational sense expressed
by a chirality vector parallel to the z-axis
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the lowest total energy will be the one with the prop-
agation vector Q that maximizes J.q/. These will be
preferably the high-symmetry points in the Brillouin
zone of q-vectors, and then high-symmetry lines. For
example, if QD 0 maximizes J.q/, the solution cor-
responds to the ferromagnetic state; if QD Oez. =az/
and az is the lattice constant in the z-direction, then the
structure is layered antiferromagnetic in the z-direction.

Exchange interactions beyond the classical Heisen-
berg model, such as biquadratic, four-spin three-site
and four-spin four-site interactions, can be derived from
a perturbation expansion of the Hubbard model [21.92,
93]. Note also that, in recent years, there has been
an effort to develop multiscale approaches to calculate
the material-specific exchange parameters and mag-
netic properties from first principles and map them onto
spin lattice Hamiltonians, thus enabling the modeling of
realistic systems over mesoscopic dimensions [21.6].

21.1.6 Dzyaloshinskii–Moriya Interaction

In 1957, Dzyaloshinskii [21.94] predicted on the basis
of symmetry arguments the presence of a chiral mag-
netic interaction of the form

HDM D
X

i;j

Dij � .Si � Sj/ ; (21.33)

where the Dzyaloshinskii vectorD depends on the sym-
metry of the system and on the direction of the vector
connecting the two sites i and j in real space. This inter-
action is now referred to as the DMI or antisymmetric
exchange interaction [21.95]. Necessary conditions for
the occurrence of the DMI are a structural assymmetry
and a spin–orbit interaction. The strength of D de-
pends also on details of the electronic structure. The
DMI can be understood as the spin–orbit contribu-
tion to the total energy due to a rotating or winding
magnetic structure. The existence of the DMI has far-
reaching consequences. Depending on the sign, the
symmetry properties, and the value of Dij, collinear
ferro- or antiferromagnetic structures become unstable
and are replaced by a non-collinear magnetic struc-
ture with one specific chirality, cD Si �SiC1, either
right-handed (c> 0) or left-handed (c< 0). The DMI
is fundamentally different from the direct, kinetic, or
metallic exchange interactions, which are caused exclu-
sively by the Coulomb interaction. These interactions
are symmetric; i.e., two magnetic configurations with
right-handed ("!) or left-handed (" ) alignment
of the magnetic moments have the same energy. The
nature of the DMI favors non-collinear magnetic struc-
tures and is responsible for weak ferromagnetism, i.e.,
the occurrence of small net magnetic moments in other-

wise antiferromagnetic materials. In the context of bulk
magnetic materials, one may think of hematite (Fe2O3),
a mineral with an antiferromagnet exchange (J < 0),
as an example. The canting angle between neighboring
spins can be estimated from a simple two-site model

HDMI D�JS1 �S2CD � .S1 �S2/ : (21.34)

Assuming that the spins S1 and S2 are located in the
same plane, then the energy depends only on the angle
	 between the antiferromagnetically aligned spins,

ED�JS2 cos. � 	/CDS2 sin. � 	/ : (21.35)

Minimization of this expression yields the equilibrium
canting angle tan. � 	/D�D=J. For atoms in a pe-
riodic lattice, if D is large, spin–orbit energy is gained
by a strong winding (large 	 ) of the magnetic texture.
For small D the period of the winding magnetic texture
becomes large (small 	 ), and may be much larger than
the period of the crystal lattice. In this case one works
with the micromagnetic formulation of the DMI, which
can be found in [21.56].

Since the Dzyaloshinskii vectorD is an axial vector,
HDMI has the most general form of an antisymmetric
tensor of second rank that is second order in spin S.
Typically, the combination of hopping of spin-polarized
electrons and the presence of the spin–orbit interaction
can produce such a term. The microscopic details de-
pend on the specific material system and are described
using different microscopic models. In 1960, Moriya
identified the spin–orbit interaction as the microscopic
origin of the DMI in magnetic insulators by treating
the spin–orbit interaction on top of the superexchange
mechanism [21.96]. Moriya also derived a set of sym-
metry rules that determine under which circumstances
the DMI will occur. These rules are general and apply
also to metallic systems. Considering twomagnetic ions
located at sites A and B, respectively, and the point C
bisecting the straight line AB, the following fiveMoriya
rules are obtained:

(i) When a center of inversion is located at C: DD 0
(ii) When a mirror plane perpendicular to AB passes

through C:

(
D k mirror plane

or D? AB:
(iii) When there is a mirror plane including A and B:

D?mirror plane.
(iv) When a twofold rotation axis perpendicular to AB

passes through C: D? twofold axis.
(v) When there is an n-fold (n 	 2) axis along AB:

D k AB.

The strength of the DMI can be estimated as D/
j.=�E/jJ, where �E is roughly the energy difference
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between the ground states and the first excited states
of the two magnetic ions. The DMI is thus first order
in the spin–orbit interaction, here expressed in terms of
the spin–orbit coupling constant  (Sect. 21.1.3), in con-
trast to the magnetocrystalline anisotropy (Sect. 21.1.4)
that is at least second order. It is thus clear thatDD 0 in
the case of a mirror symmetry or point of inversion be-
tween the two ions. In other words, the DMI exists only
between two different atoms. However, different need
not mean different ion species; it can just mean differ-
ent chemical environments, such as in a bipartite lattice,
where the symmetry of the electronic orbitals changes
between the two types of lattice site.

Today we understand that the DMI (21.33) is
the lowest order chiral interaction in a sequence of
higher-order interactions that are systematically deriv-
able [21.97, 98]. An example are the chiral four-spin
interactions of the type .Si � Sj/.Sk �Sl/ [21.99], which
are necessary to describe the chiral magnetism of Fe
chains on Re(0001). Novel types of interactions are the
topological chiral interactions [21.97], which do not de-
pend on the vector spin chirality cij D Si �Sj but on
the scalar spin chirality (ijk D Si � .Sj � Sk/, that breaks
the time inversion symmetry and causes a topological
orbital moment (Sect. 21.1.3). The interaction of the
topological orbital moments brings about terms of the
type (2ijk and the triple index suggests energy gain not
through the formation of a rotating magnetic structure
but a curved one.

The DMI in metals has been discussed in relation-
ship to different hopping mechanisms using different
microscopic models that go back to Smith [21.100],
Fert and Levy [21.28, 101], and Kanamori and cowork-
ers [21.102]. Fert and Levy [21.101] derived an expres-
sion for the antisymmetric exchange interaction medi-
ated by the Ruderman–Kittel–Kasuya–Yosida (RKKY)
coupling for two magnetic atoms in spin glasses doped
with heavy impurity atoms, i.e., impurity atoms with
a large atomic number and thus a large spin–orbit
interaction. This model is also applicable to mag-
netic adatoms on surfaces, for which the DMI can
be interpreted as an equilibrium manifestation of the
Byshkov–Rashba interaction [21.103–105]. Consider,
for example, a thin magnetic film on a substrate with
the vacuum potential on one side and the potential of
the substrate on the other side. This inversion asym-
metry leads to a gradient of the potential that can
be interpreted to a first approximation as an electric
field normal to the film surface. In the rest frame of
moving electrons, the electric field E appears via the
Lorentz transformation as an intrinsic k dependent mag-
netic field B/ k�E oriented parallel to the film plane,
which then interacts with the spin s of the conduction
electron, giving rise to an additional term in the Hamil-

tonian, similar to (21.13) in the context of spin–orbit
coupling. Here, instead of an orbital motion, a linear
motion of an electron with momentum k in an elec-
tric field oriented along ez is considered. This so-called
Rashba effect [21.106] is described by an Hamiltonian
HR D ˛Rs � .k� ez/, where the strength of the Rashba
parameter, ˛R, is determined, e.g., by the asymmetry of
the wavefunction due to the asymmetry of the poten-
tial or the electric field, respectively, and the spin–orbit
coupling strength  of the electrons involved. The mag-
netic interaction between the localized spins Si at lattice
site i and Sj at lattice site j is caused by conduction
electrons which hop from site i to site j and back. Elec-
trons in a magnetic film propagate in an exchange field
˙1=2ImS (21.1), the bands are exchange split, and the
time-inversion symmetry is lost. Due to the spin–orbit
interaction caused by the Bychkov–Rashba term, elec-
trons experience a kinetic energy with an additional
weak spin-dependent potential which depends on the
propagation direction k of the electrons. Thus, the mo-
tion from site i to j and the back motion from j to i is
slightly different. The same is true for the time-reversed
process, i.e., the electron hopping first from site j to i
and then back. At first sight, both processes look identi-
cal, and indeed both contribute equally to the isotropic
Heisenberg exchange in (21.28). However, the pres-
ence of the spin–orbit interaction in conjunction with
the broken inversion symmetry introduces a complex
phase factor into the conventional hopping between the
sites i and j [21.107, 108]. This factor provides an an-
tisymmetric component to the hopping, such that the
two processes do not cancel out identically [21.109]. In-
stead, it gives rise to a DMI term equivalent to (21.33),
which is proportional to ˛R and falls off almost linearly
with the distance between magnetic and nonmagnetic
atoms. Extending the concept of an electric field orig-
inating from broken inversion symmetry beyond the
simple Bychkov–Rashba model, it has been found that
the DMI in multilayer systems can be related to the
differences in the workfunctions [21.110] or electroneg-
ativies [21.111] of the interface layers. In an atomic
picture, the minimal model that exemplifies such an an-
tisymmetric exchange interaction is shown in Fig. 21.8
and consists of three atoms, at least two of which are
magnetic, representing the magnetic film, while one has
a strong spin–orbit interaction, representing the sub-
strate. Typical values of D for 3d=5d metal interfaces
are in the range of 0:5�2mJ=m2 for magnetic layers
that are about tD 2–6 atoms thick, which corresponds
to � .0:25� 1/tmeV per interface atom. The sign of
D changes between 5d elements in the first and sec-
ond half of the transition-metal layer, reflecting the
sign of the spin–orbit coupling. Interfaces between 3d
metals and oxides, such as Co=MgO and Co=AlOx,



Magnetic Surfaces, Thin Films and Nanostructures 21.1 Fundamentals 641
Part

E
|21.1

S2S1 D12

Fig. 21.8 Schematic diagram of DMI interaction at the in-
terface between a magnetic layer (top) and a heavy metal
(bottom), inducing a canting of spins S1 and S2 on adjacent
lattice sites

also present significant DMI [21.112, 113]. Methods
used to measure the strength of the DMI include field-
and current-driven domain wall displacement measure-
ments [21.114, 115] as well as Brillouin light scattering,
which measures the nonreciprocal propagation of spin
waves [21.116, 117].

Surprisingly, the effects of the DMI on the mag-
netism of surface systems were discovered only re-
cently [21.118]. One reason for this late discovery
is probably that the DMI has traditionally been ne-
glected in the study of metal systems, since most metals
crystallize in structures with centrosymmetric sym-
metry. However, recent studies have shown that the
DMI plays an important role in defining the spin con-
figuration of low-dimensional magnets, such as spin
spirals in 2-D [21.118–120] or 1-D systems [21.121–
123], as well as non-collinear magnetism in 0-D struc-
tures [21.124–126]. This type of interaction is deci-
sive also in defining the chirality of magnetic do-
main walls [21.127–129], in the formation of magnetic
skyrmions (Sect. 21.4) [21.130–137], as well as in the
coupling of nanomagnets at surfaces [21.138].

21.1.7 Critical Phenomena

It is well known that magnetic excitations in itiner-
ant ferromagnets are basically of two different types,
namely Stoner excitations associated with longitudi-
nal fluctuations of the magnetization, and spin-waves
or magnons, which correspond to collective trans-
verse fluctuations of the magnetization direction. Near
the bottom of the excitation spectrum, the density of
states of magnons is considerably greater than that
of Stoner excitations, so that the thermodynamics in
the low-temperature regime is completely dominated
by magnons, while Stoner excitations can be safely
ignored. Thus, it seems reasonable to extend this ap-
proximation up to the critical temperature, to neglect
the Stoner excitation systematically, and to describe the
transversal fluctuations using the Heisenberg model ex-
pressed in (21.28). More advanced theoretical models
adopt this approach by mapping first-principles ex-

change parameters onto Heisenberg-type Hamiltonians
to study the thermodynamical properties of bulk and
low-dimensional magnets [21.139]. Below the critical
temperature, the so-called Curie temperature TC for fer-
romagnets or the Néel temperature, TN, for magnets
with more complex magnetic phases, including anti-
ferromagnets, the spontaneous magnetization remains
finite, while it is zero above TC. The phase transition is
second order; i.e., the spontaneous magnetization Ms,
which is the order parameter characterizing the phase
transition, vanishes continuously at TC. A second-order
phase transition is governed by the principle of univer-
sality, according to which the behavior of the system
close to a phase transition does not depend on the de-
tails of the system itself, such as its material parameters
or geometry, but rather on the symmetry group of the
order parameter and the dimensionality of both the lat-
tice and spin vector [21.140, 141].

Critical Temperature
Within the assumptions of the Heisenberg model, the
magnetic moment at each lattice site is given by mi D
�g�BSi, where g is the Landé g-factor and �B is the
Bohr magneton, and the magnetization is

MD� g�B

NLD

NX

iD1
Si ; (21.36)

where N is the total number of sites in the lattice and LD

(DD 3; 2; 1; 0) is the volume of the lattice. By solving
(21.36) self-consistently in the mean-field approxima-
tion (MFA), one obtains the well-known result

kBT
MFA
C D 2

3
NnnJ1S

2 ; (21.37)

where kB is the Boltzmann constant, Nnn is the coor-
dination number of nearest-neighbor atoms, and J1 is
the interaction strength introduced in Sect. 21.1.5. For
more complex structures, such as a 3-D system exhibit-
ing a helical spin spiral ground state with wavevector
Q, the critical temperature is given by

kBT
MFA
N D 2

3
S2J.Q/ (21.38a)

and

kBT
MFA
C .nn/D 2

3
S2NnnJ1 : (21.38b)

The MFA gives the right proportionality of TC with
respect to the number of neighbors, but it has also
a few deficiencies. Besides overestimating TC for 3-D
systems by about 20%, TMFA

C does not depend on the
lattice structure or the dimensionality of the system.
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These shortcomings can be remedied by treating the
Heisenberg model in the random-phase approximation
(RPA) [21.38, 142], which gives

1

kBTRPA
N

D 3

4

1

NS2

X

q

�
1

J.Q/� J.q/

C 1

J.Q/� 1
2J.qCQ/� 1

2J.q�Q/

!

(21.39a)

and

kBT
RPA
C .nn/D 2

3
S2NnnJ1

8
<̂

:̂

0:660 sc

0:718 bcc

0:744 fcc

: (21.39b)

The RPA gives weight to the low-energy magnon ex-
citations E.q// J.Q/� J.q/ in the summation over all
modes. This provides estimates of TC that are in close
vicinity to those obtained by numerical analysis using
classical Monte Carlo simulations [21.143, 144].

Both approximations show that TC and TN depend
on the number of nearest neighbors; one therefore
expects these critical temperatures to decrease if the di-
mensionality of the system is reduced. However, both
approximations show a qualitatively different behavior
for low-dimensional magnets. The mean-field approxi-
mation overestimates the tendency for long-range order
and always predicts a phase transition to ferromag-
netic order in the Heisenberg model, no matter whether
we have a 1-D, 2-D, or 3-D system, whereas TRPA

C D
0 already for 2-D systems. This is consistent with
the theorem of Mermin and Wagner [21.145], which
states that, in two dimensions, there is no spontaneous
long-range ferromagnetic order for isotropic Heisen-
berg models with a short-range interaction

X

j

Jijr
2
ij <1

at finite temperature. In thin films, however, long-range
order at finite temperature is stabilized by the mag-
netic anisotropy, which is practically always present,
either due to MCA or dipolar interactions [21.146].
The magnetic anisotropy opens a gap 
 in the exci-
tation spectrum of the spin waves, E.q//
C J.Q/�
J.q/, and suppresses low-energy long-wavelength fluc-
tuations which occur at low temperatures. According
to the renormalization group analysis of Erickson and
Mills [21.147, 148], the critical temperature in two di-
mensions, T (2-D)

C , scales as

T (2-D)
C D T (3-D)

C

2

ln

�
3 
4

kBT
(3-D)
C
K

� ; (21.40)
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Fig. 21.9 Critical temperature of a two-dimensional mag-
net as function of the uniaxial anisotropy following
(21.40). The function starts at zero for K D 0. Note its
rapid growth in the vicinity of the origin, as shown in the
inset at magnified scale

where the critical temperature of the three-dimensional
Heisenberg model is renormalized by a logarithmic
factor which depends on the strength of the uniaxial
magnetic anisotropy K (Sect. 21.1.4). This result is dis-
played in Fig. 21.9. TC vanishes in the isotropic limit
(K! 0) in accordance with the Mermin–Wagner theo-
rem. Interestingly, for finite K, there is a rapid increase
of TC, reaching reasonable values, of, e.g., 20% of
the critical temperature in 3-D systems, for anisotropy
values of less than a percent of the ferromagnetic cou-
pling constant. Consider, for example, Fe, with a shape
anisotropy of 0:140meV, which corresponds to 1:63K
on the temperature scale. This is only 0:14% of the
Curie temperature of Fe, T (3-D)

C .Fe/D 1183K, but al-
ready causes a Curie temperature for a Fe film of
T (2-D)
C .Fe/D 0:27T (3-D)

C .Fe/D 320K. A detailed treat-
ment of TC for 2-D monolayers with either out-of-plane
or in-plane anisotropy is presented in [21.146, 149].

Thus, for any finite anisotropy, there is a critical
temperature at which the spin degree of freedom is
frozen, i.e., the dimensionality of the spin is reduced
from three for the Heisenberg model to one, viz. spin
up and spin down. In terms of universality, the Heisen-
berg model with any finite anisotropy value belongs to
the universality class of the Ising model, and the Ising
model shows a phase transition in 2-D.

In 1-D, even the Ising model does not show long-
range order at finite temperature. However, in quasi-1-D
magnetic chains (i.e., chains of finite size), there is a so-
called blocking temperature below which a finite chain
has a spontaneous and remanent magnetization, with
long-range metastable order in the chain (Sect. 21.5).
In reality, this magnetic order is accompanied by a slow
relaxation [21.151]. The relaxation time depends on the
magnetic anisotropy and can be long relative to the ob-
servation time, such that a quasi-1-D chain appears as
a ferromagnet, as verified experimentally [21.72].
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Table 21.4 Critical exponents for the 3-D mean-field approximation, 3-D Heisenberg model (nD 3), 3-D planar (or xy)
model (nD 2), and 3-D and 2-D Ising models (nD 1), where n is the dimensionality of the spin vector. The values are
taken from Rushbrooke et al. [21.150]

MFA 3-D Heisenberg 3-D planar 3-D Ising 2-D Ising
ˇ 1=2 0:35�0:385 1=3 5=16 1=8
� 1 7=5 4=3 5=4 7=4
ı 3 5 5 5 15
� 1=2 0:735 0:67 0:64 1

MFA 3-D Heisenberg 3-D planar 3-D Ising 2-D Ising
ˇ 1=2 0:35�0:385 1=3 5=16 1=8
� 1 7=5 4=3 5=4 7=4
ı 3 5 5 5 15
� 1=2 0:735 0:67 0:64 1

Scaling Laws
Beyond the MFA, the temperature-dependent behavior
of systems described by spin lattice Hamiltonians is
usually derived by means of high-temperature (T / TC)
and low-temperature (T� TC) power series expansions
of the relevant thermodynamic properties [21.152].

High-Temperature Limit. In the vicinity of the criti-
cal point TC, the functions f .T/ of interest are assumed
to have power-law singularities of the form

f .T/� A

�
1� T

TC

���
; (21.41)

where � is the critical exponent and A is called the
amplitude of the singularity. For the saturation magne-
tization, one thus expects

Ms.T//
�
1� T

TC

�ˇ
; for T! T�C ; (21.42)

and Ms.T/D 0 for T > TC. Moreover, as T approaches
TC, the response of the system to an external field is
very large, so that the isothermal magnetic susceptibil-
ity diverges at TC

�.T//
�

T

TC
� 1

���
; for T! TCC : (21.43)

Related to the diverging susceptibility is the correlation
length  , one of the most fundamental features of a crit-
ical point, which also diverges at TC.  defines the range
r over which the magnetic correlations decay, typically
following an exponential function at large r and T > TC:
hM.r/M.rD 0/i / exp.�r=/. It is found that  varies
as

 /
�

T

TC
� 1

���
; for T! TCC : (21.44)

Finally, the application of a magnetic field H induces
a finite magnetization at T D TC and above. The relation
between H and Ms, called a magnetic isotherm, shows
the following critical behavior

Ms.H;TC// H1=ı; for H! 0C : (21.45)

Although there is no proof that such expressions
are generally correct, (21.42)–(21.45) agree with ex-
act solutions, when available, as well as experimental
data [21.153]. Values of the critical exponents ˇ, � ,
�, and ı are reported in Table 21.4 for different lattice
models. In contrast to the MFA, the critical exponents
are independent of the number Nnn of nearest neighbors
because they describe the magnet’s behavior at macro-
scopic length scales, which is dominated by long-range
fluctuations and does not depend on the atomic envi-
ronment. Another notable result of universal critical
behavior is that fluctuations become increasingly im-
portant as the dimensionality of a system is reduced, as
illustrated by the critical exponents of the 3-D and 2-D
Ising model, and by the absence of spontaneous mag-
netic order for the isotropic 2-D Heisenberg model and
1-D Ising model.

Low-Temperature Limit. At low temperature, the
free energy of a magnetic system can be expanded in
ascending powers of the temperature. The expansion
parameter is the dimensionless ratio kBT=J1 or, equiva-
lently (21.39), T=TC. Once the free energy is known,
most of the other thermodynamic quantities of inter-
est can be easily calculated. For a 3-D cubic lattice
of identical spins with isotropic exchange coupling be-
tween nearest neighbors described by the Hamiltonian
in (21.28), Dyson showed that the saturation magneti-
zation in zero external field is approximated by

Ms.T/DMs.0/C a1

�
T

TC

�3=2

C a2

�
T

TC

�5=2

C a3

�
T

TC

�7=2

C a4

�
T

TC

�4

CO
�

T

TC

�9=2

; (21.46)

where the coefficients ai depend on the type of cubic
lattice as well as on the spin value S [21.154]. Such
a power-series development is limited to low temper-
ature (T . .1=4/TC). The behavior of the ferromagnet
in the critical region cannot be determined even if
all terms in the expansion are supposed to be accu-
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rately known, because effects of order expŒ�J1=.kBT/�,
which play a decisive role at temperatures around
the order–disorder transition where kBT / J1, are ne-
glected. Equation (21.46) is derived by a detailed anal-
ysis of the spin wave excitations in a ferromagnet,
considering deviations of the energy spectrum from the
quadratic dispersion law as well as the mutual interac-
tions between spin waves.

The concept of a spin wave (or magnon, the associ-
ated quantized excitation analog to a phonon) is funda-
mental to understand the low-temperature behavior of
any magnetic system. In such collective excitations of
the spin lattice, spins on adjacent sites have nearly par-
allel magnetic moments and the energy cost of a spin
flip / J1 is spread over one wavelength 2 =q, where q
is the wavevector of the spin wave. In the limit of infi-
nite wavelength, a spin wave corresponds to a constant
rotation of all spins that does not change their orienta-
tion relative to each other. As a result, such an excitation
costs no energy. For this reason, spin wave energies can
be very small, on the order of �eV per atom, which
makes them accessible by thermal fluctuations on an
energy scale of kBT down to the lowest temperature.

Spin waves are eigenstates of the Heisenberg
Hamiltonian in (21.28)–(21.30) with eigenvalues

„!.q/D S„2ŒJ.0/� J.q/��Aq2C : : : ; (21.47)

where A is the so-called exchange stiffness parame-
ter, which is a scalar for materials with cubic crystal
structure but may be a tensor otherwise. The above
approximation is valid at small wavevectors and is re-
sponsible for the leading term of order T3=2 in the
low-temperature expansion in (21.46). This term was
first derived by Bloch by assuming that the density of
reversed spins is so small that the interaction between
two or more spin waves can be neglected. Correc-
tions to the quadratic dispersion relationship in (21.47)
are responsible for higher-order terms in the expan-
sion, whereas spin-wave interactions in the spontaneous
magnetization start manifesting themselves only at or-
der T4 [21.154]. This result can be explained by con-
sidering that spin waves excited at low temperature
have long wavelengths and are basically coherent small-
amplitude movements of a great number of atomic
spins, such that mutual disturbances due to the over-
lapping of spin waves at the same atomic site are very
small.

At finite temperature, all thermodynamic quantities,
including the magnetization, must be calculated from
a statistical average of the ground state and excited
states. As each spin wave corresponds to the inversion
of a single spin, i.e., carries „=2 angular momentum, the
saturation magnetization at finite temperature is equal
to the saturation magnetization at zero temperature mi-

nus the average number of excited spin waves, namely

Ms.T/DMs.0/� g�B

NLD

X

q

1

e„!.q/=.kBT/ � 1 ;

(21.48)

where the term in the sum is the expectation value
of the magnon number operator at thermodynamic
equilibrium, which obeys Bose–Einstein statistics. By
changing the wavevector summation into an integral
over the first Brillouin zone, assuming „!.q/DAq2,
and keeping track of the dimensionality D of the sys-
tem, we obtain

Ms.T/DMs.0/� g�B
˝D

.2 /D

�
1Z

0

1

eAq2=.kBT/ � 1
qD�1dq ; (21.49)

where˝3-D D 4 ,˝2-D D 2 , and˝1-D D 1. Since the
integrand is proportional to qD�3 at small wavevectors,
the integral diverges in 1-D and 2-D. This results, which
coincides with the Mermin–Wagner theorem [21.145],
is a consequence of the diverging number of low-energy
magnons at any finite temperature in isotropic 1-D
and 2-D systems. However, as stated in Sect. 21.1.7
on the critical temperature, any interaction that breaks
spherical symmetry, such as a magnetic field H or
anisotropy energy K, is sufficient to stabilize magnetic
order in 2-D. In such a case, the magnon dispersion re-
lation writes „!.q/DAq2Cg�BHCK and, assuming
kBT� g�BHCK, (21.49) becomes

Ms.T/DMs.0/� g�B
kBT

4 At
ln

kBT

g�BHCK
;

(21.50)

where t is the thickness of the 2-D layer [21.155, 156].
Thus, since the magnon number is approximately in-
dependent of t, and the logarithmic factor is almost
constant except near T D 0K, the magnetization de-
creases approximately proportional to T=t rather than
T3=2 as in Bloch’s theory. On the high-energy side, the
range of validity of (21.50) is determined by the energy
interval over which the spin wave modes with wavevec-
tor qz in the direction perpendicular to the film plane
can be safely ignored. For a film of thickness t, qz D
nz. =t/, where nz D 0;˙1; : : : Therefore, nomode with
qz ¤ 0 can be excited if kBT <A. 2=t2/. On the low-
energy side, (21.50) assumes that the thermal energy
is large enough to overcome the gap in the magnon
spectrum induced by either the field or anisotropy en-
ergy, such that kBT > g�BHCK. The overall tendency
expected in thin films is a faster decrease ofMs.T/ com-
pared with bulk 3-D magnets at low temperature.
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21.1.8 Superparamagnetism

In the absence of magnetic anisotropy, the magneti-
zation of any ferromagnetic system (as well as the
Néel vector of an antiferromagnet) would oscillate ran-
domly in time due to thermal fluctuations. In most
bulk magnets and antiferromagnets, however, the pres-
ence of magnetic anisotropy of either crystalline or
dipolar origin stabilizes the magnetization along one
of the easy axes of the system, either globally or at
the level of individual domains. As the total magnetic
anisotropy energy scales with the volume, structures
with a reduced number of atoms such as nanopar-
ticles, nanowires, and small surface clusters present
a transition from a paramagnetic-like behavior at high
temperature to a ferromagnetic-like state below the so-
called blocking temperature Tb. This transition occurs
as the total anisotropy energy NK, given by the product
of the number of atoms N and the anisotropy energy
per atom K, becomes larger than the thermal energy
kBT . Unlike the Curie temperature, however, Tb does
not correspond to a thermodynamic phase transition but
to the kinetics of the relaxation process over the NK
energy barrier. Therefore, the value of Tb depends on
the timescale of the experimental observations and not
only on the material properties of the system. Because
the atomic spins are still strongly coupled by exchange
in small structures, systems that present this type of
behavior are called superparamagnetic in order to dis-
tinguish them from ordinary paramagnetic systems.

Here, following [21.157, 158], we present an ana-
lytical model describing the transition from blocking to
superparamagnetism of an ensemble of monodisperse
noninteracting particles. We assume that the magnetic
particles have uniaxial out-of-plane anisotropy NK and
are thus characterized by two local minima of the mag-
netic energy as a function of the angle 	 between the
surface normal and the magnetization M (see inset
of Fig. 21.10). The anisotropy energy at zero field is
the energy associated with the barrier that has to be
overcome as a transition state during magnetization re-
versal. The rate of barrier crossing for an ensemble of
monodisperse particles, all having identical values of
K and M, or the time average of this rate for a single
particle, is described for small fields by an Arrhenius
expression

� D �0e�.KCM�B/=.kBT/ ; (21.51)

where typically �0 D 109�1010 s�1 [21.159]. At zero
field, the relaxation time � is given by � D 1=2� D
�0 expŒNK=.kBT/�, with �0 D 1=2�0. The barrier is
readily overcome if T > Tb D NK=fkBlnŒ1=.!�0/�g,
where ! is related to the observation time tD 2 =!,
given, e.g., by the sweep frequency of the external mag-
netic field used to measure �. Tb is the temperature at
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Fig. 21.10 Zero-field magnetic susceptibility �.T/ for
an ensemble of monodisperse, uniaxial particles (NK D
200meV, M D 1500 atoms � 2:1�B D 182meV=T, field
sweep with !=.2 / D 0:3Hz). The analytical model
(thick red curve) describes well the blocking-to-
superparamagnetic transition, as evidenced by comparison
with the numerical calculation (red dots). The equilibrium
zero-field susceptibility, �eq, is shown as thin red curve.
�.T/ derived from the Ising model (two states: up and
down) and Langevin model (continuum of states, no
anisotropy, only the Zeeman energy �M �B is present)
are shown for comparison. Inset: Energy of a uniaxial
monodomain particle as a function of the orientation of M
with respect to an out-of-plane external field B in the Ising
model, Langevin model, and the full model incorporating
the anisotropy energy NK. (Reprinted by permission
from [21.157], © SpringerNature 2003)

which the ensemble reaches half of its thermodynamic
equilibrium susceptibility �eq. For T > Tb the particles
are superparamagnetic, and �.T/D �eq.T/. For T < Tb
the particles are blocked in a fixed magnetization state
(up or down), hence �.T/D 0. In the vicinity of Tb,
the state of the system is determined by the kinetics
of barrier crossing. The zero-field susceptibility of the
ensemble of monodisperse particles can be calculated
numerically by solving the master equations for the oc-
cupation of the two energy minima and allowing for
thermal fluctuations around these minima (see red dots
in Fig. 21.10) [21.157]. Alternatively, in the limit of
small fields, the real part of the complex zero-field sus-
ceptibility can be derived analytically by linearization
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of the master equations, which gives [21.157, 160, 161]

�.T/D 1
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: (21.52)

Figure 21.10 shows that the analytical solution for �.T/
(full red line) perfectly reproduces the numerical one,

even though the former includes only the maximum
energy NK via the relaxation time, whereas the lat-
ter takes into account the full energy curve. Note that,
despite the fact that the particles are monodisperse,
the transition from blocked to superparamagnetic be-
havior occurs over a finite temperature range �T D
2kBT2

b=.NK/. The maximum of � is located just above
Tb and approximately given by M2=.kBTb//M2=K.
The figure also shows the infinite anisotropy limit (Ising
model, blue curve) and the vanishing anisotropy limit
(Langevin model, green curve). Ensembles of polydis-
perse magnetic particles can be modeled by calculating
a weighted average of (21.52) while taking into account
the finite size distribution of the particles and the dis-
persion of the parameters N,M, and K.

21.2 Surfaces of Bulk Crystals

Owing to the relation between the magnetic moment
and coordination number, the surface magnetization of
bulk ferromagnets is typically enhanced relative to the
interior of the material. Theoretical studies of the mag-
netism of transition-metal surfaces can be summarized
as follows: Magnetic moments have been found for all
investigated surfaces of Cr, Fe, fcc and hcp Co, and
Ni [21.162]. The surface of Mn has not been investi-
gated in depth, due to the many possible bulk ground
states of Mn. The enhancement of the calculated mo-
ments at the Co and Ni surfaces is relatively small. Co
and Ni are strong ferromagnets, so that the enhance-
ment is basically due to the sp–d dehybridization. On
the other hand, Cr is a weak antiferromagnet and Fe is
a weak ferromagnet (or antiferromagnet, depending on
the lattice spacing), so that additional majority d-states
can be occupied at the expense of minority d-states at
the surface, leading to a greater enhancement of the
magnetic moment. Because of the reduced coordination
of open surfaces, the magnetic moment of a Ni atom at
the Ni(110) surface is larger than that of a Ni atom at the
Ni(100) surface. The smallest moment is found for the
close-packed Ni(111) surface. For bcc Fe, the situation
is slightly different: Here also the smallest moment is
found for the close-packed (110) surface, but the largest
moment is not found for the most open Fe(111) sur-
face but for the (100) surface. Both the (100) and (111)
surfaces have four atoms with nearest-neighbor bulk
distance, but they differ in the number of next-nearest
neighbor atoms and their distribution in the surface
and subsurface layers. In general, the screening of the
surface due to the d electrons is rather efficient. The
surface-induced perturbation of the magnetic moments

does not penetrate deep into the bulk. The moments at
the fcc Co(100) and hcp Co(0001) surface already reach
the bulk value in the first or at most second layer below
the surface. For bcc (100) surfaces such as those of Fe
or Cr, the perturbation penetrates slightly deeper into
the bulk because the change of the surface moments is
greater. Additionally, for bcc metals with half d-band
filling, the bcc pseudogap in the density of states pro-
vides worse screening of the surface perturbation and
the surface states can penetrate deeper into the bulk.
Figure 21.11 shows a comparison of the layer-resolved
magnetic moments calculated for Fe(100) and Fe(110).
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Fig. 21.11 Layer-resolved local magnetic Fe moment from
the surface to bulk for Fe(100) and Fe(110). (Adapted by
permission from [21.163], © Handschuh 1997)
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Fig. 21.12 (a) STM image of Cr(001) surface. Nine terraces separated by monatomic steps are visible. (b) Simultaneously
acquired spin-resolved dI=dU map atU D�290mV sample bias. The signal changes at every step between low and high
due to antiparallel magnetization of adjacent terraces. (Reprinted by permission from [21.164], © Am. Phys. Soc. 2002)

Due to symmetry breaking, materials that have an-
tiferromagnetic or non-collinear spin structures in the
bulk may present different types of magnetic order at
the surface. A famous example is bcc Cr, which has
a layered antiferromagnetic structure along the (001)
direction modulated by an incommensurate spin den-
sity wave with wavevector QD .2 =a/.0;0;Q/, where
a is the lattice parameter of Cr and QD 0:952�
19=20. The spin density wave in bulk Cr can be as-
cribed to the so-called nesting between parallel sheets
of the paramagnetic Fermi surface, which gives rise
to a peak in the q-dependent spin susceptibility �q
at the nesting wavevector qD Q. At the surface, one
may envisage that the Fermi surface topology alters
and that no spin density wave appears. This problem
has been investigated both theoretically and experimen-
tally [21.165–167]. Spin-polarized scanning tunneling
microscopy (STM) and neutron scattering studies have
confirmed that the Cr(001) surface consists of ferro-
magnetically ordered planes with an in-plane magne-
tization that inverts between adjacent terraces separated
by monatomic step edges (Fig. 21.12). As the mag-
netization direction alternates over a large number of
terraces without any change in the spin-polarized con-
trast, the surface magnetic structure cannot be described
appropriately by a simple continuation of the bulk spin
density wave. Rather, the surface pins the maximum of
the spin density wave as well as the direction of the

spins such that the Cr magnetic moments align along
the easy (100) direction, likely due to strong in-plane
surface anisotropy [21.167].

Another interesting consequence of the reduced sur-
face coordination is that elements that are nonmagnetic
in the bulk may present magnetic surfaces, such as
V(100), Rh(100), and Pd(001). For both V(100) and
Rh(100), the situation is controversial, as there are
experimental and theoretical investigations suggesting
surface magnetism, while others argue for the oppo-
site [21.168–171]. Probably, Rh(100) is at the edge of
becoming magnetic. For the (100) surface of Pd, which
exhibits a strong Stoner-enhanced susceptibility in the
bulk, no surface magnetism was found. However, al-
though both the bulk and (001) surface of V, Ru, Rh,
and Pd metals are nonmagnetic, theoretical calculations
predict that the MxV1�x alloys with MD Ru, Rh, Pd are
magnetic due to the shift of the dz2 surface state, com-
mon to all bcc (100) surfaces, towards the Fermi energy,
which increases n.EF/ [21.172].

From the investigation of the layer dependence of
the local moments from the surface to the bulk, we
draw the important conclusion that the changes of the
local moment due to the reduced coordination environ-
ment are limited approximately to the first and second
topmost layers. In the context of thin metal films, this
observation means that the effect of surfaces and inter-
faces will extend over a very limited thickness range.
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21.3 Ultrathin Films

Much of the progress in the field of magnetism and
spintronics over the last 50 years has been due to
the development of refined techniques to grow high-
quality thin films and complex multilayers with con-
trolled thickness, stoichiometry, and crystal structure.
The methods of choice for the growth of magnetic thin
films are based on physical vapor deposition and in-
clude thermal and electron-beam evaporation as well as
direct-current (DC) and radiofrequency (RF) sputtering.
Whereas sputtering is used extensively at high through-
put for producing polycrystalline films and coatings
for the magnetic recording industry, molecular beam
epitaxy (MBE) is used to deposit single-crystal layers
with controlled lattice structure and orientation, mostly
for fundamental investigations. The extreme sensitiv-
ity of the magnetic properties to the film structure and
interfaces makes it impractical to present a detailed
overview of the relevant growth processes here, which
are necessarily specific to each system. For more de-
tails on the growth of magnetic metal films by MBE on
metal and semiconducting substrates we refer to [21.1,
173, 174], respectively; the growth of magnetic oxide
films has been reviewed in [21.175, 176]. Another fac-
tor that contributed enormously to the understanding
of magnetic thin films is the emergence of surface sci-
ence techniques capable of probing the magnetization
with atomic-scale detail, sub-nanosecond temporal res-
olution, and element sensitivity. A synopsis of some
of the main techniques employed in the study of sur-
face magnetism is presented in Table 21.5. Finally, the
development of ab initio and micromagnetic computa-
tional approaches has provided unprecedented insight
into the electronic structure and magnetic configura-
tion of finite-size systems, including equilibrium as well
as nonequilibrium properties. In the following, we de-
scribe some of the most peculiar properties of magnetic
thin films.

Table 21.5 Synopsis of experimental techniques that are widely used in the investigation of magnetic thin films and
nanostructures. Typical sensitivity values are given for measurement times ranging from a few seconds to a few hours.
Units of �B=cm2 can be converted into surface coverage by recalling, e.g., that 1ML � 1:5�1015 atoms=cm2 for the
(111) surface of Pt or (100) surface of Cu. Additional microscopy techniques are described in [21.187]

Technique Measured quantity Sensitivity Probing depth Lateral resolution References
SQUID Magnetic flux 5�1013 �B – – [21.177]
MOKE Kerr rotation 1010�1014 �B=cm2 10�20 nm 	 0:5�m [21.178–180]
FMR Resonant magnetic field 1010�1014 �B=cm2 � 1�m – [21.68, 181]
XMCD Element-specific mS and mL 1012�1014 �B=cm2 � 5 nm – [21.182, 183]
XPEEM Element-specific mS and mL 1014 �B=cm2 � 5 nm 20�50 nm [21.182, 184]
MFM Magnetic field gradient 10�T Near surface 10�50 nm [21.185–188]
NVM Magnetic field 1�T Near surface 20�50 nm [21.189–191]
SP-STM Tunneling resistance � 1�B � 1 nm � 1Å [21.192–194]

Technique Measured quantity Sensitivity Probing depth Lateral resolution References
SQUID Magnetic flux 5�1013 �B – – [21.177]
MOKE Kerr rotation 1010�1014 �B=cm2 10�20 nm 	 0:5�m [21.178–180]
FMR Resonant magnetic field 1010�1014 �B=cm2 � 1�m – [21.68, 181]
XMCD Element-specific mS and mL 1012�1014 �B=cm2 � 5 nm – [21.182, 183]
XPEEM Element-specific mS and mL 1014 �B=cm2 � 5 nm 20�50 nm [21.182, 184]
MFM Magnetic field gradient 10�T Near surface 10�50 nm [21.185–188]
NVM Magnetic field 1�T Near surface 20�50 nm [21.189–191]
SP-STM Tunneling resistance � 1�B � 1 nm � 1Å [21.192–194]

21.3.1 Magnetic Moments

The magnetic moments of thin films vary as a function
of thickness. There are two factors that are responsible
for this behavior. First, because of the reduced coordi-
nation of the magnetic atoms in a few-layer-thick film,
the width of the d-band is typically smaller than in bulk
systems. As a consequence (Sect. 21.1.2), the exchange
splitting as well as the Fermi-energy DOS increase rel-
ative to the bulk (Fig. 21.4), driving up the magnetic
moments and favoring the formation of stable magnetic
states (21.5) for a much wider variety of transition-
metal elements than just the bulk 3d ferromagnets and
antiferromagnets. Second, the electronic hybridization
between film and substrate also affects the d-bandwidth;
For instance, substrates that are wide-bandgap insula-
tors, such as MgO(100), allow for the formation of two-
dimensional electron bands within the bandgap of the
substrate material. In this case, the impact on the mag-
netization of the film due to the substrate is expected to
be small. The same is true for noble-metal substrates,
which have d-bands well below the Fermi energy. Even
in the monolayer limit, the width of the d-band is not
significantly broadened by the d–d interaction with the
substrate, and magnetism is restricted to the monolayer.
Increasing the d–d hybridization by choosing appropri-
ate nonmagnetic transition-metal substrates, such as Pd,
Pt, or W, however, leads to a considerable broadening of
the monolayer bands and also introduces a significant
spin polarization of the substrate. Broadening of the
d-band can also be caused by d–sp hybridization, par-
ticularly in the case of metallic substrates with a large
free-electron density such as Al, which generally leads
to a reduction of the d magnetic moments [21.183, 195].

As transition-metal monolayers on noble-metal sub-
strates are the classical systems exhibiting 2-D mag-
netism, we present in Fig. 21.13a systematic theoretical
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Fig. 21.13 (a) Local spin magnetic moments as calculated for ferromagnetic 3d metal monolayers on Ag(100) [21.196] (dots),
Pd(100) [21.197] (squares), and Cu(001) [21.36] (triangles), and (b) 3d, 4d [21.198], and 5d monolayers on Ag(001) [21.199]
(dots) and Ag(111) [21.200] (triangles). (c) Local orbital magnetic moments calculated for free-standing ferromagnetic 3d
(squares), 4d (triangles), and 5d (diamonds) monolayers. The lateral lattice constant corresponds to that of Ag(100), although, in
contrast to (a,b), the layers are unsupported. The calculations are carried out for films with noninteger atomic number Z. The data
are averages of the in-plane and out-of-plane moments

calculations of the magnetic moments of all possible 3d,
4d, and 5d transition-metal monolayers on Ag(001). In
the ideal case of a pseudomorphic (001) monolayer, all
the 3d metals (Ti, V, Cr, Mn, Fe, Co, and Ni) have a fer-
romagnetic ground state, whereas Tc, Ru, and Rh are
ferromagnetic among the 4d metals, and Os and Ir are
ferromagnetic among the 5d metals. The local magnetic
moments are very large, not only for the 3d monolay-
ers, but surprisingly also for the 4d and 5d ones. In the
3d series, the overall trend of the local moments fol-
lowsHund’s first rule. The largest localmoment of about
4�B is found for Mn, whereas from Mn to Ni the mag-
netic moment decreases in steps of 1�B. The latter is
a consequence of the strong ferromagnetism in these
monolayers. The magnetic moments of Ti, V, and Cr
monolayers show a pronounced dependence on the sub-
strate: Ti is magnetic on Ag(100) but nonmagnetic on
Pd(100), the magnetic moment of V is reduced by more
than 1:5�B when changing the substrate from Ag to
Pd, whereas for Cr the magnetic moment changes from
3:8�B on Ag(100) or Pd(100) to zero on Cu(100). Al-
though not as dramatic, such a reduction is also visible
for Mn. The drastic reduction of the monolayer mo-
ments is caused by the decrease of the lattice constants
in the sequence Ag to Pd to Cu as well as by the in-
crease of d–sp hybridization on Cu. When comparing
the results of the local moments between 3d, 4d, and
5d monolayers on Ag(001), an interesting trend is ob-
served: The element with the largest magnetic moment
among each transition-metal series shifts fromMn to Ru
(isoelectronic to Fe) and finally to Ir (isoelectronic to
Co), respectively. Experimental investigations of Rh and

Ru layers on Ag(100), however, have failed to provide
evidence for finite 4d magnetic moments, even at low
temperature [21.201]. Calculations have further shown
that including the spin–orbit interactions significantly
reduces the magnetic spin moment of the 5d metal
monolayers, and depending on the interlayer relaxation,
the spin moment might be suppressed [21.202].

On the (111) surface of an fcc crystal or the (0001)
surface of an hcp crystal, the coordination number
changes from 4 to 6 relative to the (100) surface,
and the symmetry changes from fourfold to threefold
or sixfold, respectively. Figure 21.13b exemplifies the
general trend that the magnetic moments of the sixfold-
coordinated monolayers on Ag(111) are smaller in
magnitude than those of the fourfold-coordinated ones
on Ag(001). The greater reduction of the magnetic mo-
ments is found at the beginning of the 3d series, where
the wavefunctions are more extended than at the end
of the series. Changing the coordination number from
4 to 6 does not change the local moments of Mn, Fe,
Co, and Ni significantly. One consequence of this result
is that no dramatic difference in the formation of large
local moments is expected for monolayers that do not
grow pseudomorphically on any substrate, but keep an
average distance between atoms similar to the pseudo-
morphic films. The heavier metals are more affected by
the change in coordination, however, because of the in-
creasing degree of delocalization of the d wavefunction
when going from the 3d to the 4d and 5d series.

Experimental investigations of the magnetic mo-
ments of ultrathin films, and of low-dimensional mag-
nets in general, are complicated by the fact that the
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Fig. 21.14 (a) Schematic of Au=Co(3�12ML)=Au wedge sample grown by molecular epitaxy on a float-glass sub-
strate. The film has (111) texture after annealing and has a perpendicular easy axis at small Co thickness but in-plane
easy axis for Co layers 	 11ML. (b) In-plane (mkL) and out-of-plane (m?L ) orbital moments determined by XMCD as
a function of Co thickness. (c) Angle-averaged spin moment. The measurements were performed at room temperature;
the spin moment decreases with decreasing Co thickness, due to a drop in TC. (Adapted by permission from [21.182],
© SpringerNature 2007)

saturation magnetization is strongly temperature depen-
dent (Sects. 21.1.7 and 21.3.3), which makes it hard
to compare mS and mL between different systems, un-
less low temperatures and/or high magnetic fields are
applied. Nonetheless, one generally finds that the mag-
netic moments of 3d films that form sharp interfaces
with weakly interacting substrates tend to increase with
reduced thickness [21.1, 203]. The presence of surface
steps, which introduce lower-coordination sites relative
to a smooth 2-D film, also has measurable effects on the
magnetization [21.204]. Importantly, the different co-
ordination environment inside the films relative to the
bottom and top interfaces leads to a thickness-dependent
distribution of the local magnetization [21.205, 206].
However, the magnetic moment measured by most ex-
perimental techniques is an average quantity over the
film thickness. By artificially separating the bulk and
surface magnetic moments, mb and ms, respectively,
one may expect such an average moment to vary as
mDmbC .ms �mb/ts=t, where t is the total thickness
of the film and ts is the effective thickness of the surface
or interface region over which the effects of the reduced
coordination are significant (typically 1 or 2ML). This
formula also accounts for the formation of magnetic
dead layers (ms D 0), which occur due to strong elec-
tronic hybridization with the substrate or, more often,
intermixing betweenmagnetic and nonmagnetic species

at diffuse interfaces. One should be careful, however,
because structural effects, e.g., due to strain relaxation,
may also lead to substantial changes of the magnetic
moment [21.207, 208] or even of the magnetic phase as
a function of thickness [21.3]. Fcc Fe films grown on
Cu(100) constitute a famous example of a system for
which the magnetic order depends sensitively on the lat-
tice parameter and growth mode [21.1, 209, 210].

The orbital magnetic moment can be deduced from
x-ray magnetic circular dichroism (XMCD) measure-
ments, in which dipolar selection rules allow for the
separation of mS and mL [21.213–215] as well as from
the g-factor shifts detected in angular-dependent ferro-
magnetic resonance spectra of thin films [21.68, 216].
Figure 21.14 shows mS and mL measured at room tem-
perature on a thin Co wedge sandwiched between two
Au layers. Whereas mS does not change significantly,
as the expected increase of the spin moment is masked
by the decrease of TC, mL changes strongly with de-
creasing Co thickness. Moreover, the anisotropy of the
orbital moment m?L �mkL increases from nearly zero
to � 0:24�B in the 3-ML-thick film. In the model
outlined in Sect. 21.1.3, this trend shows that the con-
tribution to the Co orbital moment from the in-plane
orbitals (dxy and dx2�y2 ) becomes larger than that from
the out-of-plane orbitals (dxz, dyz, and dz2 ), indicating
that the d–d hybridization at the Co=Au interface is



Magnetic Surfaces, Thin Films and Nanostructures 21.3 Ultrathin Films 651
Part

E
|21.3

0 2 4 6

Cu(111)
Ni(111)
Re(0001)

Ni(111)
Pd(111)
Re(0001)

Pd(111)
Ni(111)
Re(0001)

8 10 12

a) ∆m (5.8 × 10–15 Wb m)

tCu (ML)

tCu

tNi = 10.5

tNi

tNi

24

3
4
5 – 10

30
18
12

6

0

–0.2

–0.4

–0.6

–0.8

–1.0

0 5 10 15 20

b) ∆m (0.924 × 10–14 Wb m)

tPd (ML)

1.5

1.0

0.5

0

Fig. 21.15 (a) Decrease of magnetic moment in a 10:5-ML-thick Ni(111) film induced by Cu coating. The decrease
�m is given in units of the bulk monolayer moment of 5:8�10�15 Wbm, versus the number of coating Cu layers, tCu.
(Reprinted by permission from [21.211], © Elsevier 1985). (b) Increase of magnetic moment �m caused by a Pd(111)
film of tPd atomic layers deposited below (solid lines) or on top (data points) of a Ni(111) film of tNi layers. (Reprinted
by permission from [21.212], © Am. Phys. Soc. 1984)

stronger than the in-plane hybridization (Fig. 21.5b).
The stronger out-of-plane orbital moment also explains
the perpendicular magnetic anisotropy observed in this
system for Co films � 11ML [21.69]. In general, an
increase of mL of up to 50% is detected in thin films
and monolayer structures [21.76, 216–218]. A similar
increase is reported for the ratio mL=mS, which signi-
fies that mL is more sensitive than mS to changes of
the atomic coordination environment and band filling
(Fig. 21.13c), in line with the hierarchy of the Hund’s
rules.

Induced Magnetic Moments at Interfaces
If the substrate and the capping layer affect the in-
terfacial moments of a magnetic film, the reciprocal
effect also occurs. Magnetic films (and adsorbates in
general) can induce sizable moments in otherwise non-
magnetic materials via the so-calledmagnetic proximity
effect, which is due to the exchange splitting of hy-
bridized wavefunctions at interfaces. These effects were
recognized very early on by Gradmann and collabo-
rators, who studied the magnetization of Fe, Co, and
Ni layers capped by Cu, Ag, and Pd [21.1, 212, 219].
Figure 21.15a shows the decrease of the moment of
Cu=Ni=Re(0001) layers as a function of the Cu cov-
erage due to the hybridization of the Ni d bands with
the Cu sp bands, and the increase of the total moment
of Ni=Pd=Re(0001) and Pd=Ni=Re(0001) layers due to
the formation of induced moments in Pd. Proximity
effects are prominent in nonmagnetic metals that are

close to a magnetic Stoner instability such as Pd and
Pt (Sect. 21.1.1).

Recent investigations have exploited the element
sensitivity of XMCD to separately measure the mag-
netic moments of the ferromagnetic films and the
induced magnetic moments in the nonmagnetic lay-
ers [21.218, 220, 221]. Figure 21.16a shows the XMCD
spectra of polycrystalline W, Ir, and Pt in Fe=W, Fe=W,
and Co=Pt multilayers. The finite XMCD signal shows
that all the 5d elements have acquired sizable induced
moments, with mS and mL extracted from the XMCD
sum rules indicated next to the spectra [21.221]. The
different sign of the XMCD spectra shows that W is
coupled antiparallel with respect to the ferromagnetic
layer, in contrast to Ir and Pt, which are coupled paral-
lel to it. This behavior originates from a general trend in
the transition-metal series with d band filling, whereby
elements with less than a half-filled d shell have a nega-
tive interatomic exchange integral J, whereas elements
with more than a half-filled d shell have a positive J.
Figure 21.16b shows the layer-dependent magnetic mo-
ment profile reconstructed for a Ni6=Pt5 multilayer
using data from layers with different Ni and Pt thick-
nesses [21.218]. The data evidence how the changes
in magnetic moment (reduction of the Ni moment and
induction of the Pt moment) are layer specific and con-
fined to the atoms next to the interface.

Importantly, proximity effects at the interface be-
tween nonmagnetic metals, e.g., Pt, and magnetic ox-
ides such as garnets [21.222] or ferrites [21.223, 224],
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Fig. 21.16 (a) x-Ray absorption (top) and XMCD (bottom) spectra measured at the L3;2 edges of W, Ir, and Pt in Fe=W,
Fe=Ir, and Co=Pt multilayers measured at 10 K in a magnetic field of 5 T applied normal to the film plane. The indexes
indicate the thickness in units of ML. (Reprinted by permission from [21.221], © Wiley 2003) (b) Magnetic moment
profile of a Ni6=Pt5 multilayer measured by XMCD (top) and calculated by the tight-binding linearized muffin-tin orbital
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are typically much smaller than for 3d metal films due
to the localization of the 3d wavefunctions in the ox-
ide compounds. Such effects, which depend strongly
on the quality of the oxide interface [21.222, 225],
are currently under intense investigation to understand
the magnetotransport properties of nonmagnetic metal
films deposited on ferrimagnetic insulators [21.226].

21.3.2 Magnetic Anisotropy

There are three important sources of magnetic an-
isotropy in thin films, which are related to the re-
duced symmetry as well as to the crystalline structure
of 2-D layers: (i) the shape anisotropy discussed in
Sect. 21.1.4, (ii) the reduced or modified coordination
of atoms at surfaces, interfaces, or step edges [21.1,
227–231], and (iii) the distortion of the lattice due to
strain between the magnetic layers and the substrate,
resulting in a magnetoelastic energy contribution [21.1,
232–234]. (ii) and (iii) are related to the anisotropy of

the orbital moment in a noncubic environment, which
produces a strong enhancement of the MCA.

First-principles calculations reveal that the MCA
energy of free-standing (100) transition-metal mono-
layers is a strong function of band filling [21.229–231].
Calculations by Blügel et al. show that the uniax-
ial anisotropy constant KMCA is negative between Fe
and Cu, peaks at � 4:75meV between Co and Ni, is
positive for Fe, and oscillates between positive and neg-
ative values from Fe to Ti with amplitude jKMCAj<
0:2meV. Thus, among the 3d metal elements, only
the Fe(100) monolayer has an out-of-plane magneti-
zation direction. The strong dependence of KMCA on
the occupation of the d-band explains why the MCA
is extremely sensitive to electrical gating and oxidation,
which has important consequences for the realization
of voltage-controlled memory devices [21.9, 235–237].
The calculations also show that KMCA reaches values
of 12:32meV for Os and �13:50meV for Ir, reflecting
the strong increase of the MCA in 5d monolayers due
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to their large spin–orbit coupling. Although the mag-
netism of 5d monolayers is purely theoretical, such an
increase shows that the MCA of the induced 5d mo-
ments at interfaces can be very strong and even surpass
that of the magnetic 3d layers.

Any discussion of the magnetic anisotropy of thin
films, however, should include the influence of the sub-
strate and capping layers on (i) and (ii) described above.
In the spirit of the model introduced in Sect. 21.1.4,
the electronic interaction with the substrate tends to de-
crease the in-plane orbital moment. This effect alone
may not be sufficient to force a change of sign of
KMCA, e.g., from negative (favoring in-plane magnetiza-
tion) to positive (favoring out-of-plane magnetization).
For example, KMCA calculated for a Co monolayer
on a weakly interacting substrate such as Ag(100)
is � 1:33meV, which adds to the negative in-plane
shape anisotropy. However, heavy-metal substrates with
strong spin–orbit interactions, which have in addition
a large Stoner-enhanced susceptibility, such as W or
Pt, can modify the MCA of the interface atoms and
also develop strongly anisotropic induced moments,
thus determining the overall magnetic anisotropy of
the film. This situation is typical for Co films on
Pt(111), Pd(111), and Au(111), and multilayers con-
taining the same combination of Co and nonmag-
netic elements [21.228, 238, 239]. Interfacial bonding
to electronegative atoms, such as oxygen, provides an-
other means to strongly influence the MCA of metal
films, even in the absence of heavy metals [21.9, 240].
The axial bonds that develop between O and 3d atoms
when, e.g., or MgO or AlOx are deposited on Fe or Co,
or vice versa, induce a crystal-field splitting that favors
a very strong out-of-plane orbital moment and the con-
sequent out-of-plane anisotropy [21.74, 241, 242]. This
effect is exploited to stabilize the perpendicular magne-
tization of magnetic tunnel junction devices that utilize
CoFeB and MgO as the magnetic electrode and insulat-
ing barrier, respectively [21.243].

Extensive reviews have been published on ex-
perimental measurements concerning the magnetic
anisotropy of transition-metal films on metal sub-
strates [21.1, 68, 232, 244], multilayers [21.245],
semiconductors [21.174, 246, 247], and oxide in-
terfaces [21.9]. Rather than presenting an exhaustive
overview of different systems, we focus here on general
trends, highlighting two cases that are representative
of thin-film behavior. To facilitate the discussion,
it is common practice to separate the volume-like
contributions to the effective anisotropy constants,
KV (energy per unit volume), from the interface term
KI (energy unit per area). This separation is justified
qualitatively by observing that, if more than one or two
layers of magnetic material are deposited as a thin film,

the layers that are not forming an interface (with the
vacuum or the substrate) are expected to exhibit more
bulk-like properties. The effective magnetic anisotropy
constant Keff of a magnetic layer of thickness t is thus

Keff D KVC KI

t
: (21.53)

The two anisotropy constants in (21.53) contain con-
tributions of the dipolar and the spin–orbit-derived
anisotropy. Thus, we can write for the volume term
KV D KV

shapeCKV
MCA, and for the interface term KI D

KI
shapeCKI

MCA. In such a model, KV
MCA includes the

thickness-independent crystalline and magnetoelastic
contributions, whereas KI includes all the thickness-
dependent effects. KV

shape is the shape anisotropy due to
the average dipolar energy as obtained by the contin-
uum theory (21.24), while KI

shape is the contribution due
to the reduction of the dipole anisotropy field experi-
enced by the atoms in the surface or interface region
calculated using (21.25). Because the negative shape
anisotropy has a constant value per atom and thus in-
creases with thickness, the magnetization of thick films
is usually in-plane, with a few exceptions due, e.g., to
tetragonally distorted crystal structures. For thicknesses
smaller than 1�2 nm, however, KI

MCA can dominate KV

and determine the easy axis. If these terms have differ-
ent signs, a reorientation transition of the easy axis can
occur.

Co layers deposited on Pt(111), by either molecular
beam epitaxy or sputtering, represent a prototype sys-
tem in which such a spin reorientation transition occurs
due to a positive KI and negative KV

shape. Figure 21.17
shows that the product KefftCo of a (111)-textured
AlOx=Co.tCo/=Pt layer changes from positive to nega-
tive as a function of thickness, leading to an out-of-plane
to in-plane spin transition for tCo > 1 nm [21.249], as ex-
pected based on (21.53). Themeasurements additionally
show that the threshold thickness shifts from 1.35 nm
in the as-deposited layers to more than 3 nm after an-
nealing at 598K for 30min. This effect is attributed to
the migration of oxygen through the Al capping layer to
the Co interface, leading to the homogeneous formation
of Co–O–Al bonds over the interface and a consequent
increase of the perpendicular anisotropy of the top Co
surface. The increase of the perpendicular anisotropy
due to oxidation is also confirmed by exposing as-grown
Al=Co=Pt trilayers to an rf oxygen plasma, as shown in
Fig. 21.18a. Whereas the pristine Al=Co=Pt structure
has in-plane anisotropy, progressive oxidation leads
to an out-of-plane easy axis and square magnetization
loops (Fig. 21.18b). The perpendicular anisotropy, re-
flected by the coercivity in Fig. 21.18c, has a maximum
coinciding with full oxidation of the top Co interface
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Fig. 21.17 Variation of product of effective anisotropy en-
ergy Keff and Co thickness tCo as a function of Co thickness
for as-deposited and annealed polycrystalline films of
Pt.2/=Cu.2/=AlOx.0:5/=Co.tCo/=Pt.20/=Ta.2/ grown by
sputtering on a SiO2 wafer. The thickness of each layer is
given in nanometers in the parentheses. The oxide layer is
obtained by natural oxidation of Al in an oxygen pressure.
The sum of the interface terms, KI, is given by the in-
tersection with the ordinate axis, whereas the volume-like
contribution, KV, is deduced from the slope of the curve.
The thin arrows indicate the thickness at which the spin
reorientation transition occurs. (Reprinted by permission
from [21.9], © Am. Phys. Soc. 2017)

and declines afterwards due to overoxidation of the Co
layer [21.248]. From the slope of KefftCo in Fig. 21.17,
one deduces that the effective bulk anisotropy is es-
sentially the demagnetizing energy of the Co layer
(��0M2=2) and does not change with oxidation. The
sum of the interfacial anisotropy at the Co=Pt and
AlOx=Co interfaces, given by the y-axis intercept of
KefftCo, however, increases sharply after annealing,
giving KI D 2:8mJ=m2 (1mJ=m2 D 1 erg=cm2). Note
that 1mJ=m2 � 0:5meV=atom for a single Co layer,
assuming the same atomic density as for a Pt(111)
monolayer. Since the anisotropy of the Co=Pt interface
is in the range of 0:6�1:4mJ=m2 [21.250, 251], this
result implies that KI at the AlOx=Co interface is in the
range of 1:4�2:2mJ=m2, i.e., comparable to that of
the Co=Pt interface. Similar enhancements of the per-
pendicular anisotropy are obtained at the MgO=CoFe
interface [21.252], which is quite remarkable consid-
ering the weak spin–orbit coupling of Co, AlOx, and
MgO [21.9].

A different case is that of epitaxial Ni layers
grown on Cu(100) [21.232, 233, 253]. Here the inter-

face anisotropy is negative, which leads to an in-plane
easy axis of the thinner Ni films. However, Ni grows
pseudomorphically on Cu(001) with an in-plane lat-
tice constant that is 1:6% larger compared with fcc
Ni. To compensate this strain, the vertical spacing be-
tween the Ni layers contracts, leading to a crystalline
structure with face-centered tetragonal (fct) symmetry.
According to the arguments presented in Sect. 21.1.4,
we would now expect that V? > Vk, therefore R>
1 and a crystalline volume term KV

MCA that favors
perpendicular magnetization. Indeed, a plot of Keff

as a function of 1=tNi (Fig. 21.19a) shows that KI

is negative, ��85�eV=atom at room temperature,
whereas KV

MCA is positive, � 30�eV=atom, which is
more than an order of magnitude larger compared with
fcc Ni. By estimating the compensation point at which
Keff D 0, we would expect an in-plane to out-of-plane
spin reorientation transition at around tNi D 5�6ML.
However, as the shape anisotropy contributes another
�10�eV=atom to KV, the transition actually sets in
at � 7ML. In very thick films, the structure of Ni re-
laxes back to fcc and KV decreases until the influence
of the shape anisotropy brings the easy axis back in-
plane.

The two examples presented above show how the
nature of the interfaces as well as of the bulk crystalline
structure of the film concur in determining the orien-
tation of the magnetization, together with the shape
anisotropy. Surfaces with reduced in-plane symmetry,
due to either the presence of steps [21.204, 254–256]
or inequivalent bonding geometries [21.246, 257], fur-
ther show preferential in-plane directions, captured by
higher-order anisotropy constants in (21.17); for ex-
ample, symmetry breaking at atomic steps of ultrathin
Fe films grown on stepped Ag(001) induces a uni-
axial magnetic anisotropy with the easy axis parallel
to the step edges, which scales quadratically with the
step density [21.255]. In such a case, the origin of the
step-induced magnetic anisotropy is almost indepen-
dent of the Fe film thickness, which has been attributed
to a long-range distortion of the cubic symmetry of
Fe [21.258]. In other cases, however, local effects due
to the reduced coordination of the step atoms dom-
inate the anisotropy behavior, as shown, e.g., by the
abrupt 90ı switching of the in-plane easy axis for 20-
ML-thick Co films grown on stepped Cu(001) upon
step decoration by only 0:03ML of Cu [21.259]. Such
local step-edge effects are also responsible for oscilla-
tions of the MCA during layer-by-layer growth of Co
on Cu(001), as the film morphology alternates between
filled and incompletely filled atomic layers [21.260].
Other morphology-related effects are due to electron
confinement, which, in crystalline films, has been
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Fig. 21.18 (a) Magnetization loops of AlOx.1:6/=Co.0:6/=Pt.3/ trilayers measured by the anomalous Hall effect (AHE)
as a function of out-of-plane magnetic field for various plasma oxidation times. (b) Schematics of the interface oxidation
process showing underoxidized (top), optimally oxidized (middle), and overoxidized (bottom) Co layers. (c) Effective
anisotropy field versus oxidation time. (Reprinted by permission from [21.248], © Am. Inst. Phys. 2008)

shown to lead to oscillations of the MCA due to the for-
mation of quantum well states in either a nonmagnetic
metal cap layer [21.261] or the ferromagnetic layer it-
self [21.262].

Finally, magnetic anisotropies are temperature-
dependent quantities, as mentioned in Sect. 21.1.4 and
illustrated in Fig. 21.19b for the second- and fourth-
order anisotropy constants of Ni=Cu.001/ [21.253].
The different temperature dependence of the surface,
volume, and shape anisotropies may give rise to spin
reorientation transitions as a function of tempera-
ture [21.244]. Such transitions have been observed, e.g.,
in Fe films on Cu(001) and Ag(001) [21.263–265],
which evolve from out-of-plane at low temperature to
in-plane at high temperature, as well as in Ni=Cu.001/,
which shows the opposite behavior [21.253].

21.3.3 Temperature Dependence
of Magnetic Order

The temperature dependence of magnetic order is
different in thin films relative to bulk materials
(Sect. 21.1.7). Magnetic films grown pseudomorphi-
cally on nonmagnetic substrates with appropriate lattice
spacing allow for the investigation of the order–disorder
phase transition in a layerwise fashion, provided that
the films are thermodynamically stable, i.e., that their
microstructure does not change with temperature.

Curie Temperature
The first extensive studies of magnetic order in fer-
romagnetic films were carried out by Gradmann and
coworkers for epitaxial NiFe and Co layers grown on
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Fig. 21.19 (a) Effective anisotropy energy K of epitaxial Ni layers grown on Cu(100) as a function of Ni thickness for
two reduced temperatures T� D T=TC. The shaded area is the perpendicularly magnetized phase where the crystalline
anisotropy exceeds the shape anisotropy, indicated by the solid and dashed horizontal lines for the two temperatures.
(Reprinted by permission from [21.232], © Springer 1996). (b) Temperature dependence of the anisotropy constants K2

and K4 determined for a 7�8ML thick Ni=Cu.001/ film. Note that K4k ¤ K4? as a result of the tetragonally distorted
structure of the Ni film, and that the convention used to number the Ki indexes here is different from that used in (21.17)
(Reprinted by permission from [21.253], © Am. Phys. Soc. 1997)

Cu(111) as well as for Ni on Re(0001) and Fe on
W(110) [21.1, 266, 267]. The results evidenced a dras-
tic decrease of the Curie temperature TC when the film
thickness approached the monolayer limit, as shown
in Fig. 21.20. The decrease of TC is related to the re-
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Fig. 21.20a–c Dependence of spontaneous magnetization Ms.T; t/ on temperature T (normalized to the Curie temper-
ature TC.1/ of the bulk material) and the number t of atomic layers, given as parameters for Ni48Fe52.111/ films on
Cu(111) (T < 0:5TC.1/) and Ni(111) films on Re(0001) (T > 0:5TC.1/). Data for bulk Ni are shown for comparison.
(b) Schematic diagram of the change of the average coordination number N for a thin film. (c) Normalized Curie temper-
ature versus number of atomic layers t for different densely packed cubic transition-metal films. (Adapted by permission
from [21.1], © Elsevier 1993)

duced coordination of the magnetic atoms, as discussed
in Sect. 21.1.7 for the Heisenberg model. Qualitatively,
the decrease of the average coordination number N,
schematized in Fig. 21.20b, leads to a 1=t decrease of
TC. The data in Fig. 21.20c agree with the reduction of
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TC relative to the bulk Curie temperature TC.1/ pre-
dicted by finite-size scaling models [21.268–270],

TC.1/�TC.t/
TC.1/ D

� t0
t

	1=�
; (21.54)

where t0 is a constant and � is the critical expo-
nent of the spin–spin correlation length introduced in
Sect. 21.1.7. The values of 1=� vary from 1 in the
mean-field case to 2 depending on the boundary con-
ditions assumed for the magnetic film and the geometry
of the lattice. The curves in Fig. 21.20c are well repro-
duced by 1=� D 1:27˙ 0:2, although (21.54) is strictly
valid only for a 3-D layered system (t > 4ML) with
thickness-independent magnetic anisotropy. For thin-
ner films, higher ordering temperatures than predicted
by (21.54) are actually observed, consistent with the
fact that TC increases with surface anisotropy (21.40).
Studies of Ni layers grown on Cu(110), Cu(100), and
Cu(111) also reveal that TC depends on the symmetry
of the lattice and interlayer spacing [21.271].

The morphology and, thereby, the magnetic proper-
ties of ultrathin films depend strongly on the preparation
conditions. Although it is possible to grow smooth
2-D monolayers with sharp interfaces, care must be
taken to adjust the deposition conditions in order to
achieve wetting and layer-by-layer growth while min-
imizing interdiffusion [21.272, 273]. A well-known ex-
ample is that of bcc Fe films grown on W(110), which
have been characterized by low-energy electron diffrac-
tion (LEED), Auger, and STM, and studied by con-
version electron Mössbauer spectroscopy [21.1, 272,
274], torsion oscillation magnetometry [21.203, 275],
spin-polarized LEED [21.276, 277], the magnetooptic
Kerr effect [21.278, 279], as well as spin-polarized
STM [21.192, 280–283]. The relative contributions of
the first, second, and bulk-like Fe layers can be dis-
tinguished by their different magnetic hyperfine fields
as measured by Mössbauer spectroscopy [21.274, 284].
For thickness t < 0:2ML, the films are pseudomorphic,
as observed by LEED and STM, and the monolayer
component alone is present in the Mössbauer spec-
tra, independent of the preparation temperature (Tprep D
300 or 475K) and despite the large misfit of 9:4%
between the lattice constants of W and Fe. Wetting
in this case is favored by the large difference be-
tween the surface energy of the substrate and over-
layer. For t > 0:8ML, the growth mode depends sen-
sitively on Tprep. For films deposited at Tprep D 300K,
second-layer Fe islands form on top of a closed and
thermodynamically stable pseudomorphic monolayer,
whereas for films grown at Tprep 	 475K, step-flow

growth leads to the formation of continuous double-
layer stripes on top of the first layer, accompanied by
the appearance of nonperiodic dislocation lines along
the Œ001� direction to relax the accumulated tensile
strain in the Fe lattice [21.192, 272, 285], as shown in
Fig. 21.21.

The surfaces of thicker films are atomically smooth.
The changes of the Curie temperature as a function
of Tprep reported in Fig. 21.22 for Fe=W.110/ capped
by Ag reflect the fact that the morphology of films
prepared at 475K is stable for 0:35ML< t < 1:2ML,
and TC D .282˙ 3/K is an intrinsic property of the
Ag-covered monolayer (uncapped Fe films have TC /
210K [21.274]). As TC does not depend on the Fe cov-
erage in the sub-monolayer regime, one concludes also
that the lateral size of the monolayer patches is suffi-
ciently large that finite-size effects of the 2-D lattice
can be ignored. In contrast, the strong increase of TC
with t for films grown at Tprep D 300K indicates that
the morphology of the Fe films is not stable and that Fe
islands of increasing size form or coalesce with increas-
ing Tprep [21.272]. Note also that the first and second Fe
layer have in-plane and out-of-plane anisotropy, respec-
tively, and that on vicinal substrates with a terrace width
of less than 10 nm, Fe stripes grown on adjacent terraces
couple antiparallel, both effects having an influence on
TC [21.275–280].

Low-Temperature Behavior
The low-temperature behavior of the saturation mag-
netization is determined, as in bulk systems, by the
excitation of spin waves (Sect. 21.1.7, Scaling Laws).
According to (21.46) and (21.50), the reduced magneti-
zation Ms.T/=Ms.0/ should scale as 1�T ln T � 1�T
for T < TC=2. In experiments, however, deviations from
this trend have been reported depending on the tem-
perature range and anisotropy barriers specific to each
system as well as extrinsic factors (e.g., overlapping
magnetic signals resulting from magnetic layers with
different interfaces or a superparamagnetic phase). The
low-temperature magnetization can nonetheless be ap-
proximated by a dependence of the type

Ms.T/

Ms.0/
D 1� bT˛ ; (21.55)

where b is an effective spin wave parameter and ˛ varies
from 1 in the case of an ideal 2-D layer with finite
magnetic anisotropy to 3=2 for sufficiently thick ferro-
magnetic layers, as expected according to Bloch’s law.
A detailed description of low-temperature magnetiza-
tion measurements of thin films is reported in [21.1, 2].
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Fig. 21.21a–g Growth and magnetic structure of Fe on W(110). (a) For coverage tD 1:3ML deposited at Tprep D 300K,
second-layer Fe islands grow irregularly on top of the first pseudomorphic Fe layer. (b) tD 1:6ML and Tprep D 550K.
Fe grows in a step-flow mode, forming a sequence of monolayer stripes alternating with double-layer stripes where the
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along Œ001�. (e) Spin-polarized STM image of a smooth 1:4ML Fe=W.110/ film taken with a Gd-coated tip with canted
magnetization. Both out-of-plane and in-plane contrast are visible on double- and monolayer Fe, respectively. Note the
antiparallel alignment of adjacent out-of-plane Fe domains induced by dipolar coupling. (f) Rendering of the topographic
and out-of-plane magnetic contrast of Fe double-layer islands prepared by evaporation of 1:3ML Fe at Tprep D 300K.
(g) Same for a continuous double layer prepared at Tprep D 550K.With increasing coverage, the magnetic structure of the
double-layer stripes evolves into a spin spiral constituted by alternate up and down domains with periodicity of� 50 nm
separated by in-plane chiral domain walls [21.283]. (Reprinted by permission from [21.282], © Am. Phys. Soc. 2002)

21.4 Non-collinear Spin Configurations

For a long time, one of two possible magnetic or-
ders, either ferromagnetic or antiferromagnetic, with
collinear spin orientation in single domain regions was
considered as the ground state of surfaces and ultra-
thin films. Progress in theoretical and experimental
methods led to the realization that non-collinear spin
structures can have a lower energy compared with
collinear ones, thanks to either antiferromagnetic inter-
actions frustrated by geometric contraints imposed by
the crystal, Heisenberg-type interactions competing be-
tween different pairs of atoms or Heisenberg exchange
competing with the antisymmetric exchange. In the
following, we discuss how such effects can give rise
to periodic frustrated spin lattices, 1-D periodic chi-
ral textures (spin spirals), 1-D localized chiral textures
(chiral domain walls), and 2-D localized or periodic
chiral textures (skyrmions and skyrmion lattices, re-
spectively).

21.4.1 Frustrated Systems

In general, magnetic frustration is a phenomenonwhere
the geometry of the crystal lattice or the competition of
different interactions imposes constraints on the energy
minimization of the global spin texture, thus preventing
pairs of neighboring spins from adopting a configura-
tion with minimal bond energy.

The first case is exemplified by materials with an-
tiferromagnetic nearest-neighbor interactions deposited
on a triangular lattice, such as the (111) and (0001)
surfaces of an fcc and hcp crystal, respectively, on
which the antiferromagnetic alignment of neighboring
spins is frustrated by geometry. The epitaxial growth of
such ultrathin films has been studied intensively using
various experimental techniques. In particular, pseu-
dohexagonal c(8� 2)Mn films on Cu(100) [21.286],
Mn films on the (111) surfaces of fcc Pd [21.287],
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Fig. 21.22 (a) Magnetization of a pseudomorphic monolayer of Fe on W(110) grown at 500K and capped by Ag mea-
sured by torsion oscillator magnetometry (crosses) and Mössbauer spectroscopy (circles). The Curie temperature is
282K. The right-hand scale shows that the saturation magnetic moment per Fe atom exceeds that of bulk Fe. The solid
line represents a .1� bT3=2/ fit. (Reprinted by permission from [21.203], © Am. Phys. Soc. 1989) (b) Curie tempera-
ture of Fe films on W(110), coated with Ag, measured by conversion electron Mössbauer spectroscopy. The samples
were prepared at 300 and 475K or prepared at 300 and annealed at 800K before coating. (Reprinted by permission
from [21.272], © Springer 1989)

Ir [21.288], Cu [21.289–291], and MgO [21.292], and
on the (0001) surface of Ru [21.293] and Co [21.294]
have been prepared and analyzed. However, other ul-
trathin hexagonal films, e.g., Cr and V on Pt(111) and
Ru(0001) [21.295–297], have also been investigated.
Detailed investigations of the magnetic structure have
been carried out in selected cases by means of spin-
polarized STM [21.298]. From a theoretical point of
view, even when neglecting the effects of spin–orbit
coupling, a large variety of spin ground states are possi-
ble, depending on the relative magnitude and sign of the
nearest- and next-nearest-neighbor exchange coupling
constants, J1 and J2, respectively. If J2 is zero or pos-
itive (ferromagnetic), then there are only two possible
magnetic ground states, determined by the sign of J1,
the ferromagnetic and the antiferromagnetic 120ı Néel
state. But small negative values of J2 are already suffi-
cient to allow for an infinite number of magnetic states,
namely commensurate or incommensurate spin spiral
states with wavevector Q along any high-symmetry
line of the surface (Sect. 21.1.5). Examples are shown
in Fig. 21.23 for three particular cases of spin spi-
rals: the rowwise antiferromagnetic state (QDM), the
120ı Néel state (QD K), and the so-called 3Q-state,
a 3-D non-collinear spin structure on a 2-D lattice with
four chemically identical atoms per surface unit cell,
where the relative angle between all nearest-neighbor
spins is given by the tetrahedron angle of 109:47ı.

The 3Q-state is formed as a linear combination of the
three rowwise antiferromagnetic structures orthogonal
in spin space, each having one of the three Q-vectors
corresponding to a different M-point of the surface
Brillouin zone. From the viewpoint of the Heisenberg
model (21.28), the single- and triple-Q state have the
same energy, but both are discriminated by higher-order
spin-interaction such as the biquadratic or four-spin
interactions. Ab initio calculations of 3d monolayers
with or without a Cu(111) substrate show that the
energy differences between different magnetic states
change due to the presence of the substrate, but the
magnetic ground state remains unaltered: Cr=Cu.111/
exhibits the 120ı Néel state and Mn=Cu.111/ the 3Q-
structure, which is 17meV lower in energy than the
1Q-state, while Fe=Cu.111/ is ferromagnetic (QD �).
Experimental investigations have identified the 120ı
Néel state for monolayer Mn=Ag.111/ [21.299] and
Fe=Re(0001) [21.300] and the 3Q-state for monolayer
Mn=Re.0001/ [21.301].

The second case of frustration refers to competing
exchange interactions. Suppose a chain of 3 identical
atoms of spin SD 1 at equidistant lattice sites subject
to a nearest neighbor exchange interaction J1 between
atom 1 and 2 as well as atom 2 and 3 and a next-nearest
neighbor interaction J2 between atom 1 and 3. Referring
to the Heisenberg model (21.28) and assuming between
neighboring atoms the same canting angle 	 of the lo-
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Fig. 21.23 (a) The hexagon shows the first Brillouin zone of the 2-D hexagonal Bravais lattice. The brown-shaded area indicates
the irreducible part. (b) The rowwise antiferromagnetic structure. (c) The coplanar non-collinear 120ı Néel structure. Indicated are
the corresponding two- and three-atom unit cells and the continuous paths, which connect the corresponding magnetic structure
to the FM state. (d) The 3Q-structure, with spins pointing in all three directions of the spin space. Note that, due to the neglect of
the spin–orbit interaction, only the relative orientation of the moments is specified

cal moments, the magnetic energy of the system is given
by E.	/D�2J1 cos.	/� J2 cos.2	/. The energy mini-
mization leads to the solutions sin.	/D 0, which refers
to the ferromagnetic state (	 D 0ı) with the energy
EFM D�2J1 � J2 if all atoms couple ferromagnetically
(J1; J2 > 0), or to the antiferromagnetic state 	 D 180ı)
with equal energy EAFM D�2jJ1j � J2, if the nearest
neighbor interaction is antiferromagnetic and the next-
nearest neighbor ferromagnetic (J1 < 0; J2 > 0). How-
ever, if the nearest neighbor interaction is ferromagnetic
and the next-nearest interaction is antiferromagnetic
(J1 > 0; J2 < 0) or all interactions are antiferromagnetic
(J1 < 0; J2 < 0), then neither the ferro- nor the anti-
ferromagnetic chain satisfies the interactions between
all pairs of atoms. Subsequently, the energy of the
collinear state will be higher than �2jJ1j � jJ2j and
rises depending on J1 and J2 until a non-collinear so-
lution with a non-trivial canting angle of cos.	NC/D
�J1=.2J2/ becomes lower in energy. This happens if
�3=4jJ1j< J2 < 0 and the energy amounts to E.	NC/D
3=2J21=J2 � J2. The canting angle follows from a ratio
of exchange interactions. It is interesting to compare
this canting angle with the one discussed in (21.35),
which followed from a competion between Heisen-
berg exchange and DMI. Since the DMI is a spin–orbit
phenomenon, its energy scale is typically one order
of magnitude smaller than the exchange interaction.
Translating this simple model to periodic structures
such as films and chains shows that exchange frustra-
tion leads to magnetic structures with short pitches,
often on the atomic scale, whereas the DMI-stabilized
noncollinear structures can be of a different scale.
A nice example is Mn=W.110/ [21.118] in comparison
to Mn=W.100/ [21.119]. Both have the same chemical

composition, in both Mn is grown on lattices that give
no cause for geometric frustration, both exhibit spin-
spiral ground states, but the periods of the magnetic spi-
rals are 12 nm versus 2:2 nm, clearly indicating that the
latter is due to exchange competition and the former to
the DMI. We conclude that exchange frustration offers
a path of producing small localized magnetic textures.

21.4.2 Chiral Spin Spirals

Magnetic films or clusters on surfaces, including mul-
tilayer structures, present broken inversion symmetry
along the surface normal, which, together with spin–
orbit coupling, gives rise to antisymmetric exchange or
DMI (Sect. 21.1.6). The DMI competes with the sym-
metric exchange and the anisotropy energy: whereas
the latter terms favor collinear spin alignment, the
DMI favors a spatially spiraling magnetic structure
with a specific rotational direction. In this context,
a completely new class of chiral magnets has been
recently established, being made of monolayers and ul-
trathin films or heterostructures of 3d metals, where
the DMI interaction and magnetic chirality are intro-
duced due to the presence of heavy-metal surfaces
and interfaces. In some instances, the DMI introduces
chiral ground states, e.g., in Mn=W.110/ [21.118],
Mn=W.100/ [21.119], Fe=Ir.111/ [21.134, 302, 303],
Pd=Fe=Ir.111/ [21.135], and biatomic Fe chains on the
(5� 1)-Ir(001) reconstruction [21.123]. If the magnetic
structure changes on a mesoscopic length scale, the
non-collinear magnetization can be described by a con-
tinuous vector field m.r/ with jmj D 1. In the simplest
case, m varies only along one spatial coordinate x and
the energy of a magnetic configuration can be described
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Fig. 21.24 (a) Schematics of right- and left-handed spin spirals with different rotation axes on a symmetric surface. For (i)
and (ii), the right- and left-handed spirals are mirror images of each other. In (iii), the surface breaks the mirror symmetry.
Therefore, the two spirals in (iii) are not equivalent to each other and may differ in energy. The left-rotating cycloidal
spiral shown in (iii) corresponds to the one found for 1ML Mn on W(110), a system with local antiferromagnetic
order. (b) Spin-polarized STM images of the Mn monolayer on W(110) and corresponding line sections taken with
a ferromagnetic Fe-coated tip at external fields of 0 T (top) and 2 T (bottom). As sketched in the insets, the external field
rotates the tip magnetization from in-plane to out-of-plane, shifting the position of maximum spin contrast. The stripes on
the nanometer scale represent the local antiferromagnetic structure. On a larger length scale, however, the image shows
a spiral structure that is driven by the DMI, as seen in the line profiles at the bottom of each image. (c) Electronic energy
of a homogeneous spin spiral depending on the period length j�j. The sign of � depends on the rotational direction. The
data points show the results obtained from electronic structure calculations, and the lines indicate the fits with the terms
of (21.57). ((b,c) reprinted with permission from [21.118], © SpringerNature 2007)

by a simple micromagnetic energy functional of the
form

E.m/D
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dx
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��
;

(21.56)

where the spin stiffness A represents the exchange inter-
actions that favor collinear spin alignment, the symmet-
ric anisotropy tensor K accounts for the preferred ori-
entation of the magnetization with respect to the crystal
lattice, and the micromagnetic Dzyaloshinskii vectorD,

also called spiralization vector, is nonzero only if the
underlying crystal structure does not possess inversion
symmetry. The DMI breaks the degeneracy of right- and
left-handed spin rotations, thus favoring either a right-
or left-handed spiral magnetic structures (Fig. 21.24a;
note that only cycloidal spin spirals of type (iii) have
nondegenerate right- and left-handed states).

Monolayer Mn=W.110/ is an exemplary system
where DMI-induced cycloidal spin spirals are observed,
characterized by a fixed rotation axis and .dm=dx/2 D
const [21.118]. Figure 21.24b shows a constant-current
spin-polarized STM image measured on an atomically
flat Mn layer on W(110) using a Fe-coated probe
tip sensitive to the in-plane magnetization. The spin-
polarized STM data reveal periodic stripes running
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along the [001] direction, with an interstripe distance
of 0:47 nm matching the surface lattice constant along
the [1N10] direction. This contrast stems from the lo-
cal c.2� 2/-antiferromagnetic structure [21.304]. The
line profile further reveals that the magnetic amplitude
is not constant but modulated with a period of about
6 nm along this direction. Imaging the surface using an
Fe-coated tip with out-of-plane magnetization shows
that the maximum contrast of the long-wave modula-
tion is achieved where the in-plane spin signal exhibits
a minimum (Fig. 21.24c), consistent with the contrast
expected of a spin spiral propagating along the [1N10] di-
rection with magnetic moments rotating from in-plane
to out-of-plane. For such a homogeneous spiral, (21.56)
simplifies to

ED A��20 CD��10 CK ; (21.57)

where the integration is performed over one period
length j�0j, the sign of �0 distinguishes between right-
and left-handed spirals, and K is the anisotropy energy
averaged over the spiral. The energy given by (21.57) is
lower for the spiral than for the antiferromagnetic state
if the DMI overcomes the average energy penalty per
atom for spins spiraling in a plane rather than point-
ing along a preferred easy axis of magnetization, that
is, if D2 > 4AK. The period of the optimal homoge-
neous spiral is thus given by �0 D�2A=D. Density
functional theory calculations, reported in Fig. 21.24c,
show how the energy of the Mn=W.110/monolayer de-
pends on the direction and period of the spin spiral.
The calculated parameters are AD 94meVnm2, DD
24meVnm, and K D 0:6meV per Mn atom [21.118].
Notably, considering only isotropic exchange (no spin–
orbit interaction), the total energy minimum occurs for
the antiferromagnetic state. Introducing spin–orbit cou-
pling has two effects: first, it shifts the energy of the
antiferromagnetic state by K; second, it breaks the in-
version symmetry between right- and left-handed spin
rotation, leading to a DMI that contributes a term lin-
ear in ��1 to the total energy. As a result, the minimum
energy now appears for a left-handed (cycloidal) spin
spiral along the Œ1N10� direction (a spin spiral along the
Œ001� direction is energetically unfavorable because of
the greater anisotropy energy cost for spins pointing
along Œ001�).

In general, the energy minimization of (21.56) leads
to an inhomogeneous spin spiral [21.305], whereby
the degree of inhomogeneity is controlled by a posi-
tive dimensionless parameter ( D .4= /2AK=D2, into
which all three micromagnetic parameters A, D and K
in (21.56) enter. For the parameter set ( 2 Œ0; 1Œ a pe-
riodic spin spiral takes the lowest energy. The spiral is
homogeneous for infinitesimally small positive ( and

becomes maximally inhomogeneous if ( approaches 1.
For example, for Mn=W.110/, ( D 0:3 [21.306]. For
a double-layer of Fe=W.110/ (see also discussion in
Sect. 21.3.3), ( is close to 1 or larger than 1 depend-
ing on the strain induced into the system in response of
cutting angle or step width, respectively, of the W(110)
crystal. At ( D 1 a phase transition occurs from a spin-
spiral state ground state to a ferromagnetic state with
chiral domain walls.

21.4.3 Chiral Domain Walls

When the exchange interaction is much stronger than
the DMI, the preferred ground state is the collinear
one, but the DMI can still force the formation of
chiral domain walls, as, e.g., in Fe=W.110/ [21.128,
282], Co=Pt.111/ [21.307], ŒCo=Ni�n=Pt.111/ and
Ir(111) [21.80], and Ni=Fe=Cu.001/ [21.308, 309], as
shown in Fig. 21.25, as well as canting of the mag-
netization at the edge of laterally confined magnetic
structures [21.310]. The effects of the DMI on domain
walls are readily observed in ultrathin films with per-
pendicular anisotropy, where the DMI induces a tran-
sition from achiral Bloch (helical-like) walls, favored
by dipolar interactions, to homochiral Néel (cycloidal-
like) walls for sufficiently large values of D [21.128,
129, 309]. Figure 21.25a–c shows schematic diagrams
of the different domain wall types typically observed in
ultrathin films with perpendicular anisotropy. As seen
for ŒCo=Ni�n multilayers grown on Pt(111) and Ir(111),
shown in Fig. 21.25d–f, the domain wall chirality de-
pends on the substrate as well as on the thickness of
the magnetic film [21.80]. The opposite chirality ob-
served at the Ni=Pt.111/ and Ni=Ir.111/ interfaces is
due to the opposite sign of the DMI in these sys-
tems. Achiral walls can be obtained either by depositing
a thin Ir layer on Pt in order to compensate the DMI
or by increasing the magnetic film thickness in or-
der to favor Bloch walls. Experimental and simulated
phase diagrams of the domain wall chirality and its
dependence on the DMI and magnetic anisotropy pa-
rameters are shown in Fig. 21.25g–j. The chirality of
the domain walls plays a fundamental role in deter-
mining the domain wall motion [21.81, 129, 311–313]
and the polarity of current-induced switching by spin–
orbit torques in thin films and nanostructures [21.35,
314]. Similar to Fig. 21.25a, the chirality reported for
3d layers grown on Pt, such as the AlOx=Co=Pt films
typically used for investigating switching and domain
wall motion, is left handed [21.307, 314–316]. In sim-
ple one-dimensional domain wall models, the effects of
the DMI in such systems can be included by consid-
ering an effective in-plane chiral field BDMI D D=Mı,
where ı D  

p
A=K is the domain wall width. The DMI



Magnetic Surfaces, Thin Films and Nanostructures 21.4 Non-collinear Spin Configurations 663
Part

E
|21.4

Left-handed
Right-handed

0.5 1.0 1.5 2.0

Achiral-Bloch
Achiral-Bloch

In-plane or paramagnetic

Left-Néel

Ni
Co

Ni
Co

Ni

Pt

Co

0.4 ML

1 ML

1 ML

2 ML

2 ML

2 ML

Ni

Ni
Co

Ir

Pt
2 μm 2 μm1 μm

1 ML

Co 1 ML
2 ML

2 ML

2 ML

2.5 ML

Left-Néel

Left-NéelRight-Néel
Right-
Néel

2.5 3.0 IrbulkPtbulk

a)

d) f)
e)

Achiral Bloch

b)

Right-Néel

c)

g) dCo/Ni (ML)

dIr (ML)

24

16

8

0
1 2 3 IrbulkPtbulk

h) Dij (meV/atom)

dIr (ML)

0

–0.5

–1.0

–0.8 –0.6 –0.4 –0.2 0 0.2 0.4

+1

0

–1
γ

–1.0

i ) Ddipole/Keff

Dij/Keff

1.4

1.2

1.0

0.8

0.6

0.4

0.2

0

Ni

Ni

Ni
Co

Ir

1 ML

Co
1 ML

2 ML

2 ML

2 ML

Ni

Fig. 21.25a–i Schematic domain wall configurations for (a) left-handed Néel, (b) achiral Bloch, and (c) right-handed
Néel domain walls. (d–f) Real-space observation of domain walls in ŒCo=Ni�n multilayers grown on (d) Pt(111),
(e) Ir.2:5ML/=Pt.111/, and (f) Ir(111). Images obtained by compound spin-polarized low-energy electron microscopy.
The color wheel represents the direction of the in-plane magnetization in each image pixel. White arrows show the
in-plane spin orientations in the domain walls. (g) Experimental domain wall type and chirality phase diagram for the
multilayers shown in (e,f). The square dots indicate the transition from in-plane anisotropy to out-of-plane anisotropy,
and circular dots indicate the transition from chiral Néel walls to achiral Bloch walls. (h) Estimated DMI deduced from
the data (circles) plotted in (g). (i) Monte Carlo-simulated phase diagram of the domain wall chirality, where Ddipole cor-
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� quantifies the chirality as 1 (right-handed), 0 (achiral), or �1 (left-handed). (Adapted by permission from [21.80],
© SpringerNature 2013)

further alters the dynamical properties of collinear fer-
romagnetic films, as found for the magnon dispersion
in Fe=W.110/ [21.317] as well as in Co, Co=Ni, and
Ni80Fe20 films sputtered on Pt [21.116, 117, 318].

21.4.4 Skyrmions

Besides inducing 1-D spiral spin states and chiral do-
main wall configurations, the DMI also stabilizes 2-
D spin textures known as chiral magnetic skyrmions.
Skyrmions are vortex-like axially symmetric structures
in which the magnetic moments rotate coherently across
the center, as shown in Fig. 21.26. However, in con-
trast to a magnetic vortex, the magnetic moments in

a skyrmion point into a unique three-dimensional direc-
tion and consequently have a topology that cannot be
unwound in a continuous way to form, e.g., a collinear
magnetic state. In mathematical terms, a skyrmion is
a smooth, localized, and topologically stable field con-
figuration which maps from real space to an order
parameter space with a nontrivial topology and has
particle-like properties [21.319] and has particle-like
properties. The topological index of the field is called
the 2-Dwinding number or the topological charge of the
skyrmion, which, for a 2-Dmagnetic texture, is given by

W D 1

4 

Z
m �
�
@m
@x
� @m
@y

�
dxdy : (21.58)
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a) b) c)

Fig. 21.26 (a) Schematic picture of a Néel skyrmion and its mapping onto a sphere (hedgehog configuration), (b) of
a Bloch skyrmion (combed hedgehog configuration) and (c) antiskyrmion or multichiral skyrmion, for which the winding
sense of the magnetic moments changes between clock- and counterclockwise in orthogonal spatial directions. The color
code describes the value of the z-component of the magnetisation with red (blue) representing mz DC1 (�1). (Figures
courtesy of K. Everschor-Sitte, from [21.319])

The sign of W is defined by the orientation of the
magnetization in the ferromagnetic background, which
is taken along the positive z-direction of an external
magnetic field. Each topological class characterized by
an integer W corresponds to a spatial distribution of
magnetic moments wound W times around a sphere,
as shown in Fig. 21.26, where the boundary of the
skyrmion (infinity) is mapped onto the north pole. For
example, a magnetic film with uniform magnetization
has W D 0, a vortex has W D˙1=2, whereas both
Néel- and Bloch-type skyrmions haveW D�1 and an-
tiskyrmions W DC1. From the skyrmion core to the
ferromagnetic rim, skyrmions have a unique winding
sense of the magnetization, clockwise or counterclock-
wise depending on the sign of the DMI. Antiskyrmions
or multichiral skyrmions have both winding senses, but
along orthogonal directions. Following the magnetiza-
tion density 360ı around the antiskyrmion core, Bloch
and Néel-type magnetization textures with different
windings alternate. The type of skyrmion or the choice
of an antiskyrmion depends on the lattice symmetry. For
example, Bloch-type skyrmions are a consequence of
a cubic lattice, Néel-type skyrmions are a consequence
of interface geometry in particular with (100) and (111)
surface orientation. An exception are interfaces with
C2v symmetry or lower symmetry, like the bcc or fcc
(110) surfaces. On these surfaces, skyrmions and anti-
skyrmions can become stable simultaneously [21.320].
Néel and Bloch skyrmions differ in that the former are
mapped to spins pointing outwards or inwards of the

unit sphere, as in a hedgehog structure, whereas the
latter are mapped to spins that rotate clockwise or coun-
terclockwise around the sphere (Fig. 21.26). Although
the real-space spin configurations appear different for
Néel and Bloch skyrmions, both have the same topolog-
ical charge, thus live in the same topological subsector,
and the two structures are topologically equivalent.
Consequently, a Bloch skyrmion can be continuously
deformed into a Néel skyrmion by 90ı rotation of the
spins, and vice versa. Note that skyrmions differ quite
substantially in the dynamical and excitation properties
from bubble-like spin textures that have been exten-
sively studied in the past in perpendicularly magnetized
systems such as hexagonal ferrites [21.321], uniaxial
garnets [21.322, 323], and single-crystalline Co(0001)
films [21.324]. Magnetic bubbles in these materials are
stabilized by dipole interactions rather than by the DMI,
which gives rise to a rich variety of spin textures with
nonuniform chirality and topologies, and therefore ar-
bitrary topological winding numbers [21.323].

Whether a system supports the formation of
skyrmions and skyrmion lattices, as opposed to uni-
form magnetic domains or spiral spin states, depends
on the interplay of the parameters appearing in (21.34)
and (21.56) with the addition of the Zeeman interac-
tion due to an external magnetic field. A skyrmion
lattice can either be the ground state of the system,
if high-order exchange interactions [21.134] or dipo-
lar interactions [21.137] are present, or emerge out
of a spin spiral phase by the application of an ex-
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Fig. 21.27 (a) Low-temperature phase diagram calculated for fcc-Pd=1ML Fe=Ir.111/ as a function of a magnetic field
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netized tip of the spin structures that are displayed in (b–e). (b–e) A red color denotes magnetic moments pointing up,
that is, in the direction of the magnetic field, while blue spins point in the opposite direction. (Reprinted by permission
from [21.325], © SpringerNature 2014)

ternal magnetic field as metastable state [21.131, 132,
135]. Magnetic skyrmions of the Bloch type were first
experimentally observed in non-centrosymmetric bulk
MnSi single crystals [21.131] and in other compounds
that have the same cubic B20 crystal structure, such
as Fe1–xCoxSi [21.132] and FeGe [21.133]. Symmetry
breaking due to interfaces and strong spin–orbit cou-
pling facilitate the formation of Néel-type skyrmions
in ultrathin magnetic layers deposited on heavy metals
such as Pt, Ir, and W. Low-temperature spin-polarized
STM studies evidenced the formation of a skyrmion-
like lattice with periodicity of about 1 nm for a pseudo-
morphic Fe monolayer on Ir(111) [21.134]. For this sys-
tem, the competition between the magnetic exchange
interaction and DMI determines the periodicity, and the
DMI imposes a unique rotational sense, whereas the
two-dimensional lattice is stabilized by a four-spin in-
teraction. Adding a single nonmagnetic layer of Pd on
Fe=Ir.111/ changes the magnetic properties such that
the ground state is a spin spiral with a period about
seven times longer than the skyrmion lattice of the
uncovered Fe=Ir.111/ surface, and a skyrmion lattice
appears only in an applied magnetic field of the or-
der of 1 T. In contrast to the spin spiral state, which
is magnetically compensated, the hexagonal skyrmion
lattice exhibits a net magnetization and is, therefore, fa-
vored by the Zeeman energy. For the same reason, at
even larger fields, the system evolves into a saturated

ferromagnetic state [21.135]. This behavior, schema-
tized in Fig. 21.27, is typical for field-induced skyrmion
lattices. For this particular system, ab initio electronic
structure calculations [21.325] show that the change
of ground state from Fe=Ir.111/ to Pd=Fe=Ir.111/ is
not due to a decrease of the DMI, which is mainly
determined by the Ir interface and does not depend sig-
nificantly on the 4d transition-metal overlayer. Rather,
the addition of Pd increases the exchange interaction
among the Fe atoms relative to Fe=Ir.111/, as the
nearest-neighbor exchange interaction in a hexagonal
Fe monolayer depends on the d-band filling of the
substrate and can be tuned from ferro- to antiferro-
magnetic [21.326]. Thus, in Pd=Fe=Ir.111/, the energy
barrier separating the skyrmion phase from the uniform
ferromagnetic phase is lower relative to Fe=Ir.111/,
and comparable to kBT at measurement temperatures of
� 10K. In these conditions, thermally activated switch-
ing between topologically distinct states occurs. More-
over, skyrmions can be imprinted or annihilated one
by one into the ferromagnetic phase, e.g., by voltage
sweeps with the STM tip, as the switching rate and
direction can be controlled by the spin-polarized cur-
rent as well as by the presence of atomic defects that
act as preferred nucleation and pinning sites for the
skyrmions [21.135].

Skyrmions are also found in ultrathin ferromagnet-
ic/heavy-metal layers deposited by sputtering, such as
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ŒIr=Co=Pt�n and ŒTa=Co=Pt�n multilayers [21.136, 327],
TaOx=CoFeB=Ta, AlOx=Co=Pt, and MgO=CoFeB=W
trilayers [21.137, 328, 329]. In these materials, the mag-
netic anisotropy, DMI, and exchange parameters that
control the skyrmion stability and size can be eas-
ily tuned by adjusting the nature and thickness of the
films that comprise the multilayers. Such systems are
also of interest to create and manipulate skyrmions in
racetrack-type devices [21.330], which has raised hopes
of fabricating skyrmion-based magnetic memories and
logic devices based on the same technology as that
developed for magnetoresistance devices. It shall be
noted, however, that despite their topological protec-
tion, skyrmions are neither indestructible nor insensi-
tive to the pinning potential of the medium in which
they form, and do not move faster than domain walls at
comparable current densities. Their potential for spin-
tronic applications therefore remains to be established.
On the other hand, skyrmions represent an interest-
ing system for studying the interaction of nontrivial
topological magnetic textures with externally applied
magnetic and electric fields. For further information on
this topic, we refer to recent monographs [21.331–334].

21.4.5 Synthetic Spin Structures

The non-collinear spin structures described in Sects.
21.4.2–21.4.4 form spontaneously whenever the DMI
is strong enough to offset the interactions that favor
collinear spin states, namely the exchange interaction
and magnetic anisotropy, in (21.56). It is possible, how-
ever, to tune the balance of such interactions in order
to induce the formation of artificial spin structures
that have a predetermined size, shape, and topology.
Spatial modulation of the magnetic anisotropy can be
achieved using ion irradiation [21.335–339], oxida-
tion [21.9, 138, 340], and electric gating [21.235, 236,
341]. Likewise, it is possible to tune the DMI [21.112],
e.g., by electric gating [21.342]. Local reduction of
the perpendicular magnetic anisotropy induced by ion
irradiation was used to introduce low-field domain nu-
cleation sites in Pt=Co multilayer strips [21.335, 339],

which allows one to modulate the formation and flow
of chiral domain walls [21.339, 343]. Alternatively, se-
lective oxidation can be used to pattern regions with
in-plane and out-of-plane magnetic anisotropy next to
each other [21.138]. In the presence of the DMI, the
magnetization in two adjacent regions with orthogonal
magnetization experiences a chiral coupling (21.33), fa-
voring spin configurations with a specific handedness.
For example, in Pt=Co=AlOx trilayers with adjacent
out-of-plane regions pointing either up (") or down (#)
and in-plane regions pointing either left ( ) or right
(!), the DMI favors the left-handed!" and #! con-
figurations over the right-handed ones " and # . It
can be shown that, below a critical size, the magnetic
behavior of the coupled regions is predominantly de-
termined by the lateral chiral coupling induced by the
DMI [21.138]. Indeed, if the energy associated with
the chiral coupling is larger than the energy barrier to
switch one or both magnetic regions, the direction of
the magnetization in one region effectively controls the
magnetization in the adjacent region, leading to a lat-
eral exchange bias. Therefore, this coupling, mediated
by chiral domain walls between out-of-plane and in-
plane magnetic regions, provides a powerful means to
engineer the lateral interactions between nanomagnets,
which is an alternative to long-range dipolar fields. As
the dipolar interaction is nonlocal and scales inversely
with the volume of the magnets, the chiral coupling
induced by the DMI is significantly stronger than the
dipolar coupling in nanometer-sized structures and thin
films. Coupled out-of-plane/in-plane building blocks
can be used to fabricate synthetic antiferromagnets with
linear or curved geometry, artificial spin lattices with
checkerboard or frustrated antiferromagnetic interac-
tions, and even synthetic skyrmions with an arbitrary
number of windings [21.138]. Examples of such struc-
tures are shown in Fig. 21.28. The DMI thus provides
a tool to design arrays of non-collinear nanomagnets
with tunable couplings, which can be used, e.g., to re-
alize nanomagnet logic gates [21.344], reconfigurable
magnonic crystals, as well as current-induced switching
between multistate magnetic configurations [21.138].

21.5 One-Dimensional Atomic Chains

Owing to the reduced number of neighbors contribut-
ing to the exchange interaction, thermal fluctuations
become more disruptive with decreasing dimensional-
ity. As a result, magnetism in 1-D structures is more
sensitive to temperature effects compared with 2-D sys-
tems. In fact, whereas in 2-D the introduction of dipolar
coupling or an arbitrarily small anisotropy of spin–orbit
origin is sufficient to establish long-range magnetic or-

der [21.345], in 1-D low-energy spin wave excitations,
i.e., fluctuations in the relative alignment of adjacent
spins, are more effective in breaking long-range order
for obvious topological reasons [21.346, 347]. Even in
the 1-D Ising model, i.e., the extreme anisotropic limit
of the Heisenberg model in (21.28), magnetic order is
forbidden in the absence of an external field for any
T > 0. A simple thermodynamic argument, due to Lan-
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Fig. 21.28a–d Examples of artificial
magnetic structures that can be real-
ized by exploiting the DMI at surfaces.
All structures consist of Pt=Co=AlOx

trilayers with alternate out-of-plane
and in-plane magnetized regions
patterned by selective oxidation.
(a) Synthetic antiferromagnetic chain
consisting of ferromagnetic Co dots
with alternate up/down orientation
(red) mediated by in-plane magne-
tized Co regions (blue). (b) Synthetic
skyrmions with arbitrary number of
windings. (c) Artificial spin lattice
consisting of out-of-plane elements
acting as Ising-like moments (squares)
that are antiferromagnetically coupled
via in-plane spacers (thin white lines).
Two different antiferromagnetic do-
mains are shaded in green and purple.
(d) Artificial kagome spin lattice. The
green and purple arrows indicate the
orientation of the magnetization of the
out-of-plane vertices. Bright and dark
contrast in the images correspond to
magnetization pointing up and down,
respectively. (Reprinted by permission
from [21.138], © Am. Assoc. Adv.
Sci. 2019)

dau, exemplifies this point very clearly as a function of
the system size [21.348]. Consider a chain consisting
of N magnetic moments described by the Ising Hamil-
tonian H D�JPN�1

iD1 SziSziC1, with nearest-neighbor
exchange coupling energy J > 0 (ferromagnetic inter-
action). The ground-state energy of the system is E0 D
�J.N� 1/ and corresponds to the situation where all
the moments are aligned, as shown in Fig. 21.29a. The
lowest-lying excitations are those in which a single
break occurs at any one of the N sites. There are N � 1
equivalent such excited states, all with the same energy
ED E0C2J, shown in Fig. 21.29b. At a given tempera-
ture T , the change in free energy due to these excitations
is �GD 2J� kBT ln.N � 1/. For N!1, the entropy
term prevails and we have �G< 0 at any finite tem-
perature. The ferromagnetic state becomes unstable to
thermal fluctuations. For chains of finite length, how-
ever, if .N� 1/ < e2J=.kBT/, ferromagnetic order is en-
ergetically stable. Assuming 2J D 10 (20)meV, we get
an upper limit ofN � 10 (100) atoms at T D 50K. Such
conclusions apply to an ideal 1-D lattice of spin point
vectors in both the ferromagnetic and antiferromagnetic
case. An antiferromagnetic system, however, presents
additional complications. If the spins in the Heisenberg

Hamiltonian are considered as classical vectors, then
the ground state of a 1-D chain is easily found to be the
alternate up–down configuration shown in Fig. 21.29c,
viz. the so-called Néel state. Note that, depending on
whether N is odd or even, the chain may or may not
have a net magnetization. When the quantum nature of
the spins is considered, the situation is radically differ-
ent. The eigenstates of the quantum antiferromagnetic
Heisenberg Hamiltonian are then given by a super-
position of states, each representing a classical spin
configuration (Fig. 21.29d). As a consequence, contrary
to the ferromagnetic case, we cannot assign a well-
defined orientation to individual atomic spins in the
ground state of an antiferromagnetic quantum system;
the spins are entangled, inseparable from each other.
Such an effect, which is well known for the wavefunc-
tions describing the triplet singlet pair 1=

p
2.j"#i˙

j#"i/ of a two-electron molecular bond, is generally
present in antiferromagnetic 2-D and 1-D low-dimen-
sional magnetic systems and is discussed more at length
in [21.349, 350].

Historically, experimental investigations on 1-D
magnetic systems have concentrated on bulk insu-
lating crystals consisting of arrays of linear chains
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Fig. 21.29 (a) Equivalent ground-state configurations of a ferromagnetic Ising spin chain in zero applied magnetic field.
(b) Lowest-energy excited states. (c) Néel ground state of antiferromagnetic Ising classical spin chains with N D 3, 4 atoms.
(d) Ground state of antiferromagnetic quantum chains with spin 1=2. The length of the arrows represents the relative probability
for each spin to point up or down. The corresponding wavefunctions are also given

of exchange-coupled transition-metal ions separated
by nonmagnetic atom spacers and characterized by
weak interchain interactions [21.349, 353, 354]. One
example is tetramethylammonium manganese chlo-
ride, which typically exhibits antiferromagnetic cou-
pling and 1-D paramagnetic behavior down to T �
1K [21.355]. Molecular ferri- and ferromagnetic chain-
like compounds containing magnetically anisotropic
ions also allow the realization of 1-D Ising model sys-
tems, so called single-chain magnets, which display
slow relaxation of the magnetization on a macroscopic
time scale [21.356], as predicted by Glauber in the
1960s [21.151]. Surface science studies of 1-D mag-
netism are based on two approaches, namely the de-
position of magnetic atoms on templated nonmagnetic
surfaces [21.72, 357] and the atom-by-atom fabrication
of single-atomic chains using scanning probe manipu-
lation [21.358, 359]. In the first approach, the atomic
steps of a nonmagnetic vicinal surface are used as
a deposition template for the magnetic atoms, thus
producing a large number of nanowires in a parallel
process. The average thickness and spatial separation
of the wires can be controlled independently using

the coverage and surface miscut angle, respectively.
The high wire density and overall uniformity of these
systems allow for their investigation using powerful
spatially integrating spectroscopic techniques, such as
angle-resolved photoemission and XMCD. In the sec-
ond approach, chains with a well-defined number of
atoms and lattice spacing can be assembled one atom
at a time and investigated locally using spin-polarized
STM and inelastic tunneling spectroscopy. In both
cases, the transition from 1-D to 2-D magnetic behavior
can be studied in the same material system by sim-
ply varying the coverage of the magnetic atoms, which
makes surface studies of magnetism very appealing.

21.5.1 Self-Assembly of 1-D Chains
on Template Surfaces

Arrays of continuous, quasi-1-D monolayer-thick
stripes of a magnetic metal on top of a nonmagnetic
substrate are obtained by exploiting self-assembly on
vicinal surfaces [21.360], for which the control of the
stripe width can be pushed down to the monatomic
limit [21.351, 352, 361–364]. Depending on the sur-
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Fig. 21.30 (a) Schematic representation of the growth modes of Co on a stepped Pt(997) surface as a function of the substrate
temperature. (b) STM topograph of the periodic step structure of Pt(997) (top) and of monatomic Co chains adjacent to the Pt
steps (bottom). (c) STM image of 0:6ML Co deposited at T D 250K on Pt(997); the step-down direction is from right to left.
Row-by-row growth conserves the original step pattern, forming regular stripes that run parallel to the Pt steps. The bottom image
shows a detail of two adjacent steps with atomically resolved Co chains and Pt terraces. (Adapted by permission from [21.73,
351, 352], © Am. Phys. Soc. 2000, Elsevier 2003)

face temperature, adatoms on vicinal surfaces tend to
self-assemble into chain-like structures at the lower
side of the step edges, where the binding energy
is largest [21.362, 365]. Growth proceeds either as
a smooth step-wetting process [21.351, 352, 366, 367]
or as nucleation of two-dimensional (2-D) islands at the
step edges [21.368], provided that the adatom displace-
ment prior to nucleation is larger than the terrace width
of the substrate. Figure 21.30a shows different scenar-
ios of heteroepitaxy on a stepped substrate, as derived
from the growth of Co on the vicinal Pt(997) surface.
We distinguish:

(i) The ideal case of row-by-row growth
(ii) Chains of different widths due to interlayer cross-

ing of the adatoms
(iii) Formation of irregular 2-D islands at the step

edges
(iv) Alloying
(v) Formation of double-layer-thick stripes.

In preparing arrays of 1-D chains for spectroscopic in-
vestigation with spatially integrating probes, one must
focus on the conditions that favor the ideal case (i).
As a general trend, 1-D chain formation is limited at
low temperature by slow edge-diffusion processes and
at high temperature by interlayer diffusion and, eventu-

ally, by alloying between the metal adspecies and the
substrate.

Figure 21.30b shows an STM image of the Pt(997)
surface, which has an average terrace width of 20:2˙
2:9Å [21.369], corresponding to a step density of 5�
106 cm1. Periodic arrays of Co chains grow only be-
tween 250 and 290K [21.351]. A monatomic chain
array is obtained as the coverage equals the inverse of
the number of atomic rows in the substrate terraces, i.e.,
0:125ML (1MLD 1:5�1015 atoms=cm2) for Pt(997).
The average length of a continuous Co chain is esti-
mated to be � 80 atoms from the average kink density
per Pt step obtained by STM. As the coverage increases
to more than a monatomic chain per terrace, Co grows
in a row-by-row mode (Fig. 21.30c). This approach was
first explored by Elmers et al. [21.276] in a study of
wide Fe stripes (> 10 nm) on vicinal W(110), which
show in-plane anisotropy and a relaxation-free ferro-
magnetic phase transition due to dipolar-induced cou-
pling across adjacent stripes [21.278, 280, 281]. Depo-
sition on stepped substrates has also been used to inves-
tigate the magnetic behavior of quasi-1-D Fe stripes on
stepped Cu(111) [21.370, 371] and Au(778) [21.372],
as well as of Fe and Co stripes on Pd(110) [21.373–
375]. Recent investigations have shown that step dec-
oration can be used also to produce bimetallic 1-D
alloys [21.361, 376, 377] as well as transition-metal
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oxide chains [21.378, 379], which may have either fer-
romagnetic or antiferromagnetic couplings [21.380].

21.5.2 Magnetic Properties and Magnetic
Order in 1-D Chains

In the limit of atomically thin metal chains, tight-
binding [21.381–383] as well as ab initio electronic cal-
culations predict large exchange splittings and strongly
increased mS and mL relative to those of the bulk
and 2-D monolayers [21.62, 63, 384–388] as well as
MCA energies exceeding 1meV per atom [21.384,
385, 389–392], which are attributed to the reduced d-
bandwidth in 1-D structures as well as interactions with
the substrate. Angle-resolved photoemission measure-
ments of Co monatomic chains grown along the step
edges of Pt(997) corroborate the prediction of large ex-
change splitting of the Co 3d-states (2:1 eV) [21.393]
compared with thin films (1:4�1:9 eV) or bulk Co
(1:4 eV) [21.394, 395], suggesting that mS is on the or-
der of 2�B=atom [21.360], i.e., � 0:4�B=atom larger
compared to bulk Co. Extensive XMCD investiga-
tions performed on the Co=Pt.997/ system have al-
lowed the measurement of the Co magnetic moment as
a function of chain width [21.72, 73, 396]. Most strik-
ingly, the mL of the monatomic Co chains reaches up
to 0:68�B=atom, representing an almost fivefold en-
hancement relative to bulk hcp Co and being more than
twice the value found for a Co monolayer on Pt(997).
The lateral thickness of the chains has a strong influ-
ence on mL, which drops already to 0:37�B=atom in
biatomic chains [21.396].

Figure 21.31 shows the magnetization of Co chains
with different atomic thicknesses deposited on Pt(997),
measured along the easy (filled symbols) and hard
(open symbols) axes at 45 and 10K. The signifi-
cant dependence of the magnetization on the direction
of the applied field indicates a very strong magnetic
anisotropy, which increases from K D 0:17meV=atom
in the 2-D monolayer limit up to K D 2:0meV=atom
in the monatomic chains. Further, both K and the
easy axis direction oscillate as a function of the chain
thickness (top diagrams in Fig. 21.31 and [21.396]).
This behavior is specific of 1-D metal systems and
was predicted by tight-binding calculations for both
free-standing [21.381] and supported [21.383] 1-D Co
chains. The canting of the easy axis in the plane per-
pendicular to the chains is due to symmetry breaking at
the Pt step edges [21.385, 391, 392]. The DMI at the
step edge does not change the magnetic order in the
Co chain but selects homochiral Néel-walls over Bloch-
walls [21.121].

The magnetic response of the Co chains as a func-
tion of field at T D 45K shows reversible behavior with

zero remanent magnetization, thus indicating the ab-
sence of long-range ferromagnetic order. However, the
shape of the magnetization curve reveals the presence
of short-range order, i.e., of significant interatomic ex-
change coupling in the chains. For noninteracting para-
magnetic moments, in fact, the magnetization would be
significantly smaller and nearly linear up to 6T. By
lowering the sample temperature to 10K, the magne-
tization of the monatomic chains becomes hysteretic,
indicating a transition to a long-range ferromagnetic
ordered state with finite remanence extended over the
whole sample. The observation of long-range ferromag-
netic order might appear in contrast to the predicted ab-
sence of magnetism in 1-D systems. However, similar to
the single-chain molecular magnets, the ferromagnetic
state in the chains is a metastable state stabilized by the
large MCA barriers, which allow ferromagnetic order
to persist over timescales equal to or longer than the
measurement time. The observed behavior is therefore
that of a 1-D superparamagnetic system, i.e., a system
composed by segments, or spin blocks, each contain-
ing Nc exchange-coupled Co atoms, whose resultant
magnetization orientation is not stable due to thermal
fluctuations. Fits of the magnetization of the monatomic
chains above the blocking temperature performed us-
ing a classical spin block model [21.351] yield Nc D
15 atoms and K D 2�0meV=atom, as well as a total
magnetic moment per Co atom of � 3:8�B=atom, in-
cluding the spin and orbital Co moments as well as the
induced moment on Pt. The same curves can be fit using
a finite-size transfer matrix algorithm using the Heisen-
berg Hamiltonian [21.346]

H D�
Nc�1X

iD1
JSi � SiC1

�
NcX

iD1
ŒK.Szi /

2C gCo–Pt�BB � Si� ; (21.59)

where J D 20meV, K D 3:3meV, jSij2 D 1, gCo–Pt D
3:8, and Nc D 80. The two approaches yield consistent
results, apart from the magnetic length of the chains.
This is not so surprising given that the spin block model
does not include the possibility of spin excitations in-
side each block. Although the structural analysis of the
Pt(997) surface yields atomically straight step edges
with a length of � 80 lattice sites, the actual magnetic
length of the chains can be also influenced by disloca-
tions, substitutional impurities, and contaminants that
can never be completely eliminated in experiments. In-
homogeneities of the chain length and thickness are
likely also responsible for the reduced remanence rel-
ative to the saturation magnetization observed at 10K.
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Fig. 21.31a–d Magnetization of (a) monatomic, (b) biatomic, and (c) triatomic chains and (d) 1:3ML Co on Pt(997) along the
easy and hard directions (filled and open symbols, respectively), measured above and below the blocking temperature. The easy
axis is indicated by the arrows in the top diagrams. The data points represent the XMCD at the L3 Co edge (779 eV) normalized
by the L3 absorption edge jump. Solid lines are fits to the data according to a classical spin block model. (Reprinted by permission
from [21.72, 396], © SpringerNature 2002, Am. Phys. Soc. 2004)

As the system evolves towards a 2-D film and the
number of exchange-coupled Co atoms in the chains
increases (Fig. 21.31b–d), a stronger tendency towards
magnetic order is expected. Contrary to expectations,
however, the two-atom chains do not exhibit long-range
magnetic order, even at low temperature (Fig. 21.31b,
bottom panel). In this case, the tendency towards order
is counteracted by the drastic reduction of K, consis-
tent with the reduction of mL. Paradoxically, therefore,
the 1-D character of the monatomic chains favors mag-
netic bistability rather than disrupting it, owing to
the enhanced magnetic anisotropy energy of the low-
coordinated Co atoms. Eventually, a fully coalesced
magnetic layer forms (Fig. 21.31b–d), showing prop-
erties typical of a 2-D film (Sect. 21.3).

Equation (21.59) further allows modeling of size-
and site-dependent spin correlation effects along the
monatomic chains. Because the spins at the two ends

of a chain lack one magnetic neighbor, the first and last
spins along the chains can fluctuate more freely than
those in the middle, leading to the confinement of en-
tropy close to the end spins. Figure 21.32 shows the
site dependence of the average easy-axis spin projec-
tion hSzi i in the presence of an applied field Bz D 2 T
at T D 45K. The profiles obtained for segments of dif-
ferent lengths N are compared with the expectation
value for the infinite chain [21.397]. Translational in-
variance is broken for any segment but for the infinite
chain, and hSzi i decreases symmetrically with respect
to the middle of the segment while moving towards
the end spins. Note that the asymptotic value for the
infinite chain is never reached for segments smaller
than N D 50. From the above discussion, it is evident
that, depending on temperature, finite-size effects play
a central role in determining the magnetization of 1-D
systems.
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Fig. 21.32 Site dependence of hSzi i of monatomic Co
chains shown for different lengths of the segments at T D
45K in zero applied field. The site index is enumerated
starting from the middle of each segment. The dashed
line corresponds to the infinite chain expectation value.
(Reprinted by permission from [21.346], © Springer 2006)

21.5.3 Local Couplings and Excitations
in 1-D Chains

Atom manipulation by low-temperature STM has
opened up the possibility of assembling and probing
magnetic chains of well-defined length and couplings
on flat substrates. STM also provides a means to lo-
cally probe the ground state and spin excitation spec-
trum of the assembled structures using spin-polarized
tunneling [21.192, 193] and inelastic tunneling spec-
troscopy [21.398, 399]. Adatom chains assembled on
insulating substrates such as Cu2N typically display
localized electron behavior characterized by antiferro-
magnetically or ferromagnetically coupled integer or
half-integer spins, providing a nice example of finite-
size 1-D spin lattices [21.358, 359, 400]. Adatom chains
assembled on metal surfaces, on the other hand, al-
low the study of the formation of delocalized quantum
states and Kondo correlation effects in 1-D structures
that incorporate defects, i.e., magnetic and nonmagnetic
species, such as CoCunCo chains on Cu.111/ [21.401,
402]. Recently, ferromagnetic chains assembled on s-
wave superconducting substrates with strong spin–orbit
coupling have been proposed as a simple realization of
a topological superconductor [21.403, 404]. Such 1-D
chains with nearest-neighbor hopping, large exchange
splitting of the d bands, and proximity-induced pair-
ing carry zero-energy excitations at the chain ends,
which are regarded as a solid-state equivalent to Ma-
jorana fermions in particle physics. Examples of these
systems are Fe and Co chains on Pb(110), as de-
scribed in [21.405, 406]. In the following, we describe

two examples of ferromagnetic [21.358] and antifer-
romagnetic [21.359] chains assembled on insulating
substrates in order to illustrate the rich physics acces-
sible by STM spectroscopy.

Figure 21.33a shows a schematic diagram and STM
image of a single-atomic layer of Cu2N formed by
N implantation on Cu(001). This layer has insulating
properties, which prevents direct hybridization between
the d electrons of magnetic adatoms with the Cu(001)
sp-bands. Transition-metal adatoms deposited at cryo-
genic temperature on Cu2N=Cu.001/ adsorb on top of
the Cu sites and can be manipulated by the STM tip
using pick-up and release voltage pulses of opposite
polarity. Figure 21.33b shows the atom-by-atom con-
struction of a chain of nine Mn atoms positioned on
neighboring Cu sites along the Œ100� direction, at a dis-
tance of 0:36 nm from each other. Inelastic electron
tunneling spectroscopy performed by positioning the tip
of the STM on top of the Mn atoms was used to de-
termine the ground state and spin excitation spectrum
of chains of different length, as shown in Fig. 21.33c.
This technique is based on the increase of the con-
ductance of a tunnel junction when the energy of the
tunneling electrons matches that of a vibrational or
magnetic excitation of the sample, thus opening an
inelastic conduction channel that adds to the elastic con-
ductance [21.398, 407]. In the case of magnetic atoms,
dI=dV conductance steps correspond to spin-flip exci-
tations that change the spin projection Sz but leave the
total spin S unchanged. The energy of these excitations,
given by �eV, where V is the STM bias voltage, gen-
erally depends on the applied magnetic field, magnetic
anisotropy, and exchange coupling to neighbor atoms.
The dI=dV spectra of Mn chains consisting of one to
ten atoms at zero field display a striking dependence
on the parity of the chain. At V < 1mV, the spectra of
odd-length chains, including a single Mn atom, exhibit
a narrow dip in conductance centered at 0V, typical of
spin-flip excitations of a ground state with S > 0. None
of the even-length chains, however, exhibit a spin-flip
excitation: the spectra are flat near V D 0, at both zero
and high magnetic field. The absence of spin-flip exci-
tations in even-length chains is attributed to a ground
state with SD 0. The alternation of the ground-state
spin between zero and nonzero values is consistent with
the compensation and uncompensation of the total Mn
spin for even- and odd-length chains, respectively, in-
dicating that the Mn spins are antiferromagnetically
coupled. At larger bias voltages, both odd and even
chains, with the exception of a single Mn atom, present
large dI=dV steps in conductance at voltages that are
symmetric with respect to V D 0. These features can
be analyzed by calculating the spin excitation spec-
trum starting from the Heisenberg Hamiltonian (21.28).
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Fig. 21.33 (a) Top: Lattice model of a Cu2N island on Cu(001). Cu atoms are shown as yellow dots, N atoms as blue dots.
Bottom: constant-current STM topograph of a Cu2N island on Cu(001). (b) STM images of the building of a Mn chain
two to nine atoms long on Cu2N. The top diagram shows the coupling between adjacent Mn spins, likely mediated by
superexchange through the intervening N atom. (c) Conductance spectra of Mn chains on Cu2N. Spectra were taken with
the tip positioned above the center of chains of Mn atoms of length one to ten at T D 0:6K and BD 0T. Spectra on chains
containing an odd (even) number of atoms are shown in red (black) to emphasize the parity dependence. Blue arrows
indicate the lowest energy spin-changing excitation obtained from the isotropic Heisenberg model with J D 6:2meV
and SD 5=2. For comparison, green arrows indicate the same excitation with SD 2 (lower voltage) and SD 3 (higher
voltage) on the trimer and pentamer; the same excitation with SD 2 and SD 3 is not distinguishable from SD 5=2 on
the dimer, tetramer, and hexamer chains. (Adapted by permission from [21.358], © Am. Assoc. Adv. Sci. 2006)

Overall, the excitation energies of the chains can be well
reproduced by assuming an antiferromagnetic exchange
coupling constant J D�6:2˙0:3meV and a local spin
SMn D 5=2 [21.358]. The magnetic anisotropy (i.e., the
zero-field splitting parameter) is small in such a case,
consistent with the orbital singlet state of Mn atoms
with spin 5=2. An important point of this study is that
the energy of the conductance steps turned out to be the
same irrespective of the position of the STM tip along
the chains, which suggests that the excited states are
collective entangled states rather than single-atom spin
flips, consistently with the picture drawn in Fig. 21.29d.
Such states have also been reported for odd-length Mn
chains assembled on Ni(110) [21.408].

In the Mn chains, the formation of entangled quan-
tum spin states is favored by the large value of J
relative to the on-site magnetic anisotropy energy K.
By decreasing the ratio J=K, however, the classical
Néel states with alternate spin orientation on each
atom (Fig. 21.29c) can be stabilized. This situation is
realized for Fe atoms aligned along the Œ010� rows
of Cu2N=Cu.001/ with interatomic distance equal to
0:72 nm [21.359]. In these chains, the Fe spins cou-

ple antiferromagnetically with strength J D 1:2meV
and have an out-of-plane magnetic anisotropy of K �
1:5meV [21.409]. Spin-polarized STM images of a lin-
ear eight-atom chain clearly distinguish the two Néel
ground states, as shown in Fig. 21.34a,b. By applying
a voltage > 7meV between the chains and a magnetic
tip, the spin configuration can be switched between the
two Néel states with a probability that depends on the
magnetic orientation of the tip, as expected for spin
transfer torque, as well as on the position of the tip,
due to the larger susceptibility of the spins at the two
ends of a magnetic chain (Fig. 21.32 and [21.346]).
The switching rate increased rapidly when either the
bias voltage or tunneling current increased. Below the
threshold for current-induced switching, the switching
between opposite Néel states is either thermally acti-
vated or induced by quantum tunneling. The thermal
switching rates of linear chains of Fe atoms with vary-
ing length (1� n) and arrays of two coupled chains
(2�n) are shown in Fig. 21.34c. All structures contain-
ing eight or more atoms are stable at 0:5K, whereas
spontaneous fluctuations between the two Néel states
set in with increasing temperature. Structures with more
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Fig. 21.34 (a) Spin-polarized STM image of a linear chain of eight Fe atoms assembled on a Cu2N overlayer on Cu(001). The
line profile on the right-hand side shows the alternate alignment of the Fe spins in the Néel state ‘0’. (a) Same as (b) for the Néel
state ‘1’. (c) Arrhenius plot of the switching rates for different Fe arrays as determined by two-state noise of the tunneling current
(< 103 s�1) and a pump–probe voltage scheme (> 103 s�1). (d) Thermal stability of antiferromagnetic arrays. From left to right:
STM images of (2� 6) and (2� 4) arrays of Fe atoms at 1:2, 3:0, and 5:0K. Both arrays have stable Néel states at 1:2K, but
the smaller array switched rapidly during the imaging at 3:0K. At 5:0K, both arrays switched rapidly. Image size 7:7� 7:7 nm.
A schematic of the atomic positions of Fe and Cu2N substrate atoms is also shown (Cu atoms, yellow; N atoms, light blue). Ball
colors depict the spin alignment of one Néel state, with red being parallel and blue antiparallel to the tip’s spin. (Adapted by
permission from [21.359], © Am. Assoc. Adv. Sci. 2012)

atoms remain stable to higher temperatures owing to the
increase of the total anisotropy energy (Fig. 21.34d).
Above 5K, the switching rates of the (1� 6), (1� 8),
and (2� 6) arrays follow an Arrhenius law like (21.51)
with exponential prefactors on the order of 108 s�1 and
reversal barriers of 7�12meV, which are comparable
to the threshold for voltage-induced switching and the
energy 2S2J D 9:6meV (assuming SD 2 for Fe) re-
quired to create a single Ising domain wall within one
of the chains (Sect 21.5). Below 5K, the switching
rates of the (1� 6) and (1� 8) chains become inde-
pendent of temperature due to quantum tunneling of
the magnetization between the two degenerate ground
states, similar to molecular magnets [21.410] and mag-
netic nanoparticles [21.159]. Quantum tunneling rates
can be decreased by increasing the chain length as
well as by coupling two chains, e.g., from (1� 6) to
(2�6). Even a weak interchain coupling J0 D 0:03meV

markedly suppresses quantum tunneling, as shown in
Fig. 21.34c. These measurements also evidence the
anisotropy of the exchange coupling (J� J0) due to
the anisotropy of the superexchange interaction medi-
ated by the Cu2N substrate. Note that the sign of J
depends on the alignment of the Fe atoms relative to
the crystal axes, which allows for studying ferromag-
netically coupled chains on the same surface [21.400,
411].

Overall, the examples presented in this section evi-
dence the rich magnetic behavior and diverse properties
of ferromagnetic and antiferromagnetic spin chains on
different surfaces. Besides the possibility of preparing
such systems by self-assembly or atom manipulation
techniques, surfaces allow for in-depth investigations
of the chain properties using photon and electron spec-
troscopy techniques, which provide unprecedented in-
sight into the magnetism of 1-D systems.
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Magnetic atoms on surfaces represent the ultimate limit
of monodisperse magnets. Although individual atoms
generally present paramagnetic behavior, their inves-
tigation provides clues to fundamental and practical
issues in magnetism, such as the dependence of the
magnetization on system size, atomic coordination, and
composition [21.17–21]. The spin and orbital magnetic
moments, exchange coupling, and magnetic ordering
of such systems can be tuned by tiny changes of di-
mensions and coupling to the environment [21.73, 124,
158, 183, 194, 412]. The magnetic anisotropy energy
per atom can be increased by up to three orders of
magnitude with respect to bulk materials, leading to
metastable (blocked) magnetic states at low tempera-
ture [21.72, 359, 413, 414]. Depending on the system
size and interaction with the host medium, the magneti-
zation can behave as a classical vector or be quantized,
leading to effects such as magnetic hysteresis, the typ-
ical macroscale property of a magnet, as well as quan-
tum tunneling and phase interference effects, which
are characteristic of microscopic systems [21.415–417].
Moreover, magnets made of one or a few atoms orga-
nized into regular patterns allow for the investigation
of the ultimate limits of magnetic storage and quantum
computation in novel materials [21.418–420].

Progress in the manipulation and probing of sin-
gle atoms has allowed the study of the influence of the
binding sites on the magnetic moments, anisotropy, and
relaxation time with unprecedented spatial and tempo-
ral resolution. Inelastic electron tunneling spectroscopy
gives direct access to the atomic spin excitations of
both individual magnetic atoms and nanostructures
(Sect. 21.5.3), providing information on the quantum
properties of engineered spin structures at surfaces,
albeit mostly on thin insulating layers [21.359, 398,
400, 409, 421, 422]. The development of pump–probe
techniques based on spin-polarized STM [21.74, 359,
423] has made it possible to measure the spin relax-
ation time of individual atoms [21.44, 59], while the
recent introduction of electron spin resonance (ESR)
STM [21.242, 424, 425] allows for the exploration of
the coherent dynamics of individual magnetic atoms
of surfaces [21.419, 420] as well as sensitive mea-
surements of the relatively weak, long-range dipolar
interactions among adatoms [21.418, 426].

From a different perspective, controlling the bond-
ing, diffusion, and nucleation processes of adatoms at
surfaces offers many opportunities to tune the adatom–
substrate interaction as well as to construct multiatom
magnetic clusters with tailored shape and dimen-
sions [21.427]. Adatoms and clusters may further be
considered as the precursors of thin films, as the growth

of magnetic mono- and multilayers is typically initiated
by the deposition of transition-metal atoms from the
vapor phase onto a nonmagnetic substrate. Investigat-
ing substrate–impurity hybridization and coordination
effects thus provides basic understanding and useful
guidelines to tailor the magnetization and magnetic
anisotropy of nanomagnets and optimize sensitive inter-
face properties that govern the performance of magnetic
storage media and spintronic devices.

Although most transition-metal and rare-earth
atoms possess a magnetic moment in the gas phase,
the survival of this moment when an atom is placed on
a nonmagnetic metal surface is not granted. For tran-
sition metals, the competition between the intraatomic
Coulomb interactions and the kinetic energy associated
with electron delocalization caused by hybridization
of the adatom and the electronic states of the sub-
strate may result in either magnetic or nonmagnetic
ground states [21.195]. For moderate hybridization be-
tween the adatom and host electron states, the Anderson
model [21.428] describes well the formation of a mag-
netic moment. Many-body spin-flip processes may also
lead to the Kondo effect, the screening of the lo-
cal moment by conduction electron spins [21.429],
which can be directly visualized by scanning tunneling
spectroscopy [21.19, 430, 431]. In the following, we de-
scribe the conditions that favor the emergence of strong
local moments and magnetic anisotropy in single atoms
at surfaces. Depending on the coupling of the magnetic
degrees of freedom of the adatoms with the electronic
and phononic baths of the substrate, single atoms may
display fast spin relaxation, bistable magnetic states, or
coherent quantum behavior.

21.6.1 Transition-Metal Atoms

In most cases, a transition-metal atom deposited on
a metallic substrate presents reduced mS and mL com-
pared with the gas phase (Fig. 21.1). The adatoms still
follow Hund’s first rule, with maximal moments at
the center of each series; however, their magnetic mo-
ment assumes smaller, noninteger values relative to the
free atoms. For example, a gas-phase Co atom with
seven electrons in the d-shell has mS D 3 and mL D
3�B, which reduce to about mS D 2 and mL D 1�B on
Pt(111) owing to charge transfer from the substrate and
hybridization of the Co 3d states [21.73]. The larger rel-
ative decrease of mL compared with mS is related to the
hierarchy of Hund’s rules, as electron delocalization re-
duces the Coulomb repulsion effects within the d-states.
Note that the local moments tend to decrease further
with increased coordination, as shown by experiments
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and calculations performed for clusters and monolayer
films. On the other hand, owing to the reduced atomic
coordination, elements that are nonmagnetic in the bulk
may display sizable magnetic moments as adatoms, in-
cluding 4d and 5d elements (Sect. 21.1.2). This allows
for a much broader choice of elements in the construc-
tion of atomic-scale magnets.

XMCD [21.17, 183] and photoemission [21.195]
studies show that the electronic valence of single Co
atoms typically changes from d7 in the gas phase to
d8 upon deposition on a metal surface. Experiments
on alkali-metal films, for which the electron density
increases from Cs to Li, indicate that the delocaliza-
tion of the 3d-states increases with the electron den-
sity of the substrate, being maximum on Li [21.183].
The delocalization of the 3d-states causes a progres-
sive decrease of mS and mL, which eventually leads
to a nonmagnetic ground state due to Kondo screen-
ing of the local moments by the substrate conduction
electrons [21.195]. On transition-metal substrates, on
the other hand, the admixture of adatom and substrate
d-states leads to unequal filling of orbitals with differ-
ent symmetry and hence to strong anisotropy of mL

(Sect. 21.1.3, Anisotropy of the Orbital Moment). As
the spin–orbit interaction couples mL and mS, a strong
magnetic anisotropy is also expected, as schematized in
Fig. 21.35 for Co1=Pt.111/.

XMCD experiments and ab initio calculations also
show that mL and the MCA energy K of small CoN
clusters are correlated and dramatically sensitive to
unitary changes of the atomic coordination [21.73,
432], as shown in Fig. 21.36. This tendency, gov-
erned by lateral adatom–adatom interactions as well as
substrate–adatom interactions, continues from adatoms
to clusters and thin films until, eventually, values of mL

and mS close to bulk are reached (Fig. 21.36). The de-
creasing trend of K with atomic coordination must be
taken into account if more atoms are assembled together
with the aim of obtaining clusters with total magnetic
anisotropy strong enough to stabilize ferromagnetic be-
havior against thermal fluctuations. Structures where
the shape and composition are tuned so as to control the
coordination of the magnetic atoms and maximize mL

and K, such as core–shell 2-D particles [21.157], 1-D
atomic wires (Sect. 21.5), 2-D metalorganic networks,
and singlemolecules [21.433–436], offer several oppor-
tunities to prevent a drastic decrease of K.

The high magnetic anisotropy of 3d adatoms on
heavy-metal surfaces such as Pt, Pd, Ir, and W sug-
gests that the magnetic moment of a single atom may
become stable below a certain temperature, as the spin
relaxation time � increases exponentially with the ratio
K=.kBT/ (Sect. 21.1.8). Whereas this would certainly
occur for a classical spin, spin-flip scattering with the

conduction electrons of the substrate [21.422] and spin–
phonon coupling [21.48] severely limit the stability of
the magnetic moment in realistic situations. In addition,
zero-point quantum spin fluctuations, which are a direct
consequence of Heisenberg’s uncertainty principle, can
alter the magnetic ground state by effectively reducing
the magnetic anisotropy energy barrier, which in turn
reduces the magnetic stability [21.437, 438]. Indeed,
no indication of magnetic remanence was observed
for Co1=Pt.111/ [21.73], even down to 0:3K [21.439],
while the longest � reported for Fe1=Pt.111/ is 3 ns at
0:3K [21.440].

Electron scattering from a conductive surface can be
effectively suppressed by introducing a thin insulating
layer between the substrate and the magnetic adatoms.
Such a layer additionally allows for tuning the phonon
density of states of the surface as well as the symme-
try and strength of the ligand field experienced by the
adatoms, with the aim of reducing the spin–phonon
relaxation and quantum tunneling rates, respectively.
A first experiment performed on Co1=MgO=Ag.001/
showed that the insertion of a few-monolayer-thick
MgO spacer led to a drastic increase of � , up to
232˙ 17�s at 0:6K in a magnetic field of 1T. In
this case, spin-flip transitions involving ground and ex-
cited states prevent even larger � values from being
reached [21.74].

The preferred binding site of Co on MgO(001) is
on top of oxygen with four Mg atoms as neighbors,
resulting in C4v symmetry (Fig. 21.37). The dominant
bond is between the out-of-plane d-orbitals of Co and
p-orbitals of O, resulting in a nearly uniaxial ligand
field (Fig. 21.37). This axial coordination plays a ma-
jor role in determining the magnetic ground state of
the adatoms as well as the energy separation of the
lowest excited states, in particular the zero-field split-
ting between the two lowest spin doublets. The effects
of the axial ligand field are shown in Fig. 21.37 by
adopting a simplified one-electron picture of the Co
d-orbitals (Fig. 21.37c) and a many-electron multiplet
scheme including electronic interactions and spin–orbit
coupling (Fig. 21.37e) derived from analysis of x-ray
absorption spectra [21.74]. As seen in Fig. 21.37c, the
axial field splits the 3d orbitals into three groups with
different magnetic quantum numbers (0, 1, and 2) with-
out breaking the degeneracy between the dx2�y2 , dxy
and dxz, dyz orbitals. This splitting preserves the or-
bital moment of the free atom along the vertical axis,
leading to a ground state with mL � 3�B. A more de-
tailed analysis carried out using multiplet ligand field
theory [21.441, 442] reveals that the Co ground state
is a mixed d7 and d8l configuration, where l describes
a ligand hole on the O site, which arises due to charge
transfer between the Co d-states and O 2p-states via the
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Fig. 21.35a,b Schematic representa-
tion of the symmetric and asymmetric
environment of a magnetic atom in the
gas phase (a) and on a close-packed
metal surface (b), respectively. The
spin and orbital magnetic moment
of a gas-phase Co atom are given
by Hund’s rules for a d7 electronic
configuration and compared with
that of an individual Co atom de-
posited on the Pt(111) surface. The
field-dependent magnetization is rep-
resented in (a) by a Brillouin function
in the absence of magnetic anisotropy.
In (b), symmetry breaking and Co–Pt
hybridization induce strong anisotropy
of the magnetization measured out-
of-plane (black) and close to in-plane
(brown). (Reprinted by permission
from [21.17], © Elsevier 2009)
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(b) mS (bold print) and mL (normal
print) calculated using density
functional theory for different atoms in
the Con=Pt.111/ clusters. (Reprinted
by permission from [21.73], © Am.
Assoc. Adv. Sci. 2003)

dz2 orbital. The evolution of the calculated Co states
as a function of ligand field splitting and spin–orbit
interaction (Fig. 21.37e) shows that the lowest energy
level is a doublet with Lz D˙2:91˝Sz D˙1:27, where
Lz and Sz are the projections of the total orbital and
spin moments on the axial direction. The spin mo-
ment is slightly less than the free atom value of SD
3=2 because of mixing of the ground-state terms 4F

and 3F of the d7 and d8 configurations, respectively.
Since both terms have LD 3, however, configuration
mixing does not reduce the total orbital moment. The
first excited level, with Lz D˙2:54˝ Sz D˙0:39, lies
58meV above the ground state. This zero-field split-
ting, which can also be measured by inelastic tunneling
spectroscopy [21.74], is the largest ever found for a 3d
transition-metal element and represents an upper limit
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Fig. 21.37 (a) Constant-current STM image of seven Co atoms on 1ML of MgO on Ag(100) at T D 1:2K. (b) DFT-calculated
structure and valence electron charge density of one Co atom atop an oxygen atom in 1MLMgO on Ag(100). The charge density
color scale is in atomic units. (c) Schematic model of the orbital occupancy of Co in the 4F term (LD 3, SD 3=2) of a free atom
(left), and Co on the MgO surface (right), with remaining large orbital degeneracy (LZ D 3, SZ D 3=2). The orbital moment is
preserved along the axial direction by the symmetry of the ligand field. (d) Top view of the atomic structure (top) and oblique
view of the positive (red) and negative (blue) spin density of the valence electrons of Co calculated by DFT (bottom). (e) Lowest
energy levels obtained by multiplet simulations of the x-ray absorption spectra as a function of ligand field, spin–orbit coupling,
and applied magnetic field. The color code of the energy levels highlights the different orbital symmetry of the states: blue for
E and red for B2. The two transitions seen in inelastic tunneling spectroscopy are indicated by arrows. (Reprinted by permission
from [21.74], © Am. Assoc. Adv. Sci. 2014)

of K for single atoms. The key to such a large splitting
is the nearly unquenched orbital moment of the low-
est energy levels, which allows the Sz D˙3=2 states
to be maximally split from the Sz D˙1=2 states by
the spin–orbit interaction. In such a case, the zero-field
splitting is equal to �Lz�Sz D �Lz � 60meV, where
���20meV is the atomic spin–orbit coupling con-
stant of Co. This value reaches the full magnitude of
the spin–orbit coupling energy available to a Co atom,
in contrast to most molecular and solid-state systems,
where the orbital moment is quenched by the ligand
field and the zero-field splitting has a second-order de-
pendence on �2 [21.49, 443].

Achieving a large magnetic anisotropy requires
breaking the spatial symmetry of the atomic wavefunc-
tions without quenching the orbital magnetization. The
most promising strategy to preserve the large orbital
moment of a free atom and induce uniaxial anisotropy is
to use low-coordination geometries, as shown for atoms
bound to oxygen sites onMgO(001) or on the threefold-
coordinated sites of a (111) surface [21.73, 444], as well
as for molecular complexes with axially coordinated
metal species [21.445–449]. This strategy can also be
adapted to extended thin films, where perpendicular
magnetic anisotropy is induced by depositing thin ox-
ide layers, such as MgO and AlOx, on 3d ferromagnetic
layers, such as Co, Fe, or CoFe (Sect. 21.3.2).

21.6.2 Rare-Earth Atoms

The gas-phase electronic configuration of the rare-earth
atoms is [Xe]6s25d04fn. Because the partially filled 4f
shell is shielded from the environment by the outer
filled 5s2 and 5p6 shells, the spin and orbital magnetic
moments of the 4f electrons retain large, atomic-like
values even in a bulk environment. In free atoms, the
total angular momentum J, which is the vector sum of
the momenta S and L of the 4f shell, and its projection
Jz are good quantum numbers. The electronic levels of
a given configuration split according to J, with energy
determined by the intraatomic Coulomb interaction and
spin–orbit coupling. Each level is a .2JC1/-degenerate
multiplet. When the ions are incorporated into a crys-
tal or deposited onto a surface, the ligand field partially
lifts the degeneracy of the J-manifolds, splitting states
with different jJzj over several tens of meV according to
the strength and symmetry of the crystal potential. This
splitting determines the magnitude of the total magnetic
moment as well as the magnetic anisotropy of the rare-
earth ions. Magnetic and electric hyperfine interactions
provide additional structure to the energy levels, which
is relevant for understanding spin coherence and relax-
ation processes.

Isolated rare-earth impurities in bulk dielectric crys-
tals are currently being investigated for quantum mem-



Magnetic Surfaces, Thin Films and Nanostructures 21.6 Single-Atom Magnets 679
Part

E
|21.6

ory and optical signal processing applications [21.450].
These systems combine long optical and spin state co-
herence times with the possibility of controlling light–
matter interactions using external electric and magnetic
fields. In the context of surface magnetism, rare-earth
ions provide an alternative to transition metals to ex-
plore magnetic bistability and quantum coherence in
single atoms, taking advantage of the quantized nature
of J and Jz as well as of the multiplicity of the elec-
tronic levels. The angular symmetry of the ligand field
provided by the surface determines the symmetry of the
quantum states and thereby their coupling via tunneling
matrix elements. Therefore, depending on the symme-
try of the ligand field, the magnetic moment may be
protected from direct quantum tunneling between the
two ˙Jz ground states as well as from reversal induced
by single-electron spin flips [21.444, 451].

In principle, rare-earth atoms can have either a diva-
lent .6s6p5d/24fn or trivalent .6s6p5d/34fn�1 electronic
configuration, where divalent and trivalent refer to the
occupancy of the (6s6p5d)-derived valence band. Most
rare earths are divalent as free ions and trivalent in the
bulk [21.452–454], althoughmixed valencies have been
reported for several of the early lanthanides [21.455–
458] and Tm [21.459]. Bulk lattice–ion interactions are
well understood in the framework of spin Hamiltonians
including ligand field effects [21.460–462]. For rare-
earth atoms in low-coordination environments, such as
for surfaces [21.463–466], thin films [21.467], small
clusters [21.468, 469], and adatoms, the 4f occupancy
may be different with respect to the bulk. Tm atoms on
W(110) are trivalent [21.470]. Dy, Ho, Er, and Tm atoms
adsorbed on Pt(111), Cu(111), Ag(100), and Ag(111)
assume a trivalent (divalent) configuration when the
sum of the 4f! 5d promotion energy and intershell
coupling energy is low (high) and the substrate density
of states at the Fermi level is large (low) [21.454]. On
oxide surfaces such as MgO, the prevalent configura-
tion is trivalent, whereas Dy atoms on graphene=Ir.111/
are divalent [21.471]. The MCA of trivalent rare-earth
atoms is on the order of a few meV=atom and typically
larger than that of divalent atoms.

Similar to the transition metals, rare-earth atoms
adsorbed on metallic surfaces behave as para-
magnets [21.454, 472, 473]. Ho atoms deposited on
MgO(100) thin films grown on Ag(100), on the other
hand, display long-lived remanent magnetization, with
a relaxation time that depends on the MgO thick-
ness [21.414]. Not only do the Ho atoms show mag-
netic bistability, they also have an exceptionally large
coercive field and present magnetic hysteresis up to
40K, a temperature substantially higher than the block-
ing temperature of most single-molecule magnets on
comparable time scales. The adsorption site, XMCD

spectra, and magnetic hysteresis of an ensemble of Ho
atoms on 7ML of MgO=Ag.001/ measured at 6:5K
are shown in Fig. 21.38a–c. The spin relaxation time
of this system measured at 10K by XMCD is � �
1600˙ 100 s at low field (0:01T) and � 1200˙ 100 s
at high field (6:8 T). Thus, the Ho atoms on MgO retain
a long relaxation time even at very high field, in contrast
with single-molecule magnets, which typically exhibit
faster relaxation at high field because of phonon scatter-
ing and level crossing [21.446, 474–477]. Comparable
magnetic lifetimes are reported down to 2:5K, implying
that, < 10K, relaxation is essentially driven by non-
thermal processes. Moreover, measurements taken at
different photon fluxes show that � is mostly limited
by the secondary-electron cascade generated by the ab-
sorbed x-rays. The scattering with these hot electrons
reduces the magnetic lifetime [21.478]. The relaxation
times measured by XMCD hence represent a lower
bound on the intrinsic � . Indeed, spin-polarized STM
measurements demonstrate that � exceeds several hours
at temperatures < 4K [21.418].

These exceptional properties originate from a com-
bination of factors. XMCD [21.414] and inelastic tun-
neling spectroscopy measurements [21.479] show that
the Ho atoms on top of oxygen sites have a 4f10

electronic configuration with J D 8. The C4v symme-
try of the oxygen adsorption site determines a ligand
field with strong (weak) axial (fourfold) components,
resulting in a ground-state doublet with either Jz D
˙7 or Jz D˙8 character, depending on the interpre-
tation of the available experimental data. The Jz D˙7
ground state is protected from quantum tunneling and
first-order electron spin excitations (�mD 0;˙1) at
any external magnetic field [21.451], which prevents
magnetization reversal by electron scattering. How-
ever, theoretical calculations indicate that spin–phonon
coupling is the most relevant mechanism allowing for
spin relaxation of Ho=MgO, for both Jz D˙7 and
Jz D˙8 ground states. The very low density of vibra-
tional modes in the MgO layer at low energy strongly
suppresses first-order scattering with phonons (�mD
˙1;˙2). The absence of Ho–MgO vibrational modes
in the region of hyperfine level crossing can further slow
down relaxation at low fields, as observed for TbPc2
molecules grafted onto suspended nanotubes [21.480].

The reversal processes that are triggered by the
scattering with conduction electrons and with the soft
phonon modes of the metal substrate are expected to
depend strongly on the thickness of the MgO layer.
Indeed, the hysteresis loops of Ho atoms become nar-
rower when the thickness of the MgO film is reduced
below 4ML, and they almost close for a thickness
of 2ML [21.414]. Hence, symmetry protection against
first-order reversal is not a sufficient condition to pre-
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Fig. 21.38 (a) Adsorption geometry of a Ho atom on top of oxygen on 2ML of MgO on Ag(100) calculated by DFT.
(b) x-Ray absorption and XMCD spectra taken at the HoM4;5 edges (3d! 4f transitions) for an ensemble of individual
Ho adatoms deposited on seven monolayers of MgO on Ag(100) at 6:5K in a field of 8:5 T applied perpendicular to
the sample’s surface. The Ho coverage corresponds to 0:01ML referred to the Ag(100) lattice. (c) Magnetization as
a function of applied field recorded at the maximum of the XMCD signal (see arrow in (b)). (Adapted by permission
from [21.414], © Am. Assoc. Adv. Sci. 2016)

vent magnetization reversal. To obtain long magnetic
lifetimes in single atoms, efficient decoupling from the
electron and phonon bath of the substrate is required.
Notably, the magnetic lifetime of the Ho atoms onMgO
is much longer than for Ho ions in HoPc2 [21.481] and
Ho-doped dielectric crystals [21.482], likely because of
the larger level splitting and the smaller number of vi-
bration modes allowed for atoms adsorbed on surfaces.

Reading and Writing the Magnetic States
of Single Atoms

Recent experiments have demonstrated that it is possi-
ble to read and write the magnetic state of individual
Ho atoms on MgO using spin-polarized STM [21.418,
479]. The Ho states can be sensed by measuring either
the tunnel magnetoresistance [21.193] or the shift of the
electron spin resonance (ESR) spectrum measured on
a nearby Fe atom [21.242] and written by spin-polarized
current pulses, as shown in Fig. 21.39. At bias voltages
V < 73mV, i.e., below the first spin excitation threshold
accessible by STM, the tunneling magnetoresistance is
stable for hours at low temperature. At larger bias, dis-
crete changes in conductance are observed, separated by
plateaus of long residence times in the high- and low-
conductance states (Fig. 21.39b). The switching rate in-
creases linearly with the tunnel current, indicating that
it is limited by a single-electron process with a switch-
ing probability on the order of 10�9 per tunneling elec-
tron (Fig. 21.39c). The rate depends in a nonlinear way
on the bias voltage (Fig. 21.39d), reflecting transition
energies between different magnetic states of Ho on
MgO. To write the Ho state, repeated current pulses at

V > 150mV are applied to an Ho atom, until a change
in magnetoresistance measured at V D 50mV indicates
that the magnetic moment has switched. The magnetic
origin of the long-lived states is confirmed by single-
atom ESR on a nearby Fe atom, which shows that the
resonance peak of Fe shifts by almost 1GHz as the dipo-
lar field produced by the Ho magnetic moment changes
sign upon switching (Fig. 21.39e).

ESR-STM measurements also allow for estimating
the magnetic moment of Ho bymeasuring the resonance
shift as a function of the Fe–Ho distance [21.418]. The
out-of-plane magnetic moment estimated by ESR-STM
is 10:1˙ 0:1�B, which is compatible with the 4f mag-
netic moment expected of a pure Jz D 8 state, but about
1�B larger than that of a pure Jz D 7 state, as well as sig-
nificantly larger than themagnetic moment estimated by
XMCD [21.414].Whereas the latter discrepancymay be
due to the incomplete magnetic saturation of Ho atom
ensembles measured by XMCD at high field, owing to
their extremely long relaxation times, it remains to be
established whether part of the total magnetic moment
measured by ESR-STM arises from the polarization of
the d and 6s-electrons or of the nearest-neighbor oxygen
2p-states [21.479].

STM measurements further show that the magnetic
bistability of Ho extends to relatively high temperature.
The first spontaneous magnetization reversal events are
measured at 45K with a relaxation time of � 66 s. The
high temperature required to activate thermally induced
switching confirms the weak interaction between the
magnetic quantum states and lattice vibrations. Strik-
ingly, this temperature is close to the onset of Ho
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Fig. 21.39 (a) Schematic of a spin-polarized STM tip and topographic image of a Ho and an Fe atom on 2ML of MgO. (b) The
tunnel current recorded on a Ho atom shows switching between two magnetic states (red, down; blue, up) with long residence
time (V D 150mV, current set point I D 25 pA). At these tunneling conditions, switching is induced by tunneling electrons.
(c) Switching rate measured as a function of current at constant V D 150mV. (d) Bias dependence of the switching rate at
constant current (I D 1:5 nA) showing three rate-increasing thresholds at 73, 104, and 119mV. (e) ESR spectra of an Fe atom
located at a distance of 1:4 nm from a Ho atom in the high-conductance (top, red) and low-conductance (bottom, blue) state.
The ESR measurements were performed by adding a radiofrequency voltage of � 15mV at 10�30GHz to the dc bias voltage
in the presence of an external magnetic field providing 100mT out-of-plane, which induces a Zeeman splitting of � 20:8GHz
for Fe [21.242]. The inset schematics show the dipolar field of the Ho atom in the up and down states. All data were recorded at
a temperature of 1:2K. (Adapted by permission from [21.418], © SpringerNature 2017)

diffusion from the oxygen to the bridge site of the MgO
lattice [21.479], providing further confirmation of the
extremely weak spin–phonon coupling in this system.
Stiff insulating spacer layers such as MgO therefore

effectively decouple the electronic and phononic de-
grees of freedom of the adatoms from the substrate bath,
opening novel possibilities to probe and manipulate
atomic spins and their environment in a controlled way.

21.7 Outlook and Perspectives

The experiments on single atoms presented in the last
section exemplify the extraordinary series of theoret-
ical and experimental breakthroughs in surface and
interface magnetism that have occurred over the past
three decades. The ability to build and probe mag-
netic structures with tunable interactions one atom at
a time, in controlled environments, and on timescales
that extend from thousands of seconds to the sub-ns
regime, provides direct experimental access to emer-
gent phenomena at surfaces as well as a stringent test
of equilibrium and nonequilibrium models of magnetic
systems relevant for condensed-matter and statistical
physics. This level of control has been instrumental in
enabling large scale commercial applications of surface
and interface magnetic systems, such as magnetic sen-
sors, data storage media for hard drives, and magnetic
random access memories. Beyond these achievements

lie several possibilities for future research and techno-
logical developments.

21.7.1 Merging Functionalities

Worldwide demand for data storage, processing, and
communication rates is expanding at a rapid pace.
At the same time, the exponential increase in capa-
bility, and corresponding decrease in size and cost,
of electronic devices captured by Moore’s Law is
coming to an end as the smallest device features ap-
proach the atomic scale. One way out of this conun-
drum is to develop a new generation of materials and
devices that integrate more functions in a seamless
manner, such as memory and logic or signal transduc-
tion and data transfer. Magnetic systems that couple
the electronic charge with the orbital and spin de-



Part
E
|21

682 Part E Surface Magnetism

grees of freedom can serve this purpose, e.g., by al-
lowing for on-chip low-power information transfer at
GHz to THz frequency, beyond-complementary metal–
oxide–semiconductor (CMOS) logic-in-memory archi-
tectures, as well as novel biosensing and quantum
sensing techniques. Many of these applications rely on
the fine engineering of the magnetic and electrical re-
sponse of thin films and nanostructures. The great vari-
ety of magnetic parameters (magnetization, anisotropy,
damping, domain structure), couplings (exchange bias,
RKKY, DMI, dipolar) and transport properties (sev-
eral types of magnetoresistance and Hall effects, spin
torques) that can be tuned in these systems provides
a tell-tale demonstration of the versatile functions of
magnetic surfaces and interfaces.

21.7.2 Novel 2-D Materials

Originally restricted to metallic thin films, investi-
gations of surface and interface magnetism now en-
compass all classes of materials: metals, semimetals,
topological insulators, semiconductors, and insulators.
A recent subject of research are atomically thin crys-
tals produced by either exfoliation or chemical vapor
deposition of van der Waals materials, so-called 2-D
materials. Examples include ferromagnetic insulators,
such as single-layer chromium trihalides, itinerant fer-
romagnets such as iron germanium tellurides, as well
as antiferromagnets. Whereas most of the theoretical
concepts and experimental techniques used for the in-
vestigation of 2-D magnetic materials are common to
those developed for magnetic thin films, these materi-
als open novel perspectives due to the broad range of
couplings and electron correlation phenomena that can
be obtained in van der Waals heterostructures. Besides
their fundamental interest, future studies shall address
the potential for technological impact of such materi-
als, which hinges on achieving robust magnetic order
above room temperature and on finding efficient ways
for large-scale fabrication of 2-D heterostructures.

21.7.3 Neuromorphic Computing

Taking into consideration the Hopfield relation between
early neural networks, spin-glass transitions, and spin
models, localized topological spin textures open new

opportunities to include neuromorphic computing
functionalities in magnetic films. In this context,
skyrmions and antiskyrmions have been proposed to
realize reservoir computing networks, which exploit the
complex dynamics of nonlinear systems for sequential
data processing [21.483]. This suggestion is based
on the fact that pinned skyrmions deform under the
action of a current, which modifies their transport
properties and leads to nonlinear current–voltage
characteristics. The degree of nonlinearity has been
suggested to depend strongly on the character of the
chiral states constituting the magnetic texture [21.484].
Correspondingly, the interaction of skyrmions with
currents and magnons can result in a manifold of
internal degrees of freedom that can be utilized for
achieving neural networks functionalities.

21.7.4 Quantum Computing

Quantum computing promises unprecedented capabili-
ties for certain computational tasks such as prime fac-
torization, decryption, and quantum many-body prob-
lems. The basic building block of a quantum computer
is the quantum mechanical bit (qubit), which can rep-
resent arbitrary quantum superpositions of two basis
states. Magnetic atoms at surfaces with a magnetic dou-
blet ground state well-separated from other states can
serve as model systems for spin qubits. By changing the
substrate, adsorption site, and proximity to other mag-
netic species, the coupling and decoherence of quantum
spins can be studied with atomic-scale precision in
different environments. The development of scanning
probe techniques that can probe and manipulate quan-
tum coherence in single atoms is very promising in this
respect (Sect. 21.6). Furthermore, helical spin chains
and ferromagnetic chains of transition-metal atoms on
superconducting substrates offer the possibility to re-
alize topological qubits based on the formation of
so-called Majorana bound states [21.21]. These states
are nonlocal zero-energy quasiparticle excitations that
emerge in superconductors in the presence of spin–orbit
coupling and broken time reversal symmetry. Majorana
qubits are topologically protected against perturbations
and obey non-Abelian exchange statistics, two proper-
ties that make them very appealing for fault-tolerant
topological quantum computation [21.485].
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22. Magnetic Properties of Oxide Surfaces and Films

Alberto Brambilla, Andrea Picone, Marco Finazzi, Lamberto Duò, Franco Ciccacci

This chapter discusses the interesting magnetic
properties of low-dimensional oxides, especially
transition metal (TM) oxides (Sect. 22.1), which have
long been the focus of scientific investigations. In
recent years, researchers have taken a particular
interest in low-dimensional TM oxide systems, es-
pecially ultrathin films (in the nanometer thickness
range) that typically develop at surfaces and in-
terfaces. In this respect, interfaces are at the heart
of the magnetic phenomena associated with low-
dimensional systems containing magnetic oxides.
Understanding and mastering the physics of inter-
faces is therefore crucial if we are to manipulate
the magnetic properties of such small-scale sys-
tems. Thus, several experimental techniques that
allow the chemical compositions and magnetic
properties of surfaces and interfaces to be probed
have been developed over the last century, some
of which are described in Sect. 22.2.

We also discuss various physical aspects of in-
terfaces between magnetic transition metal oxides
(TMO) and other magnetic layers (usually mag-
netic TMs). Since the ferromagnetic (FM) elemental
metals (Fe, Co, and Ni) react strongly with oxygen,
chemical interactions at those O=M interfaces can
influence their magnetic properties. In Sect. 22.3,
we consider the use of buffer layers—ultrathin lay-
ers of a different oxide or metal incorporated at the
O=M interface—as a strategy for controlling such re-
actions. Finally, Sect. 22.4 provides an overview of
the influence of interface chemistry on the mag-
netic coupling at O=M interfaces.
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22.1 Overview

Oxides are compounds that are naturally abundant and
have long been widely exploited for technological ap-
plications ranging from electronics to catalysis. In their
natural forms, oxides possess important magnetic prop-
erties. For example, the first permanent magnets to be
discovered were lodestones—rocks containing spon-
taneously magnetized iron oxide Fe3O4 (magnetite,
which is ferrimagnetic (FI)).

Magnetic oxides have been widely studied and are
extensively employed in their bulk forms and in low-
dimensional systems (down to the nanometer scale).
There are already a large number of books and reviews
that discuss the general properties of oxides, so in this
chapter we only briefly mention their general solid-state
properties (i.e., their structural, electronic, and chemical
features).

© Springer Nature Switzerland AG 2020
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22.1.1 Crystalline and Electronic Properties

Oxides are typically ionic compounds containing metal
cations and oxygen anions. The bonds in oxides can
range from strongly ionic to notably covalent, depend-
ing largely on the electronegativity of the cations. This
range of bonding leads to a great variety of crys-
tal structures and electronic properties. Many oxides
are good insulators, while a number of them (such as
cuprates [22.1]) exhibit conducting or even supercon-
ducting behavior.

Crystal Structure
The crystal structure of an oxide is determined by its
stoichiometry and the coordination number(s) of the
cationic species in the oxide. In metal oxides, the crys-
tal structure is typically based on an oxygen sublattice
with either face-centered cubic (fcc) or hexagonal close
packed (hcp) symmetry, with the metal cations occu-
pying octahedral and tetrahedral interstitial sites. Vari-
ations in stoichiometry and the sites that are occupied
by cations lead to a myriad of possible crystal structures
of oxides, some of which are listed in Table 22.1.

This range of possible crystal structures is even
greater for ultrathin oxides grown epitaxially on metal-
lic substrates, as the interaction of the oxide with the
substrate can induce the development of new phases
that are not found in the corresponding bulk materials.
As an example, ultrathin (monolayer (ML)) TiO2 and
reduced (TiOx) films with various peculiar structures
have been obtained through pseudo-epitaxial growth on
different substrates: rutile TiO2(110) crystals, hexag-
onal reconstructions, and ordered arrays of titanium
oxide nanodots have been prepared on Ni(110) [22.2];
rectangular and hexagonal phases are also seen when
ultrathin TiOx films are stabilized on Pt(111) [22.3];
and exotic structures such as those with a pinwheel
shape appear when TiO2 is grown on herringbone-
reconstructed Au(111) surfaces [22.4].

Low-dimensional oxides with exotic mesoscopic
morphologies can also be obtained by exploiting struc-
tural features of the substrates, such as those associated
with growth on vicinal surfaces. In addition, such an

Table 22.1 List of common oxide crystal structures with examples

Structure Magnetic examples Nonmagnetic examples
Halite (rock salt) NiO, CoO, FeO MgO
Wurtzite – ZnO
Spinel Fe3O4 Al2MgO4

Perovskite La0:67Sr0:33MnO3 (LSMO) SrTiO3

Corundum (sapphire) Fe2O3, Cr2O3 Al2O3

Rutile CrO2 TiO2

Pyrochlore Gd2Ti2O7 Y2Ti2O7

Garnet Y3Fe5O12 (YIG) Y3Al5O12 (YAG)

Structure Magnetic examples Nonmagnetic examples
Halite (rock salt) NiO, CoO, FeO MgO
Wurtzite – ZnO
Spinel Fe3O4 Al2MgO4

Perovskite La0:67Sr0:33MnO3 (LSMO) SrTiO3

Corundum (sapphire) Fe2O3, Cr2O3 Al2O3

Rutile CrO2 TiO2

Pyrochlore Gd2Ti2O7 Y2Ti2O7

Garnet Y3Fe5O12 (YIG) Y3Al5O12 (YAG)

approach permits the stabilization of one-dimensional
(1-D) and two-dimensional (2-D) nanostructures, i.e.,
nanowires and nanostripes. One example is CoO on
Pd(1 1 23), which is vicinal to Pd(100). In this case,
quasi-1-D CoO nanostripes grow in a pseudomorphi-
cally strained hexagonal phase. The driving mechanism
for this process is step decoration [22.5]. The same
mechanism is responsible for the stabilization of 2-D
Mn oxide nanostripes grown on the stepped Pd(1 1 21)
surface, which is also vicinal to Pd(100) [22.6]. Note
that the mismatch between the MnO and the Pd lat-
tices, about 14%, is relatively large. Interactions with
the edges of the steps offer the oxide a path to strain re-
laxation, thus permitting the formation of well-ordered
structures, as displayed in Fig. 22.1.

Besides its interaction with the substrate, another
aspect that strongly influences the structure of an ul-
trathin oxide is the employed growth procedure. A sig-
nificant example of this is the growth of ultrathin MgO
films on Fe(001); it was shown that the optimal growth
conditions depend on a delicate balance between the
oxygen partial pressure during the reactive deposition
of Mg and the growth rate maintained by the Mg evap-
orator [22.7]. For instance, an excessively high oxygen
pressure leads to unwanted substrate oxidation; on the
other hand, low growth rates give oxygen-deficient
MgO films. There is typically a narrow window of
growth parameters that are suitable for generating ultra-
thin oxide films with the desired quality, as exemplified
by Fig. 22.2.

Electronic Structure
Oxides are commonly considered to be insulating ma-
terials. However, their electronic properties vary sig-
nificantly depending on the cations in and the stoi-
chiometry of the oxide. A wide range of bandgaps are
seen for oxides, meaning that many oxides are very
good insulators (e.g., MgO), some have semiconductor-
like properties (e.g., TiO2), while others are conductors
(e.g., V2O3) or even superconductors (e.g., cuprates,
such as YBa2Cu3O7). Indeed, metal–insulator transi-
tions occur for some oxides (e.g., V2O3, Ti2O3) at
particular temperatures.
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Fig. 22.1a–c Panels (a) and (b) display top and side views of the c(4�2)-Mn14O20=Pd(1 1 21) structural model. Large
(blue) and small (red) adatoms indicate manganese and oxygen atoms, respectively, adsorbed on a Pd(1 1 21) substrate
represented by light gray spheres. Panel (c) compares the experimental (0:4V; 100 pA) and calculated (inset) STM
images (Reprinted with permission from [22.6]. © 2012 by the American Physical Society)
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Fig. 22.2 Low-energy electron diffraction (LEED) patterns of 8ML MgO films grown on Fe(001) at room temperature
under different O2 partial pressures and at various Mg deposition rates (Reprinted from [22.7], with permission from
Elsevier)
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Given the different characteristics exhibited by dif-
ferent oxides, they are often categorized into non-TM
oxides and TM oxides. Magnetic oxides typically be-
long to the latter category, as also indicated by Ta-
ble 22.1.

A common feature of non-TM oxides is that the
valence and conduction states of the M atoms exhibit
either s or p symmetry. This situation leads to far fewer
possibilities than for TM oxides: either a wide-bandgap
insulating oxide containing an element from the first
two groups of the periodic table, such as MgO (Eg D
7:8 eV), or a smaller bandgap insulating oxide that is
based on elements in groups that occur after the TMs
in the periodic table, such as ZnO (Eg D 3:3 eV). Note
that the bandgap of ZnO is substantially altered in the
presence of defects or doping, which can yield semi-
conducting oxides (ZnO is an example, as is SnO2).

TM oxides are instead characterized by the role
played by d atomic orbitals, leading to a huge variety of
possible cation oxidation states and to issues linked to
the symmetry of the crystal field. The first aspect stems
from the fact that the energy associated with a dn config-
uration barely changes when n changes by˙1, resulting
in several stable oxides with different stoichiometries.
The different electronic configurations of the different
oxidation states of the cation also correspond to dif-
ferent crystallographic structures, as shown for several
TMs in Table 22.2. A crucial feature of TM oxides is
that the band resulting from d orbital overlap is typi-
cally narrower than that resulting from the overlap of
s and p orbitals. For this reason, band formation com-
petes with other effects such as electron–electron and
electron–phonon interactions, giving rise to effects such

Table 22.2 Electronic configuration of the 3d shell and corresponding crystal structures for some 3d transition metal
oxides

Bixbyite Rutile Corundum Rock salt Spinel Other
3d0 Sc2O3 TiO2 – – – TiO2 (anatase and brookite)

V2O5 (orthorhombic)
CrO3 (orthorhombic)

3d1 – VO2 (T > 340K) Ti2O3 – – –
3d2 – CrO2 V2O3 TiOx (0:6 < x < 1:28) – –
3d3 – ˇ-MnO2 Cr2O3 VOx (0:8< x < 1:3) – –
3d4 Mn2O3 – – – –

Mn3O4

3d5 – – ˛-Fe2O3 MnO –
Fe3O4

3d6 – – – FeO –
Co3O4

3d7 – – – CoO –
3d8 – – – NiO – –
3d9 – – – – – CuO (monoclinic)
3d10 – – – – – Cu2O (cubic)

ZnO (wurtzite)

Bixbyite Rutile Corundum Rock salt Spinel Other
3d0 Sc2O3 TiO2 – – – TiO2 (anatase and brookite)

V2O5 (orthorhombic)
CrO3 (orthorhombic)

3d1 – VO2 (T > 340K) Ti2O3 – – –
3d2 – CrO2 V2O3 TiOx (0:6 < x < 1:28) – –
3d3 – ˇ-MnO2 Cr2O3 VOx (0:8< x < 1:3) – –
3d4 Mn2O3 – – – –

Mn3O4

3d5 – – ˛-Fe2O3 MnO –
Fe3O4

3d6 – – – FeO –
Co3O4

3d7 – – – CoO –
3d8 – – – NiO – –
3d9 – – – – – CuO (monoclinic)
3d10 – – – – – Cu2O (cubic)

ZnO (wurtzite)

as the well-known Mott transition [22.8]. The relative
strength of the interaction between cations in TM ox-
ides also provides the potential for long-range magnetic
ordering, such as that seen in NiO and other magnetic
insulators.

22.1.2 Origin of Magnetism in Transition
Metal Oxides

The long-rangemagnetism exhibited by ferromagnets is
generated by the exchange interaction. This quantum-
mechanical effect occurs when wavefunctions of ions
that are nearest neighbors in the lattice overlap. How-
ever, magnetic ions are not usually adjacent to each
other in oxides. The occurrence of long-range mag-
netic order in oxides may be interpreted as arising
through the indirect coupling of magnetic ions; in other
words, the wavefunctions of two magnetic ions overlap
with that of a nonmagnetic ion adjacent to both of the
magnetic ones. The most important indirect exchange
mechanisms are called superexchange and double ex-
change.

Superexchange typically occurs in ionic solids such
as TM oxides, and involves the states that participate in
the bonding between the metal and the oxygen atoms,
namely 3d TM atoms and 2p valence states of oxy-
gen. In particular, superexchange generates long-range
antiferromagnetic (AF) order in several TM monox-
ides such as NiO, CoO, FeO, and MnO. This mech-
anism is often described schematically, as shown in
Fig. 22.3 [22.9]. In this figure, the hypothetical ground-
state (GS) distribution of electrons in the magnetically
active (i.e., not completely filled) subshells is depicted
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Fig. 22.3 Schematic of the superexchange mechanism.
GS indicates the ground-state configuration; E1 and E2 are
two possible excited configurations (see text)

with black arrows in the case of FM or AF order, where
the direction of the arrow indicates the electron spin
direction in the metal ion. Possible excited states are
shown as gray arrows. It is found that the indicated ex-
cited states are allowed by the exclusion principle for
the AF case but are forbidden for the FM case. This
implies that, in the former case, electrons can be de-
localized over the whole ionic structure, thus lowering
the total energy of the system, leading to an AF ground
state.

Double exchange refers in particular to cases
with a mixed-valence magnetic cation; e.g., Fe3O4

(Fig. 22.4) contains both Fe2C and Fe3C ions. This
mechanism, which was originally proposed to explain
the magnetoconductivity of some oxides (e.g., doped
perovskites), involves electrons hopping from one mag-
netic cation to another through a common O2� ion. The
2p shell of the latter is full, so the process occurs in two
steps (hence the term double exchange): an electron is
transferred from the occupied oxygen state to one of
the cations (e.g., Fe3C), leaving an unoccupied level
that receives a second electron from the other cation (in
this case Fe2C). Both processes occur without spin flip-
ping, which is unfavorable according to Hund’s rules,

O

Fe2+

t2g
4 eg

2
Fe3+

t2g
3 eg

2

eg

t2g

eg

t2g

Fig. 22.4 Schematic of the double exchange mechanism
for Fe3O4. Arrows indicate the direction of electron spin.
The schematic assumes that hopping is permitted due to
FM alignment between the ions (see text)

so hopping is only allowed when the two cations have
the same magnetic structure, i.e., when their spins are
parallel. The double exchange process, just like the su-
perexchange process, results in the delocalization of the
electron over the entire M-O-M system (which is then
said to be of mixed valence), thus lowering its total
energy. Another important example of a compound in
which the double exchange mechanism is active is lan-
thanum strontium manganite La1�xSrxMnO3 (LSMO),
which is known to possess a rich electronic phase dia-
gram that depends on the doping level x and includes
a FM phase.

22.1.3 Surfaces and Interfaces

Magnetic oxide thin films and surfaces are commonly
prepared on FM surfaces, as discussed in the follow-
ing sections. Elemental ferromagnetic TMs (Fe, Co, and
Ni) react strongly with oxygen. Therefore, when they
form interfaces with oxides, relevant oxidation/reduc-
tion (redox) processes would be expected to occur. This
often results in the formation of defective oxides and/or
oxidized metallic surfaces.

The various magnetic TMOs that can form when
TMs are oxidized or at the interface between the TMO
and TM can be inferred by calculating the standard
enthalpy (heat) of formation �fH0 of each oxide con-
sidered. This is the enthalpy change during the reaction
in which the oxide is formed from its constituent el-
ements in their standard states (the redox process in
particular), which is normally calculated assuming the
initial presence of 1mol of oxygen. The lower the value
of�fH0, the more thermodynamically favorable the ox-
ide formation. Table 22.3 provides a list of�fH0 values
in kJ=mol for the formation of a number of magneti-
cally relevant oxides at 298:15K. These enthalpies are
taken from [22.10, 11], and the compounds are listed
in order of increasing magnitude of �fH0. The table
also reports the magnetic order exhibited by each ox-
ide, and its magnetic ordering temperature (the Curie
temperature for FM oxides and the Néel temperature
for AF oxides).�fH0 values for the nonmagnetic (NM;
i.e., materials with no long-range magnetic order) ox-
ides MgO and Al2O3, which are frequently used as
substrates for the growth of metallic thin films, are also
shown for reference.

Redox reactions at oxide interfaces directly influ-
ence the magnetic properties of the sample. If we
consider, for instance, the interfaces between AF TMOs
such as NiO and CoO and FM TMs such as Fe, Co,
and Ni, a comprehensive study by Regan et al. [22.12]
utilizing x-ray absorption spectroscopy (XAS) showed
how reactions at the interface between oxygen and
metal layers always resulted in the reduction of the
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Table 22.3 Standard enthalpy (heat) of formation values �fH0 (at 298:15 K), types of magnetic order, and magnetic
ordering temperatures for some magnetic oxides

Molecular formula Name �fH0

(kJ=mol)
Magnetic order Ordering temperature

(K)
CoO Cobalt(II) oxide �237:9 AF 292
NiO Nickel(II) oxide �240:6 AF 523
FeO Iron(II) oxide �272:0 AF 198
MnO Manganese(II) oxide �385:2 AF 116
CrO2 Chromium(IV) oxide �598:0 FM 390
MgO Magnesium oxide �601:6 NM –
Fe2O3 Iron(III) oxide �824:2 AF 950
Co3O4 Cobalt(II,III) oxide �891:0 AF 40
Fe3O4 Iron(II,III) oxide �1118:4 FI 858
Cr2O3 Chromium(III) oxide �1139:7 AF 307
FeWO4 Iron(II) tungstate �1155:0 AF 76
Mn3O4 Manganese(II,III) oxide �1387:8 FI 43
Al2O3 Aluminum oxide (corundum) �1675:7 NM –
CoFe2O4 Cobalt ferrite �20 000:0 FI 793
NiFe2O4 Nickel ferrite �20 000:0 FI 858

Molecular formula Name �fH0

(kJ=mol)
Magnetic order Ordering temperature

(K)
CoO Cobalt(II) oxide �237:9 AF 292
NiO Nickel(II) oxide �240:6 AF 523
FeO Iron(II) oxide �272:0 AF 198
MnO Manganese(II) oxide �385:2 AF 116
CrO2 Chromium(IV) oxide �598:0 FM 390
MgO Magnesium oxide �601:6 NM –
Fe2O3 Iron(III) oxide �824:2 AF 950
Co3O4 Cobalt(II,III) oxide �891:0 AF 40
Fe3O4 Iron(II,III) oxide �1118:4 FI 858
Cr2O3 Chromium(III) oxide �1139:7 AF 307
FeWO4 Iron(II) tungstate �1155:0 AF 76
Mn3O4 Manganese(II,III) oxide �1387:8 FI 43
Al2O3 Aluminum oxide (corundum) �1675:7 NM –
CoFe2O4 Cobalt ferrite �20 000:0 FI 793
NiFe2O4 Nickel ferrite �20 000:0 FI 858

former and/or the oxidation of all of the latter for all
combinations of the above materials. Both the redox
reaction products and the thickness of the reduced/ox-
idized region (typically a few atomic layers at room
temperature (RT)) can typically be predicted based on
the �fH0 values of the oxides involved. For instance,
a NiO or CoO layer is reduced more strongly when
it is next to a metallic Fe layer than when it is next
to a cobalt or nickel metal layer, since Fe oxides have
lower enthalpies of formation than Co or Ni oxides. The
magnetic properties of the Fe oxides formed at the inter-
face depend on their magnetic environment; e.g., when
NiO thin films are grown on Fe(001) by reactive depo-
sition, the FI oxide Fe3O4 has been reported to form at
the interface, as demonstrated by the x-ray absorption
spectrum presented in the left panel of Fig. 22.5. The
magnetization vector of the Fe3O4 layer was observed
to be parallel to that of the Fe(001) substrate, which
was parallel to the surface and aligned along one of the
[100] in-plane directions [22.13]. On the other hand,
when a thin layer of Fe3O4 was realized by oxidizing
an Fe(110) substrate, antiparallel magnetic coupling of
the overlayer with the substrate was observed [22.14],
as displayed in Fig. 22.6.

In other cases, particularly when a thin metallic
Fe overlayer is grown on a NiO(100) substrate (i.e.,
in reverse order with respect to the example provided
above), the growth conditions lead to the formation of
a different Fe oxide at the interface: FeO [22.15]. As
reported in Table 22.3, the latter is characterized by AF
order, leading to a completely different magnetic en-
vironment for an otherwise analogous interface. More
examples of the interplay between interface chemistry
and magnetic properties are provided in Sect. 22.4.
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Fig. 22.5a,b Comparison of the Fe L2;3 XAS (a) and x-ray
magnetic circular dichroism (XMCD) spectra (b) of 20ML
NiO=Fe(001) and Fe(001)-p(1�1)O. After normalization,
the spectra obtained for Fe(001)-p(1�1)O were multiplied
by a factor of 0.5. The difference spectra are compared
to the XAS and XMCD spectra of Fe3O4 and NiFe2O4

(Reprinted from [22.13], with permission from Elsevier)
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Fig. 22.6 (a) Fe L2;3 XAS spectra acquired for an Fe film exposed to 1500 L oxygen (top, solid line) and for metallic Fe
(top, dotted line). The Fe-subtracted spectrum (bottom, open circles) is compared to the bulk Fe3O4 spectrum (bottom,
solid line). (b) Same as (a), but for magnetic circular dichroism (MCD) curves. To aid comparison, the sign of the MCD
for the bulk Fe3O4 has been reversed (Reprinted from [22.14], with permission from Elsevier)

22.2 Experimental Methods

Since oxides are used in many scientific and techno-
logical fields, a large number of experimental methods
are employed for their preparation and characteriza-
tion. The methods applied often depend on the approach
used. Here, we limit ourselves to a survey of the most
important experimental methods associated with thin
and ultrathin films of magnetic oxides.

The formation of thin and ultrathin MOs usually in-
volves chemical reactions that maymodify the chemical
and physical properties (including the magnetic prop-
erties) of the substrate, resulting in various possible
interfaces. This is a particularly important consider-
ation for TM substrates, as discussed in Sect. 22.1,
and one that necessitates tight control over the growth
procedure, particularly during the early stages of MO
oxide growth. This in turn implies that a controlled en-

vironment is required, along with (typically) ultrahigh
vacuum (UHV) conditions (base pressures on the order
of 10�10 mbar) and the ability to monitor sample prop-
erties even when the thickness of the growing MO is in
the sub-ML range. The sample preparation approaches
and experimental characterization methods that are best
suited to such goals are those typical of surface science
studies. The most relevant methods for studyingMO are
briefly described in the following section.

22.2.1 Sample Preparation and Growth

The growth of thin and ultrathin films under controlled
conditions is usually achieved via physical vapor meth-
ods. The most widely used of these is molecular beam
epitaxy (MBE), which is well known as a technique for
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growing semiconductors and involves the use of molec-
ular beams of the deposited elements. These beams
are produced by heating solid state sources and travel
a short distance to the crystalline substrate in UHV or
a controlled atmosphere. The latter case is particularly
common in oxide thin film growth, where the molec-
ular beam of the cationic element is evaporated in an
oxygen atmosphere (this oxygen atmosphere can either
be molecular, achieved by simply connecting a pure O2

bottle to a leak valve, or atomic, which requires more
complicated tools such as plasma sources). Such an ap-
proach is often called reactive deposition.

The word epitaxy refers to the development of a thin
film on a crystalline substrate where the crystal struc-
ture of the thin film is dictated by that of the substrate.
This influence of the substrate on the structure of the
thin film can be exploited to produce crystalline thin
films of very high quality as well as metastable struc-
tures that have no stable equivalents in the bulk, as
discussed earlier.

MBE sources can be either very simple evaporation
cells or more sophisticated effusion cells (such as Knud-
sen cells). The simplest cell consists of a hot filament
that either directly heats a solid piece of the source ma-
terial or a crucible containing the material if the latter
is in powder form or has a low melting temperature (for
example). In some cases, electron bombardment is em-
ployed to heat up the source (particularly when higher
temperatures are needed), which can be achieved by
simply establishing an appropriate voltage difference
between the filament and source. More sophisticated
cells often include shutters that are employed to isolate
the sample from the molecular beam during preheating
and calibration phases, as well as temperature monitor-
ing systems such as thermocouples.

MBE is particularly well suited for growing ultra-
thin films (down to the sub-ML range) as it permits very
small evaporation rates (on the order of 1ML=min) and
is performed in UHV. For the same reasons, MBE is
not practical for realizing relatively thick films (on the
order of hundreds of nm or more) or for industrial ap-
plications.

Other physical deposition techniques can provide
higher rates and require less demanding environments.
Sputtering is a very common method of growing thin
films that involves accelerating a beam of (typically
ArC) ions towards a target containing the source ma-
terial, causing the ejection of target atoms (or small
clusters) which are then directed onto a substrate sur-
face. This technique is very versatile and robust in
terms of the quality, uniformity, and purity of the grown
film. Both simple and ternary oxides, as well as other
compounds and alloys, can be produced by sputtering
deposition starting from a target of the material to be

grown or by (for instance) mixing oxygen with the ar-
gon in the ion source. The high speed of this process
makes it particularly applicable for the preparation of
samples comprising several different thin film layers
(such as multilayer stacks used in spin valves).

Another versatile physical method employed in re-
search laboratories is pulsed laser deposition (PLD).
In this technique, high-power laser pulses are directed
onto a target in a dedicated vacuum chamber, causing
the ablation of the target material. This ablated material
ionizes and forms a plasma plume that is directed to-
ward a substrate, where the material is deposited. The
stoichiometric composition of the target is generally
preserved on the substrate. This method is used to grow
complex magnetic oxides such as manganites for in-
stance.

A further method of preparing ultrathin oxide films
is through the oxidation of a metallic substrate by direct
exposure to oxygen. This approach is clearly limited to
the formation of native MO films. The thermodynam-
ics (in particular the enthalpies of formation reported
in Table 22.3) and kinetics of the oxidation process de-
termine the compound that forms during the process.
Another relevant aspect of direct oxidation is the fact
that the crystal structure of theMO often does not corre-
spond to that of the parent metallic crystal. For instance,
bulk Co has a hexagonal close-packed (hcp) structure,
while bulk CoO possesses a face-centered cubic (fcc)
structure. Ultrathin MO films of high crystalline quality
are therefore only rarely prepared by direct oxidation;
one such example is aluminaAl2O3 ultrathin film (a few
ML in thickness) prepared on the alloy NiAl(110),
where the film is stabilized by oxidation and subsequent
annealing [22.16].

22.2.2 Chemical and Structural
Characterization

In the following sections, the main spectroscopic and
microscopic experimental techniques used in structural
and chemical analyses of oxide surfaces are described.

Spectroscopic Techniques
The spectroscopic methods that are used to charac-
terize surfaces and ultrathin films are those typically
employed in experimental surface science. Such meth-
ods feature high surface sensitivity, meaning that they
allow the experimenter to explore properties associ-
ated with the topmost layers of a sample, with probing
depths on the order of a nanometer or less. Electrons are
suitable probes for achieving such sensitivity, since the
inelastic mean free path (IMFP) of an electron with an
energy of a few tens of eV is typically less than 1 nm,
even in oxides. The energy dependence of the IMFP of
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an electron in a solid exhibits a quasi-universal curve,
an example of which is reported in Fig. 22.7. The ref-
erence work of Seah and Dench [22.21] proposes the
following heuristic equation for evaluating the IMFP
�IMFP in an inorganic compound (such as an oxide):
�IMFP D 143=E2C0:054

p
E, where the electron kinetic

energy E is in eV and the resulting IMFP is in nanome-
ters. The IMFP is related to the length d that electrons
travel into the solid by the attenuation of the electron
beam intensity with respect to the initial intensity I0 as
follows: I.d/D I0e�d=�IMFP .

Photoemission spectroscopy (PES) is one of the
tools most commonly used to investigate the electronic
and chemical properties of surfaces. This technique al-
lows the binding energy of an electron photoemitted
from the sample following the absorption of a photon
of energy h� to be calculated via the energy balance
EK D h� �EB ��a, where EK is the electron kinetic
energy as measured by an energy analyzer, EB is the
electron binding energy, and �a is the analyzer work
function. Photon energies in the ultraviolet (UV; up to
a few tens of eV) or the soft x-ray region (on the order
of 1 keV) allow the binding energies of electrons from
the valence band and from core levels to be probed,
respectively. The same technique is therefore usually
denoted UPS (ultraviolet photoemission spectroscopy)
or XPS (x-ray photoemission spectroscopy), depending
on the energy range of the photons employed. XPS is
also known as ESCA (electron spectroscopy for chem-
ical analysis), as the electron binding energy is specific
to each element. Thus, identifying the energies of the
most intense peaks in an XPS/ESCA spectrum allows
the elements present to be discerned.

When analyzing compounds, one of the most use-
ful features of XPS is the chemical shift effect, which is
the shift in energy of core-level peaks that occurs when
the chemical environment of the element is changed.
Although the core levels are not directly involved in
chemical bonding, such bonding changes the elec-
trostatic potential generated by the valence electrons,
which in turn influences the binding energies of the core
electrons. In oxides, the chemical shift depends on the
oxidation state, the lattice sites, and the ionic environ-
ment. In general, larger binding energies are measured
for the core levels in oxides than for the core levels in
the cationic element in the metallic state. The example
shown in Fig. 22.8 relates to TiO2, the 2p core-level
peaks of which show a relatively large chemical shift
(almost 5 eV) when compared to those of metallic Ti.
Other less evident features, such as different symme-
tries of the XPS line shapes of the metallic and oxide
materials, are not discussed here.

Other effects are responsible for variations in the
core-level line shapes in XPS, among which we will
briefly mention the final-states effect known as shake
up. This effect arises because the creation of a positively
charged core hole during the photoemission process in-
duces a decrease in the electron density near to that core
hole, which in turn reduces the kinetic energy of the
outgoing electron such that a peak appears at higher
binding energy. This effect is observed in particular
in magnetic TM monooxides such as CoO and NiO,
as demonstrated by the spectra reported in Fig. 22.9.
In the latter, shake-up peaks relating to the Ni 2p3=2
and Ni 2p1=2 core levels of a NiO sample are indi-
cated. Multiplet splitting is also apparent; this occurs
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Fig. 22.8a,b XPS spectra of the 2p core levels of (a) Ti and (b) TiO2 (Reprinted by permission from [22.22],
© PerkinElmer 1979)
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Fig. 22.9 Ni 2p shake-up and multiplet splitting features
in the 2p core-level region of the XPS spectrum of a NiO
sample (Reprinted from [22.23], with permission from El-
sevier)

due to the presence of unpaired electrons in the valence
band [22.23].

We should also mention charging effects, which
are common in insulating samples such as sufficiently
thick nondefective oxides. Electron emission generates
a positive charge at the sample surface that cannot
be neutralized by a negative charge from the ground
reservoir. The outgoing electron is attracted by this
positive charge, which decreases the measured kinetic
energy (or artificially increases the binding energy).
It is sometimes possible for the correct energy values
to be retrieved by utilizing a well-known core level
peak as a reference, thus permitting the energy scale
to be calibrated. Another way of avoiding charging ef-
fects is to employ a charge neutralizer, i.e., an electron
gun that directs negative charge to the sample surface.

However, this approach must also be thoroughly cal-
ibrated, since there is a risk of negatively charging
the surface if the neutralizing electron beam is too in-
tense.

Another widely used electron-based spectroscopic
technique is Auger electron spectroscopy (AES), which
makes use of the well-known Auger effect, a nonra-
diative route for an ion with a core hole (created by
exciting the sample with either electrons or photons)
to relax to a lower-energy state. This relaxation re-
sults in the emission of a so-called Auger electron, and
the kinetic energy of this electron depends on the set
of core levels of the involved atom, which gives AES
the element specificity that makes it a valuable method
of identifying the chemical species at the surface of
a sample, similar to XPS. Another similarity to the lat-
ter technique is its surface sensitivity, as typical kinetic
energies of Auger electrons as measured with labora-
tory instruments are on the order of tens to hundreds
of eV. As a matter of fact, Auger electrons can also
be observed in XPS spectra, thus allowing the chem-
ical composition of the sample to be cross-checked.
Peak positions in AES spectra are also influenced by the
chemical environment and exhibit chemical shifts com-
parable to those of XPS peaks. However, this behavior
is often overlooked in AES because AES peaks are usu-
ally larger and have more complicated line shapes.

At this point, it is worth mentioning the use of
synchrotron radiation as a source for spectroscopy
experiments on low-dimensional materials. The high
intensities, energies, and spatial resolutions of such
sources as well as their tunability over a wide energy
range make them ideal for spectroscopic and micro-
scopic investigations of nanostructures.

X-ray absorption spectroscopy (XAS) in the soft
x-ray range (about 100�1000 eV) is often used as a ref-
erence spectroscopic technique. This is a core-level
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spectroscopicmethod, implying that it is sensitive to the
chemical environment and thus also useful for study-
ing compounds. The associated physical mechanism is
the absorption of a photon by a core-level electron (at
specific absorption edges) that is promoted to an unoc-
cupied state just above the Fermi level. The core hole
then relaxes through both radiative and nonradiative
processes, and the resulting secondary electrons are col-
lected and measured as the signal. Here, we focus on
a region on the order of 10 eV above the absorption edge
(sometimes called x-ray absorption near-edge structure,
XANES), whereas larger energy windows may include
other information too (e.g., structural order), and the
XAS in such cases is generally termed extended x-ray
absorption fine structure (EXAFS) [22.25].

XAS spectra of TMs are typically taken at the
so-called L-edge, which corresponds to 2p! 3d elec-
tronic transitions that occur following the absorption
of photons in the soft x-ray range, i.e., between about
700 and 900 eV for Fe, Co and Ni, as shown in
Fig. 22.10 [22.24]. More precisely, these spectra con-
tain two broad peaks that relate to L2 (originating from
2p1=2 states) and L3 (originating from 2p3=2 states)
absorption edges, which are split by the spin–orbit
interaction. Such transitions are regulated by dipole se-
lection rules and are therefore linked to the 3d valence
states, which are responsible for the magnetic properties
of TMs. When TMs are included as cations in oxides,
their XAS spectra develop a complicated fine structure
called multiplet structure, which is influenced by crystal
field and multiplet effects. The latter reflect various in-
teractions between valence holes and electrons that are
not discussed here.

Microscopy Techniques
Spatially resolved investigations of a sample surface
can be realized at several length scales by exploit-
ing various probes. Here, we limit our discussion to
just a few examples involving probes that are suited
for investigating matter (in particular oxides) at the
nanometer scale. These probes are again electrons with
low kinetic energies, photons in the soft x-ray range,
and small tips in scanning probe approaches. Further-
more, we focus on techniques that are also implemented
as magnetic imaging tools.

Photoemission electron microscopy (PEEM) is
a microscopy counterpart to PES, where an UV/x-ray
photon beam is directed onto a sample, leading to the
emission of photoelectrons, which are then scattered by
the surrounding atoms. The resulting secondary elec-
trons that leave the sample are transferred by means
of an electron optical column to a dedicated imag-
ing system. Just as in PES, the sample depth probed
by PEEM is very thin (in the nm range), making
it a surface-sensitive technique. Electron collection is
achieved using several electron optical elements, as de-
scribed in [22.26]. A high lateral resolution of less
than 20 nm can be obtained using state-of-the-art in-
struments by limiting the energy range and angular
dispersion of the electron beam (at the expense of in-
tensity).

Of particular interest to us in the context of this
chapter is the version of PEEM that uses x-ray beams to
excite photoelectrons, which is known as x-ray photo-
electron emission microscopy (X-PEEM). Synchrotron
radiation sources are frequently exploited to excite
photoemitted electrons in X-PEEM, particularly for
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Fig. 22.11 X-PEEM images illustrating the formation of stationary patterns of Au and Pd on Rh(110) along with phase separation
of Au and Pd from O (Reprinted from [22.27]. © IOP Publishing. Reproduced with permission. All rights reserved)
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Fig. 22.12a–c Steps involved in phase identification for iron oxide films using (a) LEED and (b,c) LEEM structures. Im-
ages (b) and (c) focus on the green- and red-labeled LEED spots in (a), which correspond to bright areas with corundum
and spinel structures, respectively. The electron energy in all measurements was 38 eV (Reprinted from [22.28], with
permission from Elsevier)

low-dimensional systems. For such systems, X-PEEM
also facilitates chemical contrast, which is obtained
by tuning the incident photon energy at the absorp-
tion edges of the various elements. Furthermore, the
abovementioned problem with low counting rates when
attempting to achieve high-resolution performance is
mitigated by the high flux of synchrotron sources.

As an example of the ability of X-PEEM to resolve
chemical species, Fig. 22.11 shows four images of the
same sample surface obtained with photoemission en-
ergies corresponding to the indicated core levels. The
sample is Rh(110) modified with Au and Pd of sub-ML
coverage, and this material has been used as a cata-
lyst for water formation. This leads to reorganization
and phase separation within Au and Pd adlayers, which
are spectator species (they do not actively participate in
the reaction but they do block some active sites on the
surface). The phase separation is clearly visible in the
energy-resolved X-PEEM images [22.27].

Among the various electron microscopy tech-
niques available, one particular method exploits low-
energy (on the order of 1�100 eV) electrons and is
therefore known as low-energy electron microscopy
(LEEM) [22.29]. In this method, the probe is an elec-
tron beam that impinges on the sample and is backscat-
tered towards a screen through an electron optical
column. The typical spatial resolution of this approach
is high (about 10 nm laterally). An important feature
of the technique is the ability to image surface struc-
tures in situ and in real time, even at relatively high
temperatures, which makes LEEM a very powerful tool
for studying surface phase transformations, mainly by
aiding the identification of the different phases. The ex-
ample presented in Fig. 22.12 is phase identification
for an iron oxide film containing mixed phases. LEEM
also allows for the acquisition of low-energy electron
diffraction (LEED) patterns. Figure 22.12a shows that
these patterns are related to the presence of differ-
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ent crystal structures, namely corundum (green circle)
and spinel (red circle). By selecting the momentum of
the emitted electrons, different LEEM images can be
acquired, as shown in Fig. 22.12b,c. Further chemi-
cally sensitive measurements (not shown) revealed the
presence of both Fe3O4 and Fe2O3 (the latter also in
different phases) [22.28].

Finally, scanning probe techniques are widely ex-
ploited in the study of low-dimensional systems.
The most well known are atomic force microscopy
(AFM) [22.30] and scanning tunneling microscopy
(STM) [22.31], both of which utilize sharp tips that
are placed in close proximity (subnanometer range) to
a sample surface and scanned laterally by piezoelectric
actuators, allowing the surface morphology to be mea-
sured.

AFM is based on the detection of attractive and
repulsive interactions between the apex atoms in the
probe tip and atoms on the surface of the sample. The
tip is typically mounted on a cantilever that bends to
a degree that depends on its hardness and the strength of
the interactions, which have different effective ranges;
for instance, chemical interactions are short-range in-
teractions whereas van der Waals and electrostatic in-
teractions are longer-range interactions. The strengths
of the different types of interactions depend on the sys-
tem that is probed. Measurements can either be static
(the bending of the cantilever is measured directly) or
dynamic (the cantilever is oscillated close to resonance
and the interaction forces influence the frequency, am-
plitude, or phase of the oscillations).

In STM, a metallic tip is brought in close proximity
to (a few angstroms from) the surface of a conducting
sample, leading to an overlap of the wavefunction of the
apex atom in the probe tip with surface electronic states.
If an electrostatic potential is applied between the probe
tip and the surface, the quantum tunneling of electrons
is facilitated. A tunneling current can therefore be mea-
sured that depends strongly on the tip–sample distance,
which is the reason for the extremely high spatial reso-
lution (atomic level) of STM.

AFM is a straightforward choice when examining
insulating materials because, unlike STM, the sample
and tip do not need to be conductors. This is particu-
larly useful for thick oxides that, in principle, cannot
be investigated using STM (although they can be made
sufficiently conductive for STM using specific strate-
gies, e.g., by producing defects [22.32]).

Figure 22.13 shows, as an example, an AFM topo-
graphic image of the surface of a thin (8ML) MgO film
on Fe(001). MgO is a wide-gap insulator and is there-
fore difficult to study with STM unless it is present as
ultrathin layers on conducting substrates (see later in
this chapter). Figure 22.13 reveals, in particular, the de-

20 nm

[010]

Fe
[100]

Fig. 22.13 AFM image of an 8ML thick MgO film on
Fe(001) (Reprinted from [22.7], with permission from El-
sevier)

velopment of directional step edges that form due to the
presence of misfit dislocations [22.7].

On the other hand, STM is widely used for ul-
trathin oxide films because it is often performed in
UHV conditions, and these are the conditions that are
usually applied when samples of this nature are in-
vestigated. An example of the use of STM in this
context was shown earlier in the chapter: see Fig. 22.1.
Very high quality STM images of ultrathin oxides with
atomic resolution have also been obtained in many
other cases. Figure 22.14 shows two examples relat-
ing to a 2ML thick MgO film deposited on Ag(001)
and a FeO monolayer grown on Pt(111). In their bulk
forms, both oxides have a rock salt crystal structure (Ta-
ble 22.1) that develops along different crystallographic
planes in the images due to the epitaxial relationships
of the oxides with their respective substrates (see also
Sect. 22.2.1).

22.2.3 Magnetic Measurements

For thin and ultrathin magnetic oxide films, it is also
necessary to experimentally characterize the magnetic
properties of the samples. All of the methods discussed
in earlier sections can be implemented as a magnetic
variant, as described below.

Magnetic Spectroscopic Techniques
In magnetized FM samples, the internal magnetic field
acts as a quantization direction for electron spin, mean-
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a) b)

Fig. 22.14a,b STM images of (a) 2ML MgO=Ag(001) and (b) 1ML FeO=Pt(111) (both images show regions
3:5� 2:9 nm2 in size). Both oxides have a rock salt structure, but they expose different crystallographic planes due
to differences in substrate symmetry (Reprinted from [22.33], with permission from Elsevier)

ing that the electrons emitted in photoemission exper-
iments have a spin quantum number. This allows the
spin polarization P of the photoelectrons to be defined
as follows:

PD N" �N#
N" CN#

; (22.1)

where the up and down arrows refer to the spin direction
with respect to the quantization axis. The measurement
of P in PES experiments is achieved by adding spin de-
tectors (polarimeters) to the standard equipment, lead-
ing to a method known as spin-polarized PES (SPPES)
or spin-resolved PES (SRPES). Polarimeters are com-
monly used to measure spin scattering asymmetries,
although they have the drawback of dramatically reduc-
ing the signal intensity. State-of-the-art instruments and
synchrotron radiation measurements can largely bypass
this limitation, making SPPES an important method
for deriving information on the spin-resolved electronic
structures of magnetic materials.

As an example, Fig. 22.15 presents PES and SPPES
spectra for a CrO2(100) epitaxial film on TiO2. As also
mentioned in Table 22.3, CrO2 is a FM oxide with an
ordering temperature that is above RT in its bulk form.
Fujiwara et al. [22.34] report SPPES measurements ob-
tained at both RT and 40K that are consistent with this
characterization. The difference in the spin-polarized
density of states is also related to the half-metallicity
of CrO2.

A different approach can be employed to measure
spin-polarized electronic states in XAS experiments. In
such experiments, dipole transitions do not allow spin
flips, so, in principle, it is possible to measure the num-
ber of d holes with up and down spin provided that ei-
ther spin-up or spin-down electrons can be selectively

excited by the x-ray beam. This is achieved by using cir-
cularly polarized photons, which are available in dedi-
cated beamlines of synchrotron radiation facilities. In
x-ray magnetic circular dichroism (XMCD), XAS spec-
tra with oppositely (either right or left) circularly po-
larized x-ray photons are acquired and then subtracted
from each other. The XMCD signal is therefore propor-
tional to the difference in spin-up and spin-down holes in
the d shell, and its sign provides information on the di-
rection of the sample magnetization. The strongest sig-
nal is obtained when the magnetization is parallel to
the propagation direction of the photon beam. As it is
based onXAS,XMCDalso provides elemental and shell
specificity, thus permitting the identification of magne-
tized species in multicomponent (e.g., multilayer) sam-
ples. Furthermore, it has been demonstrated that simple
sum rules can be used to quantitatively determine spin
and orbital angular momenta from XMCD spectra.

As an example, Fig. 22.16 reports one of the
first XMCD measurements, which was performed on
a Ni(111) crystal [22.35]. The opposite signs of the
XMCD peaks at the two absorption edges are typical
of XMCD spectra of all FM TMs.

Just as for XMCD, it is possible to acquire XAS
spectra with linearly polarized x-ray photons where
the polarization direction is either in or out of the
synchrotron plane. Subtracting such spectra from each
other leads to an x-ray magnetic linear dichroism
(XMLD) spectrum. The XMLD signal is not related to
the magnetization vector M (unlike in XMCD), which
is zero in an AFmaterial, but to the direction of the local
magnetic moments. This implies that XMLD is a very
special method: a magnetic spectroscopy that is sensi-
tive to the AF order of a sample. On the other hand,
an XMLD signal can be also produced by nonmagnetic
properties, such as asymmetry of the crystal field of the
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Fig. 22.15 (a) LEED pattern of CrO2.100/=TiO2 (ED 45 eV). (b) Valence-band spin-integrated PES spectra measured at
h� D 21:2 eV (He I) and h� D 8:44 eV (Xe I) at 300K. (c,d) Spin-resolved photoemission spectra measured via the Xe I line
and the corresponding energy dependence of the spin polarization at 300 and 40K, respectively (Reprinted from [22.34], with the
permission of AIP Publishing)
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Fig. 22.16 XAS (a) and XMCD spectra (b) obtained for a Ni(111) crystal (Reprinted with permission from [22.35].
© 1990 by the American Physical Society)
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Fig. 22.17 Normalized Ni L2 absorption spectra obtained
at 180K for a 7ML NiO=Fe(001) sample. 	 is the angle
between the x-ray polarization direction and the surface
normal; M refers to the substrate magnetization. Inset:
raw spectrum with background (Reprinted with permission
from [22.36]. © 2004 by the American Physical Society)

sample. Thus, care must be taken when analyzing the
experimental data.

In the example shown in Fig. 22.17, XMLD spec-
tra were acquired for an ultrathin (7ML) NiO film on
Fe(001). The spectra were obtained at the Ni L2 edge
for different measurement geometries, i.e., either nor-
mal (	 D 90ı) or grazing (	 D 30ı) incidence and with
the substrate magnetizationM in either the horizontal or
the vertical plane (i.e., parallel or perpendicular to the
x-ray linear polarization direction, respectively). Since
the crystal field shows fourfold symmetry about the
NiO(001) surface normal, it provides a constant con-
tribution as a function of the azimuth, so the difference
between the spectra acquired at normal incidence with
crossed polarizations is due to the presence of long-
range AF order in the measured film [22.36].

Magnetic Microscopic Techniques
The different responses of magnetic samples upon the
absorption of differently polarized x-rays can also be
exploited to obtain a magnetic contrast in images ac-
quired with an X-PEEM microscope. This involves
implementing the XMCD and XMLD techniques to re-

Fig. 22.18 XMCD-PEEM images of Fe(001) domains in
an Fe=NiO=Fe trilayer (NiO thickness: 1:4 nm). The
x-rays’ propagation direction is parallel to the horizon-
tal axis in the image. The arrows indicate the directions
of the FM domains. The field of view is about 75�m.
The image was acquired at the PEEM-2 beamline of the
ALS synchrotron (Berkeley, USA) (Reprinted by permis-
sion from [22.37], © Brambilla 2005)

alize XMCD-PEEM and XMLD-PEEM measurements.
Such measurements are performed by acquiring im-
ages at photon energies corresponding to peaks in the
XMCD and XMLD spectra of a magnetic element
present in the sample with different circular or linear
polarizations. The acquired images are then subtracted
from each other and normalized in order to obtain
the magnetic contrast image. Since the resolution of
state-of-the-art X-PEEM microscopes can be as low as
10 nm, the images can reveal details of the magnetic
domain and domain wall microstructure in both FM
and in AF materials using XMCD and XMLD, respec-
tively.

As an example, Fig. 22.18 shows XMCD-PEEM
images of Fe domains in an Fe=NiO=Fe trilayer [22.37,
38]. Here, the incident direction of the x-ray beam was
parallel to the horizontal axis of the image. The mag-
netization in the black domains differs from that in the
white domains by 180ı, as indicated by the red and yel-
low arrows, while domains differing in magnetization
by 90ı with respect to the white domains are not re-
solved (gray areas).
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[010] σ

An example of XMLD-PEEM is shown in
Fig. 22.19, which presents the AF domain configura-
tion of a cleaved NiO(001) crystal. Here, the linear
polarization was in the synchrotron plane and the beam
direction was 30ı from the [010] sample direction,

In-plane Out-of-plane

Co/Ir

Graphene/
Co/Ir

a) b)

c) d)

Fig. 22.20a–d SPLEEM im-
ages (field of view: 10�m)
of 11ML of Co deposited on
Ir(111) (a,b) and intercalated at the
graphene=Ir(111) interface (c,d)
(Reprinted from [22.40], with the
permission of AIP Publishing)

Fig. 22.19 XMLD-PEEM image of the surface of a
NiO(001) crystal. The different gray tones correspond to
different AF domain orientations (Reprinted with permis-
sion from [22.39]. © 2001 by the American Physical
Society) J

as indicated in the inset. Four different gray tones
are discernible, which relate to four different AF do-
mains. Note that the direction of the local magnetic
moments has both in-plane and out-of-plane compo-
nents; see [22.39] for a full description.

There is also a spin-polarized version of LEEM
(SPLEEM), in which spin-polarized electrons are di-
rected onto the sample. The polarization P of the
impinging electron beam can potentially be oriented in
any direction; low-energy electrons are either backscat-
tered or absorbed depending on their spin and on the
sample magnetizationM, so the reflected electron beam
permits the imaging of magnetic domains and domain
walls in FM samples [22.41].

Figure 22.20 demonstrates the ability of SPLEEM
to resolve FM domains with a lateral resolution of few
tens of nm in different spatial directions. The figure
compares the magnetic domain configuration in a thin
(11ML) Co film on Ir(111) with that in a thin Co film
intercalated beneath graphene that had previously been
grown on the same Ir(111) substrate. In the former
case, the Co magnetization is in the plane of the film,
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whereas it is in the out-of-plane direction in the latter
case [22.40].

There are also magnetic versions of both AFM
and STM: magnetic force microscopy (MFM) [22.42]
and spin-polarized scanning tunneling microscopy (SP-
STM) [22.43], respectively.

In MFM, the FM sample produces a magnetic stray
field that is detected by measuring the force it exerts
on another small magnetic element, the tip. This ap-
proach is very similar to standard AFM, although the
measured forces are usually considerably smaller. It
is worth noting that a strong force would correspond
to a strong magnetic interaction between the tip and
the sample, which could potentially modify the mag-
netic configuration of the latter (clearly an unwanted
effect). In a typical situation, the tip is tens of nm away
from the surface, and bending of the order of a nm is
measured [22.44]. MFM measurements are therefore
usually performed in the dynamic mode (see above).
So far, MFM has generally been employed in mag-
netic recording research, largely because it does not
require specific sample preparation procedures, mag-
netic recording media have smooth surfaces and very
high stray fields, and such media are not strongly influ-
enced by external magnetic fields.

Figure 22.21 shows a typical FM domain config-
uration in a commercial hard disk; this configuration
represents the recorded tracks [22.42].

In magnetic materials, the exchange interaction in-
troduces a term that removes the spin degeneracy of

Fig. 22.21 Standard MFM image of recorded tracks on
a hard disk. The image size is 12� 12�m (Reprinted by
permission from [22.42], © Ann. Revs. 1999)

the electronic bands. Provided that magnetized tips are
employed, this implies that the tunneling probability
in STM is dependent on the relative orientation of the
magnetization vectors of the tip and sample, a scheme
very similar to that used in magnetic tunneling junc-
tions [22.45]. Since different tunneling probabilities
reflect different apparent heights in the sample topogra-
phy, this SPSTM approach permits the visualization of
magnetic domains with the high spatial resolution typ-
ical of STM. In particular, it is possible to show that
a magnetic contrast is obtained by mapping the dif-
ferential conductance dI=dV, where I is the tunneling
current and V is the applied bias [22.46].

One important aspect of SPSTM measurements
is the preparation of suitable magnetized tips, which
should be able to guarantee both high spatial resolu-
tion, high spin polarization, and very low stray fields
to ensure that the magnetic configuration of the sample
is not perturbed. One of the most successful methods
of achieving this is to coat a standard W tip with an
ultrathin layer of magnetic material such as Fe or Cr.
In-plane or out-of-plane (with respect to the sample
surface) magnetization of the tip can be realized by se-
lecting an appropriate material and thickness for the
coating [22.43].

An interesting example of the magnetic imaging ca-
pabilities of SPSTM is given by the measurement of
Cr(001) crystal surfaces. Cr is termed a topological AF,
as each (001) layer is FM and the magnetizations of
the adjacent layers are opposite to each other, resulting
in an AF structure overall. Therefore, when observing
the Cr(001) surface, each terrace step separating an odd
number of layers also separates oppositely magnetized
FM domains. This is clearly apparent in Fig. 22.22,
which compares the topography of a Cr(001) surface
characterized by several single-layer steps (Fig. 22.22a)
to a differential conductance map, which reveals oppo-
sitely magnetized FM domains (Fig. 22.22b) character-
ized by different gray tones [22.46].

Optical Methods: The Magneto–Optic
Kerr Effect

The magneto-optic Kerr effect (MOKE) is the phe-
nomenon where the properties of a linearly polarized
laser beam change as it is reflected from the surface of
a FM sample. The changes of interest are typically ei-
ther a rotation of the direction of polarization or a shift
in the ellipticity of the light, both of which are propor-
tional to the magnetization of the sample. The depth
sensitivity of MOKE is on the order of tens of nm, and
it can be performed in different geometries by illumi-
nating the sample at different angles of incidence. The
application of a variable external magnetic field H per-
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a) b)
Fig. 22.22 (a) STM topographic
image (1�m� 1�m) of the Cr(001)
surface, where all terraces are sepa-
rated by monoatomic steps. The data
were obtained with an Fe-coated tip.
(b) Spin-polarized differential conduc-
tance map of the same surface region.
The arrows indicate the presence of
a more complicated micromagnetic
structure corresponding to screw dis-
locations (Reprinted with permission
from [22.46]. © 2000 by the American
Physical Society)

mits the acquisition of magnetic hysteresis loops. In the
polar configuration (i), the beam hits the surface at nor-
mal incidence and the measured effect is related to the
out-of-plane component of M. In the longitudinal con-
figuration (ii), the angle of incidence of the light is not
zero and H is applied within the plane of incidence and
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Fig. 22.23 Reduced components of the magnetization vec-
tor as a function of the applied magnetic field H of
a 180 nm thick CoNiO film. The components are normal-
ized to the saturation value of M (Reprinted from [22.47],
with the permission of AIP Publishing)

parallel to the sample surface. Note that the polarization
of the light can either be transverse magnetic or trans-
verse electric and there is no longitudinal Kerr effect at
normal incidence. In the transverse configuration (iii),
H is perpendicular to the plane of incidence (which is,
again, not normal to the surface). In this configuration,
only a transverse magnetic polarized beam generates
the Kerr effect.

This set of different measurement geometries per-
mits vector magnetometry—the full spatial determina-
tion of the magnetization vectorM during the hysteresis
loop, as exemplified by Fig. 22.23, which relates to
a 180 nm thick CoNiO film [22.47]. It is important
to note that MOKE is a relative magnetometry tech-
nique, i.e., it is not able to measure the absolute value
ofM.

M/Msat
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2000150010005000–500–1000–1500–2000
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As prepared
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10 K
300 K

Fig. 22.24 Hysteresis loops of an Fe layer (21 nm thick)
deposited on a CoO film (33 nm thick). Open dots: RT
measurements obtained above the Néel temperature. Filled
dots: magnetization reversal observed after field cooling to
10K (Reprinted with permission from [22.48]. © 2007 by
the American Physical Society)
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The MOKE technique has been widely applied to
the characterization of AF magnetic oxides included
in layered FM=AF structures that exhibit the exchange
bias (EB) effect [22.49]. This effect is seen when a sys-
tem featuring a FM=AF interface undergoes a field
cooling procedure starting from a temperature interme-
diate between the ordering (Curie) temperature of the
FM material and the ordering (Néel) temperature of the
AF material and finishing below the latter under the in-
fluence of an externally applied magnetic field. Due to
the interaction between the magnetic moments at the
interface, a unidirectional magnetic anisotropy is estab-

lished in the sample. This can be observed as a rigid
shift (EB field,HE) of the hysteresis loop of the FM=AF
system, which is usually accompanied by an increase in
the coercive field HC. AF oxides, especially NiO and
CoO, have been widely studied as AF layers in EB sys-
tems [22.50].

Figure 22.24 shows the occurrence of both effects in
an Fe=CoO bilayer. The MOKE loop at 300K was ob-
tained for an unbiased sample (open dots), whereas that
at 10K (filled dots) was attained subsequently to field
cooling and clearly shows a large increase in HC and
a shift of the hysteresis loop of about 100Oe [22.48].

22.3 Engineering Oxide–Metal Interfaces with Buffer Layers

The physical properties of layered metal–oxide het-
erostructures depend strongly on the atomistic details
of the oxide–metal interface, so fine control of the
boundary region is required to obtain specific func-
tionalities [22.10, 50–53]. The structure and chemical
composition ofmetal–oxide interfaces can be tailored by
exploiting an appropriate buffer layer, i.e., a nanometer-
thick film inserted between the substrate and the over-
layer. The presence of oxide or metal buffer layers can
assist the growth of oxide films on metallic substrates as
well as the deposition ofmetallic films on oxide surfaces.

22.3.1 Buffer Layers

According to the recent literature, the presence of
a buffer layer can affect the oxide–metal heterostructure
in the following ways:

1. It influences the chemical composition of the oxide–
metal interface. During the formation of an oxide–
metal layered system, the metallic layer is often
oxidized [22.12, 54, 55]. This oxidation occurs for
two main reasons: (i) whenever an oxide film is
grown via reactive deposition on highly oxidizable
metallic substrates such as those composed of FM
elements, the oxygen-rich atmosphere induces the
development of a thin native oxide layer on the sub-
strate [22.7, 56]; (ii) if the metallic layer can form
an oxide compound that is more thermodynamically
stable than the oxide it is interfaced with, migration
of oxygen atoms triggers the reduction of the ox-
ide and the oxidation of the metal [22.57, 58]. In
case (i), the presence of the buffer layer can hin-
der substrate oxidation by preventing direct contact
between its surface and gaseous oxygen, while in
case (ii) it may inhibit interfacial redox reactions.

2. It promotes the stabilization of high-quality inter-
faces between metals and their native oxides. The
crystal structure of a metal is often very different
from that of its native oxide. For instance, Mg and
Co crystallize with a hexagonal close-packed lat-
tice, while the corresponding monoxides MgO and
CoO adopt a cubic rock salt structure. Because of
this symmetry mismatch, the oxidation of bulk met-
als results in poor-quality interfaces or even in the
development of amorphous oxide layers. This draw-
back can be circumvented by growing metastable
films, i.e., films that mimic the crystal structure
of the substrate. By growing a suitable metastable
phase, good epitaxy with the native oxide can be
obtained [22.59–61].

3. It can be used to tailor the morphology of metallic
films grown on oxide substrates. In epitaxial growth,
the overlayer wets the substrate if the condition
�fC �f=s � �s is satisfied, where �f and �s are the
surface free energies of the film and the substrate,
respectively, while �f=s quantifies the interaction be-
tween the substrate and the overlayer [22.62, 63].

Due to the low surface free energies of oxides, weakly
interacting metals deposited on oxide surfaces gener-
ally nucleate 3-D islands. On the other hand, covering
the oxide surface with a buffer layer of another oxide
or metal prior to the deposition of a metal can provide
a template for the growth of two-dimensional metal-
lic films. Effective buffer layers are metals or oxides
that interact strongly with their oxide or metal counter-
parts.

The following sections discuss some examples of
the use of metallic or oxide buffer layers to tune the
chemical compositions and/or the morphological struc-
tures of metal oxide heterostructures.



Magnetic Properties of Oxide Surfaces and Films 22.3 Engineering Oxide–Metal Interfaces with Buffer Layers 719
Part

E
|22.3

22.3.2 Metallic Buffer Layers

Ni and Co films on an Fe(001) surface are prototyp-
ical examples of magnetic metallic buffer layers used
for the growth of epitaxial oxides on a FM metallic
substrate. When NiO or CoO are grown directly on
Fe(001) by reactive deposition, extensive oxidation of
the substrate is observed [22.13, 64, 65]. This oxidation
can be suppressed to some degree (but not prevented)
by passivating the clean Fe(001) surface with 1ML of
oxygen, yielding an Fe(001)-p(1�1)O surface [22.66–
70]. Figure 22.25a displays XAS spectra acquired after
the deposition of NiO on an Fe(001)-p(1�1)O surface.

The XAS spectrum obtained at the Fe L2;3 edges
from Fe(001)-p(1�1)O is characterized by two peaks at
about 708 and 722 eV. After the deposition of 20ML
of NiO, multiplet fine structure develops, as shown in
Fig. 22.25a, indicating the chemical modification of the
substrate. A comparison of the spectra of Fe oxides is
provided in the top panel of Fig. 22.25a. It is appar-
ent that a considerable amount of Fe oxide develops
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Fig. 22.25 (a) XAS spectra obtained at the Fe L2;3 edges in the total electron yield mode from as-grown Fe(001)-p(1�1)O and
20ML NiO=Fe(001) after annealing at 350 and 450 ıC. Reference curves measured at the Fe L2;3 edges from ˛-Fe2O3, Fe3O4,
and FeO are shown at the top (Reprinted with permission from [22.13]. © 2004 by the American Physical Society). (b) Open dots
Fe 2p XPS spectra from 1ML CoO=Fe-p(1�1)O (left) and 5ML CoO=Fe-p(1�1)O (right) bilayers. Triangles represent the sum
of the Fe-p(1�1)O substrate spectrum (solid), the Fe3O4 spectrum (dotted), and the FeO (dashed) reference spectrum (Reprinted
from [22.64], with permission from Elsevier)

during NiO growth, and that the amount of Fe oxide in-
creases as the system is annealed up to 350 ıC. Finally,
annealing at higher temperatures induces the dissolu-
tion of both NiO and Fe oxide, restoring the pristine
metallic shape of the Fe peaks. Oxidation of the sub-
strate also occurs with the deposition of CoO on the
Fe(001)-p(1�1)O surface, as revealed by the XPS spec-
tra shown in Fig. 22.25b. The Fe 2p peaks acquired on
1ML CoO=Fe(001)-p(1�1)O can be obtained through
the convolution of the Fe 2p transitions characteristic of
Fe(001)-p(1�1)O (solid line), Fe3O4 (dotted line), and
FeO (dashed line). Figure 22.25b also reveals that the
thickness of the Fe oxide increases as the amount of
CoO deposited increases.

The substrate oxidation observed at the interfaces
NiO=Fe(001)-p(1�1)O and CoO=Fe(001)-p(1�1)O is
mainly due to the gaseous oxygen used during the
reactive deposition. As a matter of fact, assuming a typ-
ical deposition rate of 1ML=min for Ni or Co and
a background oxygen pressure of 10�6 mbar, the ratio of
oxygen molecules that reach the surface to metal atoms
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Fig. 22.26a–d LEED patterns
and STM constant-current images
acquired on the Fe(001) substrate
(a,b) and after the deposition of
a 6ML thick Ni film (c,d) (Reprinted
from [22.71]. © IOP Publishing.
Reproduced with permission. All
rights reserved)

that reach the surface is about 45, implying that the sub-
strate is already covered with a native oxide layer when
NiO or CoO starts to nucleate on Fe(001).

In order to avoid direct contact between the oxy-
gen molecules and the Fe(001) surface, a Ni (Co) film
can be deposited on the substrate before NiO (CoO)
growth. In the following, we will see that it is impor-
tant to choose an appropriate buffer layer to protect
the substrate from oxidation. Bulk Ni crystallizes in
a face-centered cubic (fcc) structure with a lattice con-
stant of 352pm, considerably smaller than that of fcc
NiO (417 pm). However, ultrathin Ni films deposited
on the Fe(001) surface adopt a body-centered cubic
structure (bcc) with the same lattice constant as that
of the Fe substrate [22.71, 73]. Figure 22.26a,c dis-
play LEED patterns measured on an Fe(001) substrate
and a 5ML thick Ni film, respectively. The diffrac-
tion patterns show the same unit cell, revealing that the
Ni film grows pseudomorphically on the Fe(001) sub-
strate. Figure 22.26b,d present STM images acquired
on the surfaces of Fe(001) and 6ML Ni=Fe(001), re-
spectively. The bare surface displays atomically flat
terraces separated by monoatomic steps, while the
surface roughness increases slightly after Ni deposi-
tion.

In order to explore the possibility of using it as
a protective coating against Fe oxidation, an ultrathin
Ni film grown on Fe(001) was exposed to molecular
oxygen [22.72, 75]. Figure 22.27a shows the evolution
of AES curves acquired at normal (solid lines) and graz-
ing (dotted lines) emission angles. The shape of the
low kinetic energy peaks of AES is particularly sensi-
tive to the chemical states of the surface elements, so
it can be used to check their oxidation states [22.76].
The spectrum of the as-deposited sample (black curve)
is characterized by two peaks at about 46 and 61 eV,
corresponding to metallic Fe and Ni, respectively. Ex-
posure to oxygen results in the appearance of a shoulder
at lower kinetic energy than the metallic Fe peak. This
feature indicates the presence of Fe oxide, as testified
by the top spectrum (green curve), which was acquired
for Fe(001) oxidized with 50 L of O2. The Fe oxide
peak becomes larger with increasing oxygen exposure
(blue curve) and subsequent annealing in a vacuum
(brown curve). Therefore, oxidation of the Ni=Fe(001)
sample triggers the segregation of Fe from the bulk
to the surface, where it is oxidized. Comparison of
the STM images acquired before (Fig. 22.27d) and
after (Fig. 22.27c) oxidation reveals that oxygen expo-
sure causes surface roughening. Annealing in vacuum
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Fig. 22.27
(a) Auger spectra
acquired after the
exposure of a 5ML
thick Ni=Fe(001)
layer to between 0 L
(black) and 150 L
(brown) of oxygen.
The top spectrum
was obtained for
the oxidized sam-
ple after it was
annealed in UHV.
Solid and dashed
curves correspond
to spectra acquired
at normal and
grazing emission
angles, respectively.
(d) STM image
obtained for the
pristine Ni=Fe(001)
sample. (b,c) Ni and
Fe samples oxidized
with 150 L of O2

and subsequently
annealed at 200 ıC
in UHV, respec-
tively (Reprinted
from [22.72], with
permission from
Elsevier)
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Fig. 22.28 (a) AES
spectra acquired
after the growth and
oxidation of 5ML
of Co on an Fe-
p(1�1)O substrate.
The top curve is
the reference spec-
trum of oxidized
Fe. (b,c) Constant-
current STM images
of the Co film after
exposure to 2 L
of O2. The profile
corresponds to
the dashed line
in (c) (Reprinted
(adapted) with
permission
from [22.74].
© 2016 American
Chemical Society)

(Fig. 22.27b) restores the atomically flat surface. This
surface is characterized by a nanometric Moiré pat-
tern arising from interference of the topmost hexagonal
FeO(111) layer (not shown; see [22.72]) with the square
Ni=Fe(001) substrate. In conclusion, the Ni buffer layer
cannot prevent the oxidation of the Fe(001) substrate,

indicating that the NiO=Fe(001) interface is highly un-
stable.

A completely different oxidation path is observed
when a Co buffer layer is used to protect the Fe(001)
substrate. As in the case of Ni, Co grows on Fe(001)
as a tetragonally distorted body-centered cubic (bcc)
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metastable phase [22.78, 79]. The data presented in the
following relate to a Co film grown on an Fe(001)-
p(1�1)O surface [22.74], but similar results were ob-
served when a Co buffer layer was stabilized on
oxygen-free Fe(001). Figure 22.28a displays AES spec-
tra measured for the Fe(001)-p(1�1)O (black curve),
the 5ML Co film (red curve), and after dosing with
20L (green curve) and 480L (blue curve) of oxy-
gen. In contrast to the case in which Ni=Fe(001) is
oxidized, no Fe oxide signature is observed in the
spectra. However, if the sample is annealed to 300 ıC
in UHV, a small amount of Fe oxide can be dis-
cerned (brown curve). Figure 22.28b and c present
STM images of the oxidized sample showing the nu-
cleation of defective CoOx islands. Due to the tun-
neling conditions used for the imaging, the islands
appear as depressions with respect to the substrate,
as indicated by the line profile drawn in Fig. 22.28d.
Moreover, atomic-scale defects are visible inside the

islands; these defects were assigned to oxygen vacan-
cies [22.74].

Due its chemical stability, the Co=Fe(001) bilayer
is a promising template for growing sharp CoO=Fe in-
terfaces [22.77]. Figure 22.29 displays the XPS spectra
acquired in the Fe 2p and Co 2p energy regions after
the reactive deposition of increasing amounts of CoO.
The Fe 2p peak position is that of metallic Fe at every
step of CoO deposition, while the shape of the Co 2p
doublet approaches that of oxidized Co, indicating the
development of a stoichiometric oxide.

The absence of Fe oxidation also influences the
morphology of the growing film. While CoO de-
posited directly on Fe(001)-p(1�1)O is characterized
by a featureless mesoscopic morphology [22.65], the
film grown on the Co buffer layer consists of a periodic
array of islands (Fig. 22.30). The ordered nucleation of
CoO is due to the presence of a network of misfit dislo-
cations at the CoO=Fe(001) interface.
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Fig. 22.30a–d STM images of 6:4ML CoO (a), 12:8ML CoO (b), and 25:6ML CoO films (c). The insets show the corresponding
LEED patterns acquired with an electron beam energy of 50 eV. (d) displays the topographic profiles measured along the white
dashed lines in the STM images (Reprinted from [22.77], with permission from Elsevier)

22.3.3 Oxide Buffer Layers

This section explores how oxide buffer layers have been
successfully used to control both the interfacial chem-
ical reactions and the morphologies of oxide–metal
heterostructures.

Allegretti et al. used a CoO buffer layer inserted
between NiO and Co to obtain a chemically sharp in-
terface between an AF oxide and a FM metal [22.80].
Figure 22.31a shows the XPS Co and Ni 2p3=2 peaks ac-
quired after the deposition of metallic Co on a NiO(001)
surface. According to the upper curve, if the Co film
is deposited at 100K, its spectrum is characterized by
the Co0 component only. On the other hand, heating
the Co=NiO sample at 550K triggers the oxidation of
Co, as revealed by the presence of a Co2C component
in the lower spectrum. The chemical instability of the
Co=NiO(001) interface is also indicated by the evolu-
tion of the Ni 2p3=2 peak, as displayed in Fig. 22.31c.
There are no discernible signatures of metallic N in the
spectra acquired for the NiO surface (top) and the Co-
covered sample at 100K (middle), while a significant
fraction of Ni0 is present after heating.

The redox reaction can be prevented by depositing
a 1�2ML thick CoO buffer layer on the NiO before

the growth of Co. Figure 22.31b displays the Co 2p3=2
peaks measured for the as-deposited CoO film (lower
spectrum), those measured after the growth of metal-
lic Co at 100K (middle spectrum), and those measured
after annealing the sample at 550K (upper spectrum).
These spectra imply that Co retains metallic charac-
ter. Accordingly, after checking the Ni 2p3=2 spectra
displayed in Fig. 22.32d, it is clear that there are no
discernible signatures of Ni0 at any step in the experi-
ment.

Nozaki et al. recently used an ultrathin Fe2O3

layer to improve the crystalline quality of ultrathin
Co films deposited on a MgO(001) surface [22.81].
Figure 22.32a displays reflection high-energy electron
diffraction (RHEED) images acquired after the growth
of 1 nm thick Co film on MgO. The faint diffraction
spots indicate the development of 3-D Co islands that
preferentially expose their hcp Co(1120) surfaces. On
the other hand, if the MgO(001) surface is covered with
a 0:2 nm thick Fe2O3 layer (Fig. 22.32b), the diffraction
pattern becomes sharper, suggesting that a continuous
and flat Co film develops. Interestingly, if the thick-
ness of the Fe2O3 buffer layer is increased to 0:4 nm
(Fig. 22.32c), a new diffraction pattern corresponding
to a Co film with bcc structure develops.

22.4 Chemical and Magnetic Properties in Low-Dimensional Transition
Metal Oxides

One of the main influences on the magnetic properties
of a layered heterostructure is the chemical composi-
tion of its interfaces [22.82–88]. The magnetic order of
a crystal depends on the chemical environment of the
atoms that constitute the the crystal. For instance, Ni

and Co are FMmetals, but their native monoxides (NiO,
CoO) are antiferromagnetically ordered. The situation
is even more complex for elements that form several
stable oxides, each characterized by a different stoi-
chiometry and magnetic configuration. For example,
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Fig. 22.31a–d Co 2p3=2 (a) and Ni 2p3=2 XPS spectra (c) acquired on the pristine 20ML NiO(100) surface after the
growth of 0:75ML Co metal at 100K and after annealing at 550K, as well as Co 2p3=2 (b) and Ni 2p3=2 XPS spectra (d)
of pristine 1ML CoO(100) on NiO(100) after the deposition of 0:75ML Co metal on the CoO(100) surface at 100K and
after increasing the temperature of this surface to 550K (Reprinted from [22.80], with permission from Elsevier)

a) b) c)

Fig. 22.32 (a) RHEED image of a 1 nm thick Co film deposited on pristine MgO. (b,c) RHEED images acquired after
the deposition of 1 nm of Co on 0.2 and 0:4 nm thick Fe2O3 buffer layers, respectively (Reprinted from [22.81], with the
permission of AIP Publishing)
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FM Fe can form AF hematite (˛-Fe2O3) and wüstite
(FeO) as well as FI magnetite (Fe3O4) and maghemite
(� -Fe2O3). Heterostructures containing multivalent ele-
ments are often characterized by the presence of mixed
phases, so a detailed knowledge of the interface com-
position is required to obtain the desired magnetic
properties.

22.4.1 Influence of Interface Chemistry
on Exchange Coupling

The influence of the chemical state at the interface
on the magnetic properties of CoO=Fe(001) bilayers
was recently investigated by Młynczak et al. [22.89].
Figure 22.33a presents hysteresis loops acquired in
the Fe[110] direction for CoO=Fe samples containing
different amounts of Fe oxide at the interface. The refer-
ence sample was obtained by growing CoO on Fe(001),
the overoxidized sample by exposing the Fe(001) sur-
face to 30L of O2 before CoO deposition, and the
underoxidized sample by covering the Fe(001) surface
with a thin Co buffer layer prior to reactive deposi-
tion. The hysteresis loopsmeasured at 30K for the three
samples (displayed in Fig. 22.33a) demonstrate that the
interface chemistry strongly influences the magnetiza-
tion of the sample. Figure 22.33b displays both HC and
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Fig. 22.33 (a) Magnetic hysteresis loops acquired at 30K for the reference sample of CoO on Fe(001) (empty circles),
an underoxidized sample (Ox�; red triangles), and an overoxidized sample (OxC; green squares) with the magnetic
field applied in the Fe[110] direction after field cooling (FC) at �20 kOe. The inset shows the loops measured at 320K.
(b) Temperature dependence of the coercive field (HC) and that of the exchange bias field (HEB). The solid lines are
guides for the eye (Reprinted from [22.89], with permission from Elsevier)

the exchange bias field (HE) as functions of the tem-
perature. These curves show that increasing the amount
of iron oxide at the interface raises the temperature at
which HC starts to increase. Since the increase in HC

can be related to the establishment of AF order in the
pinning layer, these data suggest that the presence of
Fe3O4 increases the Néel temperature of CoO.

As discussed in Sect. 22.3.2, the oxidation of
Fe in CoO=Fe(001) bilayers can be completely sup-
pressed by inserting a sufficiently thick Co buffer
layer into the interface. The magnetic properties of
the CoO=Co=Fe(001) system have recently been in-
vestigated using MOKE [22.90]. The bare Fe(001)
surface possesses two axes along which magnetiza-
tion is easiest (known as easy axes): the [100] and
[010] crystallographic directions. Due to the fourfold
symmetry of the Fe(001) surface, the hysteresis loops
measured in the [100] and [010] directions are identi-
cal (not shown). Figure 22.34 displays hysteresis loops
acquired for a 25ML CoO=5ML Co=Fe(001) system.
Due to the considerable thickness of the Fe substrate
(more than 300ML), EB is not observed in this system.
However, the Co oxide layer strongly influences the
magnetic properties of the Fe(001) substrate. The hys-
teresis curve acquired in the [100] direction is a square
loop, i.e., the magnetization inverts in a single jump.
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On the other hand, magnetization inversion in the [010]
direction involves two jumps with two different HC

values, which are more visible in the magnetic vec-
tor component perpendicular to the applied field (M?).
Such measurements suggest that during the hystere-
sis loop along the [010] axis, magnetic domains form
with M parallel to the Fe [100] axis. The different
magnetic inversions along the two nominally equiva-
lent directions of Fe(001) can be explained by assuming

Fig. 22.34a–c MOKE hysteresis loops of the in-plane
magnetization of a 25ML CoO=5ML Co=Fe(001) sample.
The components parallel (Mk) and perpendicular (M?) to
the applied field H are shown for different azimuthal an-
gles. Open and full symbols correspond to decreasing and
increasing loop branches, respectively. The experimental
geometry is sketched in (a), where the continuous lines
represent the easy axes and the dashed lines show the axes
along which magnetization is most difficult. (b,c) Hystere-
sis loops acquired in the [100] and [010] crystallographic
directions, respectively (Reprinted from [22.90], with the
permission of AIP Publishing) J

that the CoO overlayer induces in-plane uniaxial mag-
netic anisotropy in the system, making magnetization
along the [100] axis easier than that along the [010]
axis [22.91, 92].

Chemical reactions at the metal–oxide interface can
also induce EB in systems where the FM layer is cou-
pled with a NM oxide. Using MOKE and magnetic sec-
ond harmonic generation (MSHG), Fan et al. showed
that the formation of a thin layer of AF FeO at the
MgO=Fe(001) interface can pin the magnetization of
the Fe atoms located at the interface with MgO [22.93].
Figure 22.35 shows hysteresis loops of Fe in the bulk
(Fig. 22.35b–d) and at the interface (Fig. 22.35e–g) for
different interfacial oxygen contents. While the bulk
curves are all centered on HD 0, the magnetization at
the interface exhibits EB at sufficiently high interfacial
oxygen concentrations.

22.4.2 Spin Transport

Magnetic tunnel junctions (MTJs) are devices consist-
ing of two FM metals separated by a thin insulator. If
the thickness of the insulator is small enough, electrons
can tunnel across the junction when a voltage is applied.
The electrical resistance (R) of the junction depends on
the relative orientation of the magnetizations of the two
electrodes, so different logic states can be obtained by
writing the magnetic state of the MTJ. The parame-
ter that quantifies the resistance asymmetry when the
magnetizations of the electrodes are antiparallel (AP)
or parallel (P) is the tunnel magnetoresistance (TMR),
defined as .RAP–RP/=RP. Large TMR values can be ob-
tained using fully epitaxial Fe=MgO=Fe layers [22.95,
96]. These large values have been ascribed to 
1 ma-
jority spin electronic states of Fe(001), which decay
slowly inside the MgO barrier [22.97]. For the P con-
figuration, electrons tunnel efficiently across the barrier
because the 
1 states that penetrate inside the MgO
barrier match those present in the other Fe layer. On
the other hand, for the AP configuration, the 
1 states
are only present in one Fe electrode, so the electrons
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Fig. 22.35a–g Hysteresis loops acquired for MgO=Fe(001) in the bulk and at the interface with MOKE and magnetic second
harmonic generation, respectively. (a) Experimental setup: the magnetic field H is applied in the plane along the easy axis [010]
of Fe(001). The top and bottom panels show magnetization in the bulk and at the interface, respectively, for samples with high,
normal, and low interfacial oxygen contents (From [22.93])

are reflected at the MgO=Fe interface. This scenario
suggests that spin transport across a MTJ is strongly
dependent on the interfaces between the FM metals and
the oxide, so the chemical composition of the latter is
expected to play a fundamental role. In the following,
we discuss two examples in which chemical modifica-
tions influence MTJ performance: (i) the presence of

O
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O

O

Mg

Mg

Mg

Mg

Fe

Fe
Fe

Fe

a) b)

Fig. 22.36a,b The partial density of states at the Fermi en-
ergy due to the 
1 state in the majority spin channel near
the interface region. (a) Without the FeO layer. (b) With
the FeO layer (Reprinted with permission from [22.94].
© 2003 by the American Physical Society)

an Fe oxide layer at the bottom MgO=Fe interface and
(ii) the presence of oxygen vacancies in the MgO bar-
rier.

In the former case, Zhang et al. studied the in-
fluence of an FeO layer on the electronic properties
of the MgO=Fe interface via first-principles calcula-
tions [22.94]. Figure 22.36 compares the spatial dis-
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Fig. 22.37 Majority-spin transmission probability T as
function of the energy E per cell in Fe=5ML of
MgO=Fe(001) for ideal MgO and for MgO with oxygen
vacancies. The arrow indicates the bottom of the majority

1 band (Reprinted from [22.98], with the permission of
AIP Publishing)
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tribution of the 
1 state for a MgO=Fe interface
(Fig. 22.36a) to that for a MgO=FeO=Fe interface
(Fig. 22.36b) and shows that the presence of the FeO
layer strongly hinders the penetration of the electron
wavefunction into the MgO barrier. The weaker cou-
pling of the 
1 state to the MgO layer reduces the
tunneling current of the majority spin channel and con-
sequently the TMR. The postulated increase in Rp due
to the oxidation of the Fe(001) bottom electrode was
experimentally confirmed by Bonell et al. [22.99] and
Zermatten et al. [22.100].

Modifying the MgO barrier can also influence the
performance of the MTJ. Velev et al. studied the in-

fluence of O vacancies (F centers) on spin-dependent
tunneling in Fe=MgO=Fe(001) magnetic tunnel junc-
tions [22.98]. Figure 22.37 presents the transmission
probability T as a function of the energy for perfect
MgO (continuous line) and MgO with oxygen vacan-
cies (dashed line). The transmission of the MTJ with
vacancies drops markedly around EF compared to that
of a perfect MTJ. This reduction in majority-spin trans-
mission can be explained by noting that tunneling
electrons are scattered by the oxygen vacancies from
slowly decaying states with K D 0 to electronic states
with larger parallel K that are characterized by faster
decay inside the MgO barrier.

22.5 Conclusions and Perspectives

In this chapter, we have focused on the magnetic prop-
erties of ultrathin oxide films grown epitaxially on
metallic substrates. This topic was discussed from a sur-
face science perspective, i.e., by considering model
systems in UHV conditions. In the first part of the
chapter, we analyzed the subtle interplay between the
magnetic order of the oxide and its structural and
electronic properties. The complexity of this problem
requires a multifarious experimental approach involv-
ing both spin-resolved spectroscopic and microscopic
techniques, as described in the second section of the
chapter. The magnetic properties of metal–oxide mul-
tilayers are strongly related to the physicochemical
coupling between the epitaxial film and the substrate.
In this context, the third section of the chapter described
how the structure and the chemical composition of the
oxide–metal interface can be tailored by inserting an
appropriate buffer layer. Finally, through the use of se-
lected examples, we showed in the fourth section of the
chapter how even a minor modification to the chemical

composition of the interface can strongly influence the
magnetic coupling between the ferromagnetic substrate
and the oxide overlayer as well as the spin transport
properties of a magnetic tunnel junction.

Turning our attention to future perspectives in this
area of research, we can identify several lines of de-
velopment. First, most of the literature in this area is
focused on binary transition metal oxides; there have
been relatively few studies of more complex systems
such as ternary oxides. Multicomponent oxides with
multiferroic order (such as rare earth manganites) are
particularly interesting due to their application in mag-
netoelectronic devices. Another still largely unexplored
field is heterostructures composed of an ultrathin ox-
ide and two-dimensional materials (graphene, MoS2,
h-BN, etc.). It is expected that new layered van der
Waals crystals of this nature will be synthesized through
the epitaxial growth of monolayer oxides, expanding
the library of two-dimensional materials that are avail-
able.
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Part F is devoted to lattice dynamics. Atoms in solids
vibrate around their equilibrium positions in a potential
determined by interactions with their neighbors and by
their electronic configuration, including the pronounced
effect of their conduction electrons, if present. In the
harmonic approximation, all terms in the Taylor expan-
sion of the interaction potential beyond the quadratic
are neglected, which is reasonable for small oscilla-
tions around the equilibrium positions. The solutions
of the equation of motion are then noninteracting nor-
mal modes and their quanta are called phonons. When
the solid is truncated, the translational invariance nor-
mal to the surface is lost and the phonon spectrum
changes. The wavevector is two-dimensional at the sur-
face, and the spectrum consists of the projection of the
bulk states and of additional modes characterized by an
amplitude that decreases away from the surface (sur-
face phonons and resonances). Such modes arise due to
the lack of inversion symmetry at the surface and play
an essential role in determining phenomena such as en-
ergy dissipation in gas–surface interactions and surface
diffusion. The surface phonon spectrum has been deter-
mined by two main methods: thermal energy He atom
scattering and angle-resolved high-resolution electron
energy loss spectroscopy (HREELS) performed with
low-energy electrons. In addition, phonons at vanish-
ing momenta can be excited by infrared light. Recent
advances in HREELS allow the acquisition of the full
phonon spectrum after just a few hours of work instead
of weeks, opening the door to the study of more reactive
systems.

Phonons are eigenstates of the harmonic Hamil-
tonian and thus have infinite lifetimes. However, the
interaction potential is not exactly harmonic, causing
phonon lines to have a finite energy width. Phonons
are often computed within the Born–Oppenheimer ap-
proximation, which may break down under specific
conditions. Such is the case for Kohn anomalies, which
may be particularly strong at surfaces due to the re-

duced dimensionality, or for superconductivity, which
can have a higher critical temperature at the surface.

Chapter 23 provides a detailed introduction to sur-
face phonon spectra and the theoretical methods used to
calculate them, including force constant models and ab
initio methods. The results from theoretical predictions
are compared to experimental results for several differ-
ent kinds of solid surfaces. The final part of this chapter
addresses problems that are still unresolved despite the
advances made in this field over the past decades.

Chapter 24 is devoted to the theoretical description
of the electron–phonon interaction, which determines
many physical phenomena such as superconductivity,
Kohn anomalies, photoemission, and the dynamics of
excited electrons and holes. Current computational and
experimental techniques are covered. A summary of the
results obtained for elemental and adsorbate-covered
metal surfaces, thin films, and metallic states on the sur-
faces of topological insulators is also provided.

Chapter 25 explores experimental results on surface
vibrations obtained by STM-IETS (scanning tunnel-
ing microscopy–inelastic tunneling spectroscopy). This
technique combines the atomic-scale spatial resolution
of STM with the chemical sensitivity of vibrational
spectroscopy. The chapter addresses the selection rules
of STM-IETS, which are quite different from those per-
tinent to HREELS and infrared reflection spectroscopy.
Vibrations at alkenethiol self-assembled monolayers
are presented as an example.

Chapter 26 takes an unconventional approach to
the topics of this session, showing how a detailed
description of the chemical composition of a surface
can be obtained through the combined use of multiple
experimental techniques: infrared (IR) spectroscopy,
low-energy ion scattering (LEIS), and x-ray pho-
toemission spectroscopy (XPS). This information is
required to understand several surface chemical and
physical processes, such as thin-film growth, surface
functionalization, catalysis, and near-surface diffusion.
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23. Surface Phonons: Theoretical
Methods and Results

Giorgio Benedek , Marco Bernasconi , Davide Campi, J. Peter Toennies, Matthieu J. Verstraete

The theoretical methods currently in use for the
calculation of surface phonon dispersion curves
and how they have evolved from the phenomeno-
logical force-constant models to the present day
first principles theories are discussed. A selection
of paradigmatic examples for the different classes
of crystal surfaces is presented with comparisons to
the experimental data obtained from helium atom
scattering or electron energy-loss spectroscopy.
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In Sect. 23.1, this chapter presents a general intro-
duction to the concepts and methods in the theory of
surface lattice dynamics. This is followed by a survey
of theoretical developments, from the early theories, ex-
tending the original Born–von Kármán approach to the
dynamics of crystal surfaces, to recent first-principles
treatments based on the density functional theory. Since
all theoretical methods, whether phenomenological or
ab-initio, have their own domain of applicability, they
will be illustrated in Sect. 23.2 according to the role that
the electronic structure plays in lattice dynamics with
a few paradigmatic examples of surface phonon cal-
culations at the different levels of approximation. The
final part on the density functional perturbation theory
(DFPT) will only present examples that are particularly
challenging today, requiring functionals including spin–
orbit coupling and van der Waals contributions. These
examples concern the surfaces of heavy 6sp elements
and some topological insulator compounds. Some open
problems concerning DFPT and expected future de-
velopments are briefly mentioned in the concluding
Sect. 23.3.

Surfaces play a fundamental role in all branches
of nanotechnology. In particular, a detailed knowledge
of surface dynamics is essential for the structural and
functional characterization of nanostructures. The study
of quantized surface vibrations—surface phonons—

enables us to learn about the forces at a solid surface,
or between the surface and adsorbed molecules. This
understanding makes it possible to elucidate and ex-
ploit a wide variety of transport and optical properties
and functions involving phonons, either directly or via
electron–phonon interaction.

Learning about the nature of things by studying
their motion is an old concept: “Igitur impossibile est de
aliqua re cognoscere, quòd fit natura, non cognoscendo
motum” (It is therefore impossible to learn what na-
ture makes about anything without knowing its mo-
tion) [23.1]. Most of what we know about the inner
constitution of our planet comes from seismology, and
it was in the realm of seismology that the study of solid
surface dynamics started in the last two decades of the
nineteenth century with the fundamental work of Lord
Rayleigh [23.2, 3]. This work demonstrated for a semi-
infinite elastic, homogeneous, and isotropic solid, the
existence of acoustic waves propagating along the sur-
face with a frequency proportional to the wavevector
and decaying exponentially inside the solid. The de-
cay length was shown to be proportional to the surface
wavelength, as expected from a simple scale law: a ho-
mogeneous semi-infinite continuum looks the same at
any length scale. Thus, surface waves, which originally
explained the slow but most destructive long-wave com-
ponent of earthquakes (Rayleigh waves (RWs)), exist at
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any scale, from the surface of planets to that of large nu-
clei, and, therefore, at the surface of crystal lattices. The
intrinsic inhomogeneity of the solid at the atomic scale
causes a deviation from the frequency-wavevector pro-
portionality when wavelengths become comparable to
the interatomic distances: the RW phase velocity is no
longer constant but exhibits a dispersion. The detailed
study of the dispersion relation !.Q/ of the frequency!
versus the wavevector Q is a rich source of information
about the structure, the forces, and the interactions oc-
curring at the surface of any solid material, much in the
same way seismic RWs provide information about the
constitution and inhomogeneities of the Earth’s crust.
Surface waves like RWs, which obey the fundamental
scaling law illustrated above, are said to be macro-
scopic, otherwise they are called microscopic.

Rayleigh waves, however, do not come alone.
Elastic-wave displacements are vectors with three pos-
sible components, so that two other acoustic surface
waves may exist, possibly only at finite wavevec-
tors, with polarization vectors orthogonal to those of
Rayleigh waves. On the atomic scale, the solid is a pe-
riodic lattice with a unit cell that contains one or more
atoms. In the latter case, the unit cell, besides its three
degrees of freedom associated with the translations of
its center of mass, has internal degrees of freedom. The
vibrational modes of the lattice associated with these
degrees of freedom have frequencies that do not vanish
for Q! 0 and are known as optical vibrations, since
they determine the infrared optical properties in ionic
crystals. The creation of a free surface in a polyatomic
crystal and the consequent break of translational sym-
metry in the direction normal to surface bring forth
surface vibrations of optical nature. In general, they
have as many dispersion curves as the crystal unit
cell has internal degrees of freedom. Unlike Rayleigh
waves, the frequencies of optical surface modes do
not vanish at QD 0, and their penetration lengths re-
main very short, in general on the scale of the lattice
distances. Thus, optical surface modes carry specific
information on the surface geometry and local interac-
tions, which makes their study of primary interest in
the physics of nanostructures. The spectrum of surface
vibrations is further enriched by the presence at the sur-
face of adsorbed chemical species or by the deposition
of ultrathin films, and much can be learnt about their
properties from surface phonon spectroscopy.

For a more detailed discussion of the concepts
and methods summarized in the following Sects. 23.1
and 23.2, the reader is referred to [23.4, Chaps. 3–
5], which has recently appeared. Chapter 11 of this
Springer Handbook also contains a comprehensive dis-
cussion and analysis of the important measurements
of the surface phonon dispersion curves of insulators,
semiconductors, and metals. Extended lists of mea-

sured surface phonon dispersion curves that have been
analyzed with the different methods presented in this
chapter can be found in the Landolt–Börnstein chap-
ter [23.5] and in the appendices of the very recent
monograph [23.4].

Although several early theoretical studies on surface
phonons anticipated the advent of their spectroscopy,
the great progress in the theoretical modeling and ab-
initio methods for the surface dynamics of real surfaces
would not have been possiblewithout the parallel devel-
opment of powerful experimental techniques, notably
high-resolution electron energy loss (HREELS) spec-
troscopy, with the first evidence of a microscopic sur-
face mode obtained by Harald Ibach in 1971 [23.6],
and helium atom scattering (HAS), also in 1971, with
the first observation of RWs from angular distribu-
tions by Brian Williams [23.7, 8]. HAS surface phonon
spectroscopy moved from the detection of phonon
signatures in angular distributions, with an essential
contribution from the Genoa group [23.9–14], to time-
of-flight (TOF) spectroscopy, by which the RW speed
in LiF(001) was measured [23.15]. The real break-
through was, however, the realization of nozzle-beam
sources with a high speed ratio [23.16], which enabled
high-resolution TOF spectroscopy and the measure-
ment of surface phonon dispersion curves in ionic crys-
tals [23.17–19] and metals [23.20, 21]. Good results for
Cu(001) were also obtained as early as 1981 by measur-
ing the energy loss with a LiF analyzer crystal [23.22],
a method which was not adopted further. In the same
year, intriguing results were reported for Ni(111) with
Ne atom scattering [23.23], which are worth mention-
ing, not only for being the first observation of RWs
in a metal surface with atom scattering but also for
the possible assignment of an unexplained branch to
acoustic surface plasmons [23.4]. A rich collection of
review articles and books from the early 1990s on kept
the pace of the progress in surface phonon HAS spec-
troscopy and related theory [23.24–51], including the
realization of 3He spin-echo spectroscopy, anticipated
by DeKieviet et al. [23.52] and fully realized by the
Cavendish group with an unprecedented resolution in
the neV range [23.53, 54]. A full account of HAS spec-
troscopy from the origin to present can be found in the
recent monograph and book mentioned above [23.4, 5].

In parallel with these developments, HREELS in
the impact regime also acquired the necessary res-
olution for an accurate determination of the surface
phonon dispersion curves, mostly on conducting ma-
terials [23.55–57]. Transition metal and noble metal
surfaces have served as a benchmark for HREELS stud-
ies [23.58–70] and for early first-principles calculations
of surface dynamics [23.66–68]. The important role of
these surfaces in catalytical processes stimulated fur-
ther extensive investigations on the vibrational spectra
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of adsorbed phases and overlayers [23.65]. HAS and
HREELS basically provide the same information of sur-
face phonon dispersion curves, generally in excellent
agreement. It was soon realized that on semiconduc-
tor and metals they rely on rather different mechanisms
with respect to the energy and momentum transfer to
surface phonons. While electrons in the impact regime
are directly scattered by the ion cores, He atoms at

thermal energy are scattered by the electron density
at the surface and can only transfer energy and mo-
mentum to ion cores through electron–phonon coupling
(Sect. 23.2). In other words, HAS and HREELS pro-
vide valuable complementary information on surface
dynamics [23.32, 46]. This understanding was fostered
by the continued feedback between experiment and the-
ory.

23.1 Concepts and Methods of Surface Lattice Dynamics

In order to describe the vibrational dynamics of a crys-
talline solid [23.71–75], its potential energy U is
Taylor-expanded in the time-dependent displacements
u.l(; t/� u.l(/ of the atoms with respect to their
equilibrium positions rl( , defined by the conditions
@U=@rl( D 0

U D U0C 1

2

X

ll0((0

@2U

@rl(@rl0(0
u.l(/u.l0( 0/

C 1

6

X

ll0l00((0(00

@3U

@rl(@rl0(0@rl00(00
u.l(/u.l0( 0/u.l00( 00/

C : : : (23.1)

where U0 is the static potential energy. Here, rl( stands
for rl(�l1a1Cl2a2Cl3a3Cd.(/, where am (mD 1; 2; 3)
are the basis vectors of the lattice, the integer indices lm
run from 0 to Nm� 1, with N1N2N3 the number of unit
cells of the crystal, and d.(/ (( D 1; 2; : : : ; s) define the
relative positions of the s atoms inside each unit cell.
The derivatives,

@2U

@rl(˛@rl0(0ˇ
� R˛ˇ

�
l(; l0( 0

�
; (23.2)

where ˛ and ˇ label the vector components, which
define the harmonic atom–atom (two-body) force con-
stant matrix. The cubic and further higher-order terms
in the expansion of U determine a variety of important
anharmonic effects in lattice dynamics, such as ther-
mal expansion, thermal resistance, and phonon–phonon
interaction. They are usually neglected (harmonic ap-
proximation) in the theory of surface dynamics and are
treated perturbatively to obtain the above temperature-
dependent properties. According to Born–von Kármán
theory, the equations of motion in the harmonic approx-
imation for the atomic vibrations of a crystal lattice are
given by

�M( Ru˛.l(; t/D†l0(0ˇR˛ˇ.lk; l
0( 0/uˇ.l0( 0; t/ ; (23.3)

where M( is the mass of the (-th atom in the unit cell.

The theory of surface lattice dynamics in its classi-
cal Born–von Kármán formulation [23.76–81] consid-
ers two steps. In the first step, the bulk phonons, which
are solutions of the dynamical equation for the crys-
tal lattice with 3-D boundary conditions, are projected
onto new coordinates appropriate to 2-D boundary con-
ditions. In the second step, the effects of the surface
perturbation arising from the removal of the periodic
boundary condition in the direction normal to the sur-
face are considered. The bulk phonons which are most
affected by the surface perturbation transform into sur-
face localized phonons, e.g., the Rayleigh waves (RWs),
or in-band surface resonances, e.g., the anomalous lon-
gitudinal (AL) acoustic resonance in metal surfaces.

23.1.1 Surface-Projected Bulk Phonon
Bands

In the first step, the 3-D lattice is viewed as generated by
two-dimensional (2-D) translations in the .a1; a2/ plane
of a large unit cell containing sN3 atoms. Such a 2-D
representation of a crystal is called the slab represen-
tation of a crystal. In this representation, the solutions
of the atomic equations of motion are Bloch waves with
2-D wavevectors Q in the .a1; a2/ plane and angular fre-
quencies !Q�

u˛.l(; t// u˛.l3(;Q�/

� expŒiQ � .l1a1C l2a2/� i!Q� t� : (23.4)

Here, the sets .l1; l2/ and .l3; (/ are used to label
the slab cells in two dimensions and the atoms in-
side each slab cell, respectively, whereas the branch
index � labels the 3sN3 phonon solutions of (23.3) for
each wavevector Q. The latter are obtained by inserting
(23.4) into (23.3) as a solution of the eigenvalue equa-
tion

M(!
2
Q�u˛ .l3(;Q�/

D
X

ˇl03(0
R˛ˇ

�
l3(; l

0
3(
0;Q

�
uˇ
�
l03(
0;Q�

�
; (23.5)
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where

R˛ˇ
�
l3(; l

0
3(
0;Q

�

D
X

l1l2

R˛ˇ
�
l(; l0( 0

�
exp ŒiQ � .l1a1C l2a2/� (23.6)

are the 2-D Fourier transform of the force constants
given by (23.2). Equation (23.6) defines the set of Q-
dependent interplanar force constants. As in the 3-D
case, the set of modes of given � for all values of Q
forms the �-th phonon branch, and the function !Q� is
its dispersion relation (Fig. 23.1b). From the solution of
(23.5), the eigenfrequencies !Q� and the displacement
vectors u˛.l3(;Q�/, known as the Q-dependent planar
displacements, are obtained. The quantized physical
displacement of the (l; ()-th atom, with lD .l1l2l3/, for
the .Q; �/-th phonon mode is then given by

u˛.l(;Q�; t/D
� ¯
2N1N2M(!Q�

�1=2

e˛.l3(;Q�/

� exp 
iQ � .l1a1C l2a2/� i!Q� t
�
;

(23.7)

where the eigenvectors e˛.l3(;Q�/ form an orthog-
onal complete set in their 3sN3 space and are nor-
malized to unity. The eigenvectors determine the po-
larization of the displacement field amplitude and
are, therefore, termed polarization vectors. The fac-
tor (N1N2/

�1=2 ensures the normalization to unity of
the exponential plane waves, so that the eigenwaves
.N1N2/

�1=2 e˛.l3(;Q�/ expŒiQ � .l1a1C l2a2/� form an
orthonormal, complete set in the full crystal space (nor-
mal modes).

Since the periodic boundary condition is still main-
tained also for the third translation N3a3, the above
solutions are just those of the 3-D lattice, which have
been relabeled to correspond to a 2-D representation.
The eigenfrequencies !Q� , for each Q and for � varying
from 1 to 3sN3, now form 3s bands, each one contain-
ing N3 modes. For an infinitely thick slab (N3!1),
the individual modes can no longer be resolved, and the
bands become continuous. They are referred to as bulk
phonon bands projected onto the .a1; a2/ plane.

The correspondence between the two and three-
dimensional representations of the phonon branches
inside a solid with 3-D periodic boundary conditions
is illustrated in Fig. 23.1. The 3-D dispersion surface
in Fig. 23.1a is generated by the phonon energies as
a function of the 3-D wavevector q. The 2-D representa-
tion is then obtained by splitting q into a 2-D component
Q, which is parallel to the atomic planes of the slab,
and a normal component qz, namely qD .Q; qz/. Each
curve in the 2-D representation (Fig. 23.1b) represents

ħω(Q, qz)

ħω(Q,ν)

Surface-
projected
bulk
band

Surface wavevector Q

Q

q 3-D

a)

2-D

qz

b)

Fig. 23.1 (a) The energy surface „!.Q; qz/ generated by
the dispersion curves of an acoustic bulk phonon within
a periodic slab with N3 layers is plotted as a function
of parallel .Q/ and normal .qz/ wavevector components.
(b) This set of dispersion curves is converted into a 2-D
band „!Q� . The normal component qz is replaced by an in-
dex � labeling all the N3 modes of the band with the same
parallel wavevector Q. In this example, there are 15 disper-
sion curves corresponding to the N3 D 15 atomic layers of
the slab. If the unit cell of the original periodic crystal con-
tains s atoms, there will be 3s such bands, and index � will
label altogether 3sN3 modes for each value of the parallel
wavevector Q

the phonon energy as a function of Q for a given value
of qz. Thus, each bulk phonon branch generates just as
many curves as the number of possible values of qz,
that is, N3. The resulting set of curves is referred to as
the surface-projected bulk band.

If the unit cell contains s atoms, then it has 3s de-
grees of freedom, and the total phonon spectrum is
made up of 3s different, partially superimposed surface-
projected bands. Thus, for each value of Q in the 2-D
representation, there are altogether 3sN3 modes, which
are conveniently labeled by a single index �. The corre-
sponding frequency distribution within all the bands is
given by the total Q-selected phonon density of states
(DOS)

D0.Q; !/D 1

N3

X

�

•.!�!Q;�/ : (23.8)

Similarly, the Q-selected DOS projected onto a spe-
cific plane l3, sublattice ›, and polarization ˛ is defined
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as

D0˛ .(l3Q; !/

D 1

N3

X

�

je˛ .l3(;Q�/ j2•
�
! �!Q;�

�
; (23.9)

respectively. Clearly
P

l3(˛
D0˛.l3(Q; !/DD0.Q; !/

due to eigenvector normalization.

23.1.2 Effects of the Surface Perturbation

So far, only a macroscopic-sized crystal slab with three-
dimensional periodic boundary conditions has been
dealt with, where the layer for l3 D N3 � 1 is connected
to the first layer (l3 D 0) by the same bulk interatomic
forces that act between any other pair of adjacent layers
(Fig. 23.2a). By the requirements of periodic boundary
conditions along the a3.z/ direction, the reduction in the
coordination of the atoms at a physical surface and the
changes in the force constants at the surface were not
accounted for in the above discussion.

A surface is created at a 2-D boundary ˙ , if all the
interatomic forces connecting atoms across ˙ are bro-
ken apart. This way, the periodic boundary conditions
along the z-axis are lifted, and two free surfaces are
created at l3 D 0 and N3 � 1 (Fig. 23.2b). The original
periodic lattice has now been transformed into a fi-
nite slab with two free surfaces. Only the atoms in the
two surface regions A and B are affected by the cut of
forces across ˙ . This operation leads to a perturbation
of the force constant matrix and a consequent change
of eigenfrequencies and eigenvectors. The perturbation
matrix has nonzero elements only within a subspace �
that encompasses the regions A and B. When the two
surfaces are identical, the problem can be reduced to

Σ Σ σ σ'
A

B

z

a) b) c)

z

z∞ 

Symmetrization

1
0
N3 – 1
N3 – 2

Fig. 23.2 (a) Representation of a lattice with periodic boundary conditions in the z direction. The broken line indicates
the boundary plane ˙ located between the 0-th and the N3� 1-st lattice planes. (b) When all the interactions connecting
atoms across the boundary plane ˙ are set to zero the periodic boundary conditions in the z direction normal to the
boundary plane are lifted and the original periodic lattice is transformed into a slab with two parallel free surfaces. The
periodicity is preserved in two independent directions parallel to the surfaces. The atoms affected by the perturbation are
located in the surface regions A and B. (c) For identical surfaces, a symmetry transformation allows for the reduction of
the perturbation subspace � to one half of it (� 0), and for N3!1, the slab problem transforms into that for a semi-infinite
lattice with one single surface

that of a single surface of a semi-infinite lattice by us-
ing a new set of symmetrized coordinates and letting
N3!1 (Fig. 23.2c) [23.82–84]. The size of the new
perturbation subspace � 0 is one half of that for a finite
slab.

The 2-D Fourier transform of the perturbation ma-
trix ƒ˛ˇ.l3(; l03(

0;Q/ due to the creation of the two free
surfaces needs to be added to the unperturbed lattice
dynamical matrix R0;˛ˇ.l3(; l03(

0;Q/ to give, in matrix
notation, a new eigenvalue equation

ŒR0.Q/Cƒ.Q/u�M!2�uD 0 : (23.10)

Once the perturbation matrix is known, there are
two classical ways to solve it. One is the direct diag-
onalization of the 3sN3 � 3sN3 dynamical matrix for
a sufficiently thin slab (slab method). If the goal is to
know the surface dynamics of a macroscopic crystal,
N3 has to be much larger than the size of ƒ, although
within the limits of the available computational power.
This is not a serious limitation for phenomenological
force-constant models, but may still be a problem for
first-principles calculations.

The second way to solve (23.10) is based on the
Green’s function method. It has the advantage that the
diagonalization problem is reduced from the large space
of dynamical matrix to the much smaller space of the
perturbation, with a modest computational effort for the
calculation of complex-valued Green’s functions of the
unperturbed crystal. With the advent of fast comput-
ers, the direct diagonalization has become the method
of choice, although the present extension of surface dy-
namics studies to complex surfaces and adsorbates, and
the calculation of their vibrational response functions
may revive the interest in the Green’s function method
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and its implementation with density functional pertur-
bation theory.

The Slab Method: Polarization
and Classification of Surface Modes

In order to obtain useful information about the surface
dynamics of the semi-infinite crystal from the direct nu-
merical diagonalization of (23.10), the number of layers
N3 has to be chosen large enough so that the spectral
features of the surface layers are clearly distinguished
from those of the bulk. This is nicely illustrated in
Fig. 23.3, which shows the phonon dispersion curves
of a (111)-oriented slab of a monoatomic face-centered
cubic (fcc) lattice for an increasing number of layers
from 1 to 15. The calculation is based on the mass
and nearest-neighbor force constants of copper. A sin-
gle free-standing layer (N3 D 1) shows only the three
acoustic branches of shear vertical (SV), shear horizon-
tal (SH), and longitudinal (L) polarization. The addi-
tion of a second layer (N3 D 2) leads to three optical
phonon branches, also of SV, SH, and L polarization,
which have clear, avoided crossings with the acoustic
branches of similar polarization. With additional lay-
ers, the number of modes increases at the rate of three
new branches per layer, eventually leading to thicker
and thicker phonon bands. Most of these branches are
essentially those of bulk phonons projected onto the
surface, as illustrated in Fig. 23.1, but already at ten
layers, the effects of the surfaces become apparent with
some branches that are well separated from relatively
dense bands. The spectral localization of these isolated
phonon branches corresponds to a spatial localization
of their eigenvectors in the surface region where the
perturbation is effective. These isolated branches are,
therefore, attributed to surface localized modes.

When the penetration length of the surface wave is
much less than the slab thickness, the frequencies of the
pair of modes arising at the two surfaces of the slab are
practically degenerate. In a slab of infinite thickness the
two surfaces are independent of each other and the fre-
quencies of the microscopic surface mode frequencies
are equal, which is equivalent to replacing the thick slab
with a semi-infinite crystal with a single surface.

The polarization and degree of localization of sur-
face phonons can be assessed from the Q-selected DOS
projected on different planes and atomic coordinates,
(23.9). Since the surface itself is not a mirror-symmetry
plane the SV and L components of the displacements
are coupled and out-of-phase with respect to each other,
leading to an elliptical polarization. The plane contain-
ing the L and SV components is called the sagittal
plane. When there is a sagittal plane that is also a mirror
symmetry plane of the lattice, the polarization ellipse
lies on the sagittal plane, and the polarization is more

precisely called sagittal. Depending on the dominant
component in the sagittal plane, the modes with sagit-
tal polarization are designated as either quasi-transverse
(� SV) or quasi-longitudinal (� L). On the other hand,
in the case that the sagittal plane is not a mirror plane, as
occurs, e.g., in the �K and MK directions of fcc(111)
surfaces (Fig. 23.3), the polarization ellipse is rotated
with respect to the sagittal plane, and the sagittal and
SH components are mixed. Thus, the polarizations of
� SV and � L modes may only be quasi-sagittal, and
that of SH modes only quasi-SH.

Some slab eigenmodes may have a strong ampli-
tude enhancement at the surface, and, therefore, a large
projected DOS, even though their frequency lies within
a bulk phonon band. This happens when their eigen-
vectors are either orthogonal or quasi-orthogonal to the
eigenvectors of the bulk band. The first case is that of an
embedded surface mode, giving a •-function inside the
perturbed projected DOS; the second case that of a sur-
face phonon resonance, whose origin and nature are
better described within the Green’s function formalism
introduced in the next section. Note that the eigenvec-
tor orthogonality characterizing an embedded surface
mode may only occur along sagittal mirror symmetry
directions; away from these directions these modes be-
come resonances. For certain anisotropic surfaces along
particular directions, the RW are actually embedded in
the SH bulk band and are also known as pseudosurface
modes (PSM).

Surface phonon branches are conventionally la-
beled by Sj (jD 1;2; 3; : : :), depending on their acoustic
or optical character and polarization. In the example
of Fig. 23.3, for N3 D 15, the acoustic surface mode
S1 corresponds, in the long-wave limit (Q!0) to the
Rayleigh wave (RW), then becomes elliptically polar-
ized � SV and pure (SV) at the zone boundary. The
gap surface modes S2 and S3 are associated with the L
bulk phonon band. In principle, each surface-projected
bulk phonon band has its own surface branch. For ex-
ample, the SH and L bulk bands generate, respectively,
an SH acoustic surface branch (S7), and an � L acous-
tic surface branch, (S6), (not shown in Fig. 23.3), which
eventually end up as S2 or S3 at the zone boundaries.
The � L acoustic surface branch, which is detached
from the lower edge of the L band, is normally super-
imposed on the SV transverse band and is, therefore,
a resonance, sharing with the SV bulk modes its weak
SV component. The velocities of both acoustic surface
modes S6 and S7 for Q!0, tend to the respective bulk
velocities; thus, both surface modes have no surface
wave counterpart in the elastic semi-infinite continuum
and are, therefore, microscopic. In most metal surfaces,
the � L acoustic surface branch becomes anomalously
soft with increasing Q. For this reason, it is called the
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Fig. 23.3 The evolution to the surface phonon dispersion curves of an fcc(111) along the symmetry directions for an
increasing number of layers, calculated with one single nearest-neighbor force constant, which gives the best fit of
copper bulk phonons [23.4]. For a single layer (N3 D 1) only the three acoustic modes of shear vertical (SV), shear
horizontal (SH), and longitudinal (L) polarization occur (the inset shows the surface Brillouin zone with the symmetry
directions), while for N3 > 1 there are an increasing number of optical phonon branches. For N3 D 15 the number of
layers is sufficiently large to show a clear separation of the surface phonon branches (the Rayleigh wave branch S1 and
two gap modes S2 and S3) from the closely spaced surface-projected bulk bands

anomalous longitudinal surface phonon resonance and
is usually labeled S3.

In diatomic crystals, the three additional optical
phonon branches lead to a corresponding number of

additional surface phonon branches. In ionic crystals,
e.g., NaCl, at QD 0 there is a degenerate pair of opti-
cal surface modes of L and SH polarizations, which are
known as Lucas modes and are, respectively, labeled
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S4 and S5. In addition, there is also a detached opti-
cal surface mode of SV polarization labeled S2 (Wallis
mode), which eventually ends in the gap S2 mode at
the zone boundary. Note that also monoatomic met-
als often behave as diatomic lattices at the surface due
to surface relaxation, which confers a bilayer struc-
ture to the surface region. In this case, pairs of surface
Lucas modes and an upper Wallis mode can be rec-
ognized, although, in general, they have the character
of a resonance, except where they become localized
gap modes. Another interesting case is that of diatomic
crystals made of equal or nearly equal atom masses,
which can be viewed as an approximate monoatomic
lattice with a surface unit cell twice as large as the real
one. In this case, additional surface optical branches
originate from the folding at the zone boundaries of
the acoustic modes. Folded RWs (denoted by S8) are
known to occur, e.g., in NaF(001), KCl(001), and also
in Si(111)2�1.

In layered crystals, surface modes may have their
largest amplitude at the n-th layer (with nD 1 the sur-
face layer) and are usually labeled by SVn, SHn, and
Ln, while Greek letters are often preferred for the
quantum-well modes of thin films.

The Green’s Function Method
For values of ! corresponding to localized surface
modes that fall outside the spectrum f!�g of R0.r/, the
matrix R0.Q/�M!2 can be inverted and (23.10) can
be rewritten as

˚
I� ŒM!2 �R0.Q/��1ƒ.Q/

�
uD 0 ; ! … f!ng :

(23.11)

Nonvanishing eigenvectors of (23.11) are obtained for
each Q at the values of ! fulfilling the equation

det
˚
I� ŒM!2 �R0.Q/��1ƒ.Q/

�D 0 ; ! … f!ng :
(23.12)

The determinant of this linear equation is taken in
the small subspace of the perturbation matrix ƒ.Q/ and
not in the large space of the matrix R0.Q/. The reduc-
tion of the problem from the large space of the slab to
the small space of the perturbation is the central idea of
the Green’s function (GF) method [23.72, 82, 84–90].

The Green’s function method also provides a suit-
able framework to describe another important effect
of the surface perturbation, the emergence of reso-
nances in the spectrum of bulk mode frequencies. For
N3!1, the set of eigenfrequencies f!�g constituting
the spectrum of the unperturbed matrix R0.Q/ tends to

a continuum, and at any frequency ! of this spectrum,
there is an eigenvector u0, which solves the unperturbed
dynamical problem. The problem to be solved is, there-
fore, the calculation of the distortion of the unperturbed
waves produced by a localized perturbation, and it can
be treated within scattering theory. For a frequency !
falling inside f!�g, (23.10) can be transformed into

uD u0CG0.Q; !2/ƒ.Q/u ; !2f!�g ; (23.13)

where u0 is an eigenvector of R0.Q/ for the eigenfre-
quency ! and

G0.Q; !2/D ŒM.!2C i0C/�R0.Q/��1 ; !2f!�g
(23.14)

is the unperturbed GF matrix, defined as the analyti-
cal continuation of ŒM!2�R0.Q/��1 into the complex
plane. The shift of the frequency ! away from the real
axis by the infinitesimal quantity i0C into the upper
complex half-plane allows for the inversion in (23.14)
for !2 inside the spectrum of R0.Q/. In scattering
theory, (23.13) is known as the Lippmann–Schwinger
equation [23.91]. Its formal solution is given by

uD 
I�G0
�
Q; !2

�
ƒ.Q/

��1
u

D u0CG0
�
Q; !2

�
T
�
Q; !2

�
u0 ; (23.15)

where

T
�
Q; !2

��ƒ.Q/


I�G0

�
Q; !2

�
ƒ.Q/

��1
;

(23.16)

is the transition matrix (or simply the T-matrix) and has
nonzero elements only in the subspace of the perturba-
tion ƒ. Equation (23.15) is viewed as the solution of
a scattering problem with the eigenvector u given by
the sum of the incident wave u0 and the scattered wave
G0Tu0 produced by the perturbationƒ, which here acts
as a scattering potential. In general, the perturbed wave
u in (23.15) is not normalized in the same way as u0 and
may need to be multiplied by a normalization constant.

Owing to the factor ŒI�G0ƒ�
�1, called the resonant

denominator, the elements of the T-matrix are all pro-
portional to

1

det.I�G0ƒ/

D ei	

jReŒdet.I�G0ƒ/�C iImŒdet.I�G0ƒ/�j ;
(23.17)
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where the argument

	 D� arctan ImŒdet.I�G0ƒ/�

ReŒdet.I�G0ƒ/�
(23.18)

gives the phase shift between the incident and the
scattered wave [23.86, 87]. According to (23.16) and
(23.17) a resonance enhancement of the T-matrix and,
therefore, of the amplitude of the perturbed wave with
respect to the incident wave, occurs at frequencies !
where

RefdetŒI�G0.Q; !2/ƒ.Q/�g D 0 : (23.19)

This equation is a generalization of (23.12). It gives
the frequencies of both surface resonances, for ! in-
side f!�g, and localized modes, for ! outside f!�g. In
the latter case, the determinant of (23.19) is a real func-
tion. According to (23.18) a resonance occurs when the
phase shift 	 between the incident and the scattered
wave is equal to  =2. This corresponds exactly to the
case of a forced mechanical oscillator, with the incident
wave playing the role of external oscillating force and
the scattered wave that of the oscillator response. The
scattered part of the wave becomes very large with re-
spect to the incident wave.

In general, the size of the matrix ƒ subspace � 0
is determined by the range of the interatomic force
constants. However, it was shown [23.84] that even
in the presence of long-range Coulomb forces, as in
ionic crystals, the symmetry operation reducing � to
� 0 leads to a perturbation matrix whose elements decay
exponentially for increasing l3; l03. This justifies using
a cut-off and working with a small perturbation matrix.
Moreover, for intrinsic surface perturbations resulting
in a relaxed unreconstructed surface, the translational
and rotational invariance conditions, which must be ful-
filled by the perturbed force constant matrix, define a set
of effective surface force constants in terms of QD 0
elements of the inverse unperturbed projected Green’s
functions [23.84]. Such internal self-consistency tests
of the intrinsic surface perturbation of the alkali halide
(001) surfaces [23.82, 92] can probably be extended to
more complex intrinsic surfaces of current interest.

Surface localized modes and resonances yield im-
portant features in the perturbed density of phonon
states, as shown in the following definitions. By means
of the identities

1

!2�!2
� C i0C

D 1

!2 �!2
�

� i • �!2 �!2
�

�
;

(23.20)

•.!2�!2
� /D

1

2!
Œ• .!�!�/C • .!C!�/� ;

(23.21)

the total unperturbed Q-selected DOS can be written as

D0.Q; !/D�2!
 

TrfImŒMG0.Q; !2/�g : (23.22)

The total perturbed Q-selected DOS, D.Q; !/, is
defined in a similar way

D.Q; !/D�2!
 

TrfImŒMG.Q; !2/�g ; (23.23)

where

G
�
Q; !2

�D 
M �
!2C i0C

��R0.Q/�ƒ.Q/
��1

D 
I�G0
�
Q; !2

�
ƒ.Q/

��1
G0
�
Q; !2

�
;

(23.24)

is the perturbed GF-matrix. The change in the DOS can
be expressed, after some algebra, as

�D
�
Q; !2

��D
�
Q; !2

��D0
�
Q; !2

�

D� 1

 

@

@!
Im
˚
ln det



I�G0

�
Q; !2

�
ƒ.Q/

��

D 1

 

@	

@!
: (23.25)

The diagonal elements

D0;l3(˛.Q; !/D�
2!

 
ImŒMG0.Q; !2/�l3(˛;l3(˛ ;

(23.26)

Dl3(˛ .Q; !/D�
2!

 
Im


MG

�
Q; !2

��
l3(˛;l3(˛

(23.27)

are the unperturbed Q-selected DOS projected onto
the l3-th plane, the (-th sublattice and polarization ˛,
and the corresponding perturbed projected Q-selected
DOS, respectively.

In the limit N3!1, the densities of phonon states
become continuous functions for ! inside f!�g. More-
over, the perturbed phonon densities display •-functions
at certain frequencies !S outside f!�g, which corre-
spond to the localized surface modes. When they lie in
the continuum f!�g of bulk modes, they exhibit sharp
peaks at the resonance frequencies !R. By expanding
the resonant denominator around !R, where its real part
vanishes, a Lorentzian peak is obtained in the phonon
density change [23.82, 91, 92]

�D .Q; !/Š 1

 

�=2

.! �!R/
2C .� =2/2 ;

! � !R ;

(23.28)



Part
F
|23.2

746 Part F Lattice Dynamics

with a full width at half maximum (FWHM) given by

� D 2Imfdet 
I�G0
�
Q; !2

R

�
ƒ.Q/

�g
@
@!

Refdet ŒI�G0 .Q; !2/ƒ.Q/�gj!D!R
:

(23.29)

From (23.28) and (23.29), it follows that the perturbed
GF has a pole in the complex plane at zD !R� i�=2
corresponding to a resonance. In order to fulfill causal-
ity [23.86, 87], by which the response, i.e., the scattered
wave, follows the stimulus, i.e., the incident wave,
� has to be positive. The same also holds for lo-
calized modes, for which, however, � ! 0C and the
corresponding peaks in D.Q; !/, (23.28), become •-
functions. Note that a solution !R of (23.19), which
yields a negative� , does not contribute a real resonance
but leads to an antiresonance, i.e., a depletion region in
D.Q; !/ with respect to D0.Q; !/. Such depletion re-
gions compensate for the density of states transferred
to localized and real resonant modes.

From the computational point of view, the GF
method has the great advantage that all the diagonaliza-
tions are performed in the perturbation subspace rather
than in the whole slab space. This advantage, however,
is lost to some extent due to the comparatively difficult
task of calculating the matrix elements of the complex-
valued Green’s functions, which require integrations
over the bulk Brillouin zone with special care for fre-
quencies around van Hove singularities [23.75, 92, 93].
For this reason, the GF method is nowadays less pop-
ular than the direct diagonalization of the whole slab

dynamical matrix discussed above, the latter method
now being more expedient due to the availability of fast
computers.

On the other hand, the GF method provides a con-
venient framework for the calculation of the var-
ious vibrational response functions of the surface,
for example, the inelastic atom-scattering cross sec-
tion [23.4, Chap. 7]. Such response functions can,
in general, be expressed in terms of the time-
dependent displacement-displacement correlation func-
tion h_u˛.l(; t/_uˇ.l0( 0; 0/iT , where

_
u˛ .l(; t/

D
X

Q�

u˛ .l3(;Q�/ eiQ�rl
�
bCQ�e

i!Q� tC b�Q�e
�i!Q� t

	

(23.30)

is the displacement field operator, bCQ� and bQ� are
phonon creation and annihilation operators, respec-
tively, and h: : :iT means the thermal average at temper-
ature T . With some little algebra, it is found that

1Z

�1
dtei!t

D
_
u˛.l(; t/

_
uˇ.l

0( 0; 0/
E

T

D� 2„
1� e�„!=.kBT/ ImŒG˛ˇ.l(; l

0( 0; !2/� ; (23.31)

where G˛ˇ.l(; l0( 0; !2/ are the GF-matrix elements in
the direct lattice space and the 2-D Fourier transforms
of the elements of G.Q; !2/ [23.72, 75].

23.2 The Role of Electrons in Surface Dynamics

As anticipated in the introduction to this chapter, the
experimental and theoretical study of surface phonons
aims at understanding the basic atomic scale interac-
tions operating at the surface of different classes of
solid materials. The methods illustrated in Sect. 23.1
rely on the force constant matrix introduced by (23.2).
After recognizing the essential role of valence electrons
in determining bulk force constants in the 1960s, the-
oretical surface dynamics gradually moved away from
force-constant models, which in various ways indirectly
included the electronic degrees of freedom, to first-
principles methods based on density functional theory.
At the same time, powerful new experimental methods
were developed, like high-resolution electron energy
loss (HREELS), helium atom scattering (HAS), and,
more recently, inelastic x-ray (IXS) spectroscopies.
In particular, besides providing high-resolution data

on surface phonon dispersion curves, HAS qualifies
as a unique tool to detect deep subsurface modes
in conducting materials through the so-called quan-
tum sonar effect [23.94, 95]. This enables the direct
measurement of the mode-selected electron–phonon
coupling strength (mode-� spectroscopy) in these sys-
tems [23.94, 96, 97]. A thorough report on HAS theory
and data for the surface phonon dispersion curves of
more than 200 surfaces of single crystals, ultrathin
films, and adsorbed layers can be found in the Landolt–
Börnstein collection and the chapter and monograph
mentioned above [23.4, 5].

23.2.1 From Rigid Ions to Shell Models

The early lattice force-constant models considered
atoms as hard massive spheres (rigid ion (RI) model)
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disregarding the actual shape of the valence electron
distribution and its deformation during the atomic mo-
tion. Historically, the rigid ion model was first used
for the bulk [23.101] and surface dynamics of ionic
crystals [23.102]. Due to its simplicity, it is still in
use as a first-order approach to the surface dynamics
especially in complex systems [23.103]. Moreover, it
provides a fair approximation for the surface dynamics
of close-shell monoatomic crystals like rare-gas solids.

The surface dispersion curves for Xe(111) mea-
sured with HAS (Fig. 23.4; [23.100]) are very well
reproduced by the RI model with a single nearest-
neighbor central force constant but with a 15% soften-
ing of the force constant at the surface layer [23.98].
This model, originally introduced by Hall et al. for
Cu(111) [23.99], permits us to assign the observed
modes above the RW (S1) to the longitudinal acoustic
(S3) and to the optical surface resonances S2 and S4.
The fact that these resonances are observed by HAS de-
spite their prevalent localization in the second atomic
layer is attributed to an unexpected electron–phonon in-
teraction due to the comparatively large polarizability
of surface Xe atoms, which also provides a mechanism
for the 15% surface force constant softening at the sur-
face. This effect of the electron–phonon interaction is
confirmed by the first-principles DFPT calculation re-
produced in Fig. 23.4b [23.98]. Despite the fact that the
calculated S2 resonance is about 15% above the HAS
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Fig. 23.4 (a) An RI model calculation for the Xe(111) surface [23.98], similar to the RI calculation of Hall et al. for
Cu(111) [23.99], with one single bulk nearest-neighbor central force constant. By reducing the force constant in the first
layer by 15% it was possible to reproduce the frequencies of the RW (or S1) modes, and the S3 and S2 resonances ob-
served with HAS (black dots) [23.98, 100]. The color code indicates the surface-projected phonon density. The prevalent
second-layer displacements of the S2 resonance and of S3 at theM-point are attributed to an important electron–phonon
(e–ph) interaction resulting from the large Xe atom polarizability. This also explains the 15% surface force constant
softening. (b) This effect of the e–ph interaction is confirmed by a first-principles DFPT calculation [23.98], which is in
general agreement with the HAS data, except that the S3 and S2 resonances are too high in frequency by about 12 and
20%, respectively

experimental data, the DFPT calculation predicts the S1
mode at the same frequency as the RI calculation with
a 15% softening.

The electronic susceptibility plays a crucial role
in determining the phonon dispersion relations in all
three classes of solids, insulators, semiconductors, and
metals. Since in lattice dynamics atoms are treated as
discrete entities, the indirect forces between ion cores
that are mediated by the interposed electrons can be ap-
proximately modeled by additional degrees of freedom
associated either with the deformation (polarization) of
the electronic shells in closed-shell insulators, or the
motion of the bond charges in covalent of partially
covalent semiconductors, or the charge density oscilla-
tions in free-electron conductors. There is a wide class
of models where many-body effects are accounted for
by a set of electronic coordinates harmonically coupled
to the ion core coordinates in the adiabatic approx-
imation [23.104–107]. In particular, the shell model
(SM), formulated independently by Dick and Over-
hauser [23.108] and Cochran [23.109, 110] for the
analysis of the phonon dispersion curves in insulators,
gives excellent results also for the surface dynamics of
ionic crystals within the slab method [23.111–117].

In the SM, the valence electron shells can be
rigidly displaced with respect to ion cores, which cor-
responds to dipolar polarization. More sophisticated
versions of the SM, including shell deformabilities of
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Fig. 23.5a,b Surface phonon dispersion curves of LiF(001) along the symmetry directions calculated with (a) the shell
model (SM) and the slab method (all polarizations) [23.117] and (b) with the breathing-shell model (BSM) and the
Green’s function (GF) method (only sagittal polarization ?) [23.83, 118]. The better resolution of the GF method in (b)
permits us to resolve additional surface modes, like the optical branches S2 and S4 and the sagittal acoustic branch S6;
S1 is the Rayleigh wave, and S4 the longitudinal Lucas mode [23.119]. The S5 and S7 branches in the SM calculation,
shown in (a), are the SH Lucas mode and the SH Alldredge mode, respectively [23.112]. The slab calculation also
shows the signature of the macroscopic Fuchs and Kliever (FK surface phonon polariton) (white arrow) [23.120, 121].
The GF method predicts the existence of the FK mode, provided the surface depolarization field is added to the surface
polarization [23.82]. HAS data points are from (�) [23.17–19] and (
) [23.122]. Some data points follow the band
edges, where there are maxima of the surface-projected DOS

monopolar (breathing shell model, BSM [23.123, 124])
and/or quadrupolar types (quadrupolar shell model,
QSM [23.125, 126]), have been used for a more precise
description of the dynamical polarization phenomena
in different classes of ionic compounds. In combina-
tion with the GF method, the BSM proved to give
excellent results in the calculation of alkali halide sur-
face phonons [23.82–84, 92], as seen in Fig. 23.5a for
LiF(001) in comparison with a slab SM calculation
(Fig. 23.5a) and the HAS data. In particular, the BSM,
unlike SM, predicts the correct S2 optical branch and
the M-point softening of the RW (S1), in agreement
with HAS data. Zone-boundary RW softening has been
explained as being due to the surface increase of the
F� ion polarizability. As shown in the previous sec-
tion, the GF method directly provides the vibrational
response functions for a semi-infinite crystal, thus being
particularly suited to the calculation of inelastic HAS
spectra [23.118, 127, 128].

In transition metal compounds, characterized by
open shells, more degrees of freedom are needed
to represent the response of the valence electrons.
This led to the formulation of the double-shell model
(DSM), where more than one shell per atom is in-

cluded [23.129], and the cluster model (CM), where
hybridized shells of the transition metal atomwith those
of the surrounding ligand ions are considered [23.130].
The CM, combined with the GF method, proved effi-
cient for the study of surface phonon superconducting
anomalies in TiN(001) [23.131, 132], accounting for the
surface DOS excess measured by neutron inelastic scat-
tering (NIS) in nanometric powders [23.133, 134].

As seen in Fig. 23.6a, the calculated surface phonon
dispersion curves present important Kohn anomalies in
the quasi-L (S6) mode at about 2=3 of the Brillouin zone
(BZ) in the �M, the same position as for the longitu-
dinal acoustic (LA) bulk mode, and in the RW (S1),
shifted to 1=2 of the BZ. Such features are called super-
conducting anomalies, since they are attributed to the
electron–phonon interaction responsible for the super-
conductivity in this class of materials. The comparison
between the calculated surface-excess phonon DOS
(Fig. 23.6b) with that observed with NIS (above) shows
a softening of the surface gap S2 and of the RW modes
indicated by vertical arrows in Fig. 23.6a and horizon-
tal arrows in Fig. 23.6b. In order to obtain a quantitative
agreement, an enhancement of the electron–phonon in-
teraction in the surface layer is required. As discussed



Surface Phonons: Theoretical Methods and Results 23.2 The Role of Electrons in Surface Dynamics 749
Part

F
|23.2

Phonon energy (meV)Qa/�

Г M
80

2

0

–2

2

0

–2

S4

S2

S2

S5

S6

S1

S1

SV + L
SH

60

40

20

0
(0,0) (1/2,0) (1,0) 0 20 40 60 80

b) ∆ρ(ω) (arb. u.)a) Phonon energy (meV)

Fig. 23.6 (a) A cluster shell model (CM) Green’s func-
tion calculation of the surface phonon dispersion curves
of TiN(001) [23.131]. (b) The DOS from neutron inelastic
scattering (NIS) from nanometric powders [23.134] (top)
is compared with the corresponding surface-excess phonon
density from the CM-GF calculation (bottom). The vertical
arrows in (a), which correspond to the horizontal arrows
in (b), show the softening of the surface phonon. An in-
crease of the electron–phonon interaction at the surface
yields good agreement between theory and experiment

in [23.131], this would imply a slight increase of the su-
perconducting Tc for nanocrystals smaller in size than
the coherence length.

In covalent or partially covalent crystals, the many-
body effects due to the bonding electrons, e.g., the
three-body angle-bending force constants, have been
well described by the valence force field (VFF) the-
ory [23.135, 136] and the Keatingmodel (KM) [23.137,
138], with useful results in the dynamical theory
of covalent semiconductors [23.139]. These meth-
ods provided the basis for the bond charge model
(BCM) [23.140–146], which includes new adiabatic
degrees of freedom associated with the valence elec-
trons of the covalent bonds. Following Fleszar and
Resta’s demonstration that BCM stands on a solid
first-principles quantum mechanical basis [23.147], the
BCM extension to treat �-bonding electrons [23.148]
provided a reliable and efficient tool for surface dynam-
ics of covalent semiconductors [23.148], III–V com-
pounds [23.149], and graphite [23.150, 151]. Two basic
examples of BCM calculations for the native Si(111)
2�1 and C(0001) surfaces are shown in Figs. 23.7
and 23.8. The 2�1 reconstructed Si(111) surface is
characterized by the presence of �-bonded chains
(atoms 1, 2 in the left upper inset of Fig. 23.7), which
host a flat surface phonon branch at about 10meV. The

large number of surface phonon branches, substantially
confirmed by subsequent DFPT calculations [23.152],
is due to the extended surface perturbation associated
with the sequence of five and sevenfold atomic rings
(Fig. 23.7, left inset). The surface displacements of
the surface phonons at � are shown in the left in-
set in Fig. 23.7. Of special interest are the two modes
above the bulk phonon maximum with in-plane polar-
ization normal to the chains and the Iz.00CC/ mode
at 55meV, which is localized on the fivefold ring. It
is the first microscopic surface phonon observed with
HREELS by Ibach in 1971 [23.6].

The success of BCM in dealing with semicon-
ductor surfaces with �-bonded chains naturally led to
graphite, where BCM, although less popular, proved
to be superior to the Born–von Kármán treatments
with many parameters [23.165–169]. A six-parameter
BCM calculation for C(0001) [23.150, 151], shown in
Fig. 23.8a, compares quite well with the HREELS
data [23.155–158] and to a minor extent with DFT-
LDA and DFT-GGA calculations [23.154], shown in
Fig. 23.8b. Some of the critical points of discrepancy
are indicated in Fig. 23.8 by arrows. For example, the
TA-ZO and LA-LO quasi-degeneracies at the M point
predicted by a DFT-GGA calculation are not found in
the HREELS data. On the other hand, DFT-GGA cal-
culations reproduce quite well more recent inelastic
x-ray spectroscopy (IXS) data [23.159], which, how-
ever, show relevant differences to the HREELS data,
presumably because of the different penetration lengths
of the two probes.

23.2.2 The Multipole Expansion Method

A feature common to all versions of shell and bond-
charge models is the description of the electronic re-
sponse to the atomic motion through suitable dynamical
coordinates harmonically coupled to the ion coordi-
nates. A unifying framework is provided by the multi-
pole expansion (ME) method, originally formulated for
lattice dynamics by Allen [23.170] as a special repre-
sentation of the general microscopic theory constructed
within a set of local basis functions [23.171–183].
This method, allowing for a general and efficient phe-
nomenological treatment of the electronic degrees of
freedom, proved quite successful in reproducing the
anomalous dispersion curves of transition metals such
as niobium [23.170], and later for the analysis of sur-
face phonon anomalies in noble metals [23.184]. The
microscopic basis of the ME method makes it suitable
for either a first-principles calculation or a phenomeno-
logical parametrization known, in metal surface dy-
namics, as the pseudocharge (PC) model [23.185, 186].
Besides providing a convenient framework for the cal-
culation of phonon dispersion curves, the ME method
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Fig. 23.7 BCM surface phonon
dispersion curves of the native Si(111)
2�1 surface along the symmetry
directions (right-hand inset) [23.148].
The zone center displacements of
the four surface atoms (left-hand
inset) are schematically indicated
(Iy and Iz are modes with prevalent
amplitudes at the interface between
the reconstructed surface region and
the undisturbed bulk below). The
hatched areas represent the surface
projected bulk phonon bands, the dark
areas show the width of the 10meV
flat surface mode resulting from the
folding of the RW and associated
with the oscillations of the �-bonded
chain (atoms 1–2 in left-hand inset).
The experimental HAS data points
(�) [23.153] are also shown. The large
number of resonances (including the
55meV mode (
) observed by Ibach
with HREELS [23.6]), and optical
surface modes localized in the gaps
and above the bulk maximum reflect
the complex surface reconstruction
with a periodic sequence of five and
sevenfold rings

has the special merit of providing the phonon-induced
surface charge density oscillations, which are directly
related to the inelastic HAS intensities and the cor-
responding mode-selected electron–phonon coupling.
Although the ME method for the surface dynamics of
ordinary metal surfaces has presently been superseded
by efficient ab-initio methods such as the DFPT, it was
revived recently for the interpretation of inelastic HAS
spectra from more complex surfaces, such as those of
topological insulators [23.187–189]. Actually, the ME
method, besides providing a local-basis representation
of DFPT, has the advantage of being easily extendable
to treat nonadiabatic dynamics.

The essence of the ME method is the following. As
in DFT, the total energy of the lattice system is written
as the sum of the energy Eion due to the direct inter-
action of the ion cores and the energy of the electrons
given by a functional of the electron charge density
n.r/ [23.190]

ED EionCFŒn.r/�C
Z
�ion.r/n.r/d3r : (23.32)

The functional FŒn.r/� includes the electron–electron
potential energy, as well as the kinetic energy; �ion.r/

is the external potential acting on the electron system.
The electron density is expanded over an orthonormal
set of localized basis functions Y� .r� rl�/, centered at
convenient special points rl� D rlCr�, with rl a unit cell
position and r� a special point position within the unit
cell

n.r/D
X

� l�

C� .l�/Y� .r� rl�/ : (23.33)

The basis functions Y� .x/ are conveniently chosen as
products of a radial function and an angular harmonic
function transforming as the � -th irreducible represen-
tation of the point group at rl�. Thus, � labels the
harmonic order and its components and (23.32) is ac-
tually an ME of the charge density.

In a rigid-atom (ion) insulator, the electronic shells
coincide with the atoms (ions), and no additional de-
gree of freedom is needed. In a dipolar shell model
(SM), the shells can move rigidly with respect to ion
cores; in this case, � takes three values correspond-
ing to the three components of an oscillating dipole,
and the coefficients C� .l�/ are displacement vectors
dynamically coupled to the atom (ion) core displace-
ments u.l(/. In the breathing shell model (BSM),
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Fig. 23.8a,b Theoretical dispersion curves for the (0001) surface of graphite. (a) Calculated with BCM by Benedek
and Onida [23.150], and (b) with ab-initio DFT-local density approximation (LDA, dashed line) and DFT-generalized
gradient approximation (GGA, (solid line) by Wirtz and Rubio [23.154]. The data points in (a) are from HREELS
(open circles: Wilkes et al. [23.155], full circles: Oshima et al. [23.156, 157], Siebentritt et al. [23.158]); data points
in (b) from IXS (black full triangles [23.159], black open circles [23.160]), HREELS (green full square and red open
squares [23.156–158], blue open squares [23.161]), double-resonance Raman scattering (DRRS), blue crosses [23.162]),
infrared absorption (open red triangles [23.163]), and neutron scattering data (orange open diamonds [23.164]). The ar-
rowsmark the end points of the transverse acoustic (TA) and LA branches at M, and of the transverse optical (TO) branch
at K as obtained from HREELS, which are well reproduced by BCM but show significant differences from the IXS data,
in turn well reproduced by the ab-initio calculations

the atomic shell can also have a breathing (spherical)
deformation, and the C� .l�/ are scalar coefficients.
For quadrupolar shell deformations, considered in the
QSM, the coefficients C� .l�/ are (combinations of)
components of a symmetric tensor. In metals, free-
electron delocalization can be accounted for by elec-
tronic shells, denoted pseudocharges (PCs), which are
centered at symmetry points of the unit cell away from
ion positions, whereas valence electron shells are lo-
cated at the ion positions. In general, the larger effects
come from delocalized shells representing free elec-
trons, and the dipolar components may be sufficient
to account for the dynamical oscillations of the charge
density.

The coefficients C� .l�/ are now split into their
static and dynamic parts,

C� .l�; t/D C0
� .l�/C c� .l�; t/ ; (23.34)

and the dynamic PC multipolar components c� .l�/
(omitting hereafter the argument t) are treated on the
same footing as the displacement vectors. Similar to
(23.1), the potential energy, is now expanded around its
equilibrium value U0 with respect to both the atomic

displacements u.l(/ and PC components c� .l�/
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(23.35)

where the first-order derivatives are set to zero at
equilibrium, and only quadratic terms in the dynamic
variables are retained (harmonic approximation). The
force-constant matrices for the atom–atom, atom–PC,
and PC–PC interactions are, respectively, given by
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0( 0/ ; (23.36)
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and

H� � 0
�
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D 1

V2

“
d3rd3r0

�
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�

� Y� .r� rl�/ Y� 0 .r� rl0�0/ :
(23.38)

As will be shown in Sect. 23.2.4, (23.48), only the pure
electronic part F.n/ of the total energy functional will
appear in (23.38). The atom–atom force-constant ma-
trix, (23.36), is the sum of two terms, one related to the
change of the atom–atom potential energy produced by
a quadratic atom displacement, the other to the change
of the electronic energy produced by the same quadratic
atom displacement. The atom–PC force-constant ma-
trix and its transposed PC–atom matrix express the
electron–phonon interaction, while the PC–PC force
constant matrix is related to the static electron suscepti-
bility �.r; r0/ in the local basis representation, i.e.,

H�1� � 0
�
l�; l0�0

�D�
“

d3rd3r0Y� .r� rl�/ �
�
r; r0

�

� YC� 0 .r� rl0�0/ :
(23.39)

The eigenvalue equations for the atomic and PC coor-
dinates read

M(!
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(23.40)
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(23.41)

where ! is the angular frequency, and �� is the PC
effective mass.

Equations (23.40) and (23.41) can be formally
transformed into a dynamical equation for the atomic
displacements and one providing the corresponding
charge-density oscillations, now written in vector-
matrix notation

M!2uD ŒRionCRel �T.H��!2/�1TC�u ;
(23.42)

cD�.H��!2/�1TCu : (23.43)

The phonon dynamics in the adiabatic approxi-
mation is obtained from (23.42) after setting �D 0.
The formalism coincides with the DFPT treatment (see
later) [23.191] via the transcription, in the adiabatic ap-
proximation,
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(23.44)
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where the sums are performed over the occupied elec-
tronic states of wavefunctions j �ki, band index �, and
wavevector k.

The ME method offers a conceptually simple, al-
though computationally demanding, scheme for the
treatment of nonadiabatic effects, e.g., the nonadiabatic
Kohn anomalies as produced by avoided crossings be-
tween a surface phonon dispersion curve and that of
an electron–hole excitation [23.192, 193]. Moreover,
when no adiabatic approximation is imposed, also the
electronic collective excitations as represented by the
dynamics of the PC coordinates, and their coupling to
the phonon dynamics can be obtained from the joint so-
lution of (23.42) and (23.43), as long as the electronic
effective masses �� can be assigned in some way so
as to appropriately model the frequency-dependent in-
verse electron susceptibility matrix H� � 0.l�; l0�0I!/.
The dynamical equation for the PC coordinates and the
equation providing the motion of atoms eventually fol-
lowing the electron density oscillations can be more
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Fig. 23.9a–c PC model calculation of the surface phonon dispersion curves for (a) Cu(111), (b) Ag(111) and
(c) Au(111) [23.184]. For Cu(111) and Ag(111), the PC model reproduces the RW (S1) and the longitudinal acous-
tic resonance (S3) dispersion curves in good agreement with HAS data (full circles) [23.21]. The PC calculation for
Au(111), although including PC components up to octupoles, yields unstable surface acoustic branches at very small
wavevectors (inset), consistent with the known 23�p3 reconstruction of this surface [23.21]. The apparent doubling of
the S1 branch observed by HAS in both symmetry directions can be associated with two different domain orientations

conveniently written as

�!2cD ŒH�TC.R�M!2/�1TC�c ; (23.46)

uD�.R�M!2/�1Tc : (23.47)

In this case, the adiabatic approximation may consist
in letting the atomic mass matrix M go to infinity so
that only charge-density oscillations in a rigid lattice are
obtained from the dynamical equation �!2cDHc and
uD 0. When the dispersion curves of low-energy sur-
face electronic collective excitations, such as occur in
acoustic surface plasmons (ASPs), intersect the surface
phonon spectrum, the coupling of the PC to the atom
degrees of freedom is expected to lead to an avoided
crossing between the ASP and surface-phonon branches
and, even more importantly, to a renormalizing of the
effective mass of the electron.

The ME method has been used in its phenomeno-
logical adiabatic PC model version with good results
in the analysis of the dispersion curves and HAS spec-
tra of 3d noble metals [23.184, 194] (Fig. 23.9). For

Cu(111) and Ag(111), the PC model correctly predicts,
besides the RW (S1) dispersion curves, the longitudinal
resonance S3 observed with HAS. The S3 resonance,
later recognized as a peculiar feature of practically all
metal surfaces, originates from the lower edge of the
LA bulk band, showing a large anomalous softening
towards the zone edge with an increasing localization
on the second surface layer. Its anomalous softening,
as well as its comparatively large HAS intensity were
both explained by the PC model as clear manifesta-
tions of electron–phonon interaction [23.185, 186]. As
originally shown by Bortolani et al. [23.195, 196], the
S1 and S3 dispersion curves as well as their HAS
intensities can, in principle, be reproduced with a sim-
ple BvK force constant model, at the cost, however,
of a large unphysical softening of the surface con-
stants. The PC model had the merit of elucidating
the nature of the anomalous L resonance, similarly to
what was obtained with another powerful approach, the
embedded-atom (EA) method [23.197–203], also pro-
viding an effective semiempirical way to account for
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the effects of the electron–phonon interaction in surface
dynamics [23.194] (see the following section).

The PC model for the bulk dynamics of gold re-
quires PC components to octupole order to account for
the large anisotropy at the surface. When applied to
the dynamics of the ideal (unreconstructed) Au(111)
surface (Fig. 23.9), the PC model, while reproduc-
ing the HAS data for the RW (S1) branch quite well,
yields unstable surface acoustic branches at very small
wavevectors (inset), consistently with the instability
and the 23�p3 reconstruction of this surface [23.204].
The apparent doubling of the S1 branch observed by
HAS in both symmetry directions has been attributed
to an ultrasoft S3 branch, on the basis of a molecular
dynamics analysis [23.205]. An alternative explanation
is a doubling of the RW due to two different do-
main orientations of the reconstructed surface. On the
other hand, no HAS data corresponds to the anoma-
lous resonance S3 predicted by the PC model, sug-
gesting that the surface PCs do not respond to the
motion of the second layer atoms as a consequence of
their stabilization into a charge-density wave (CDW)
of the reconstructed phase. More recent high-resolution
3He-spin-echo scattering measurements by McIntosh
et al. [23.206] have given clear evidence of phason exci-
tations of the quasi-incommensurate 23�p3-Au(111)
surface, in agreement with earlier molecular dynamics
(MD) predictions [23.207]. This system offers an exam-
ple where the ME method would permit a description
of both phonon and phason dynamics and their possi-
ble coupling. The large size of the unit cell, and the
possible need for a nonadiabatic treatment, still make
this kind of dynamical problems difficult to access for
present ab-initio methods.

Another interesting case is that of Xe(111) surface
dynamics (Fig. 23.4). As can be seen in Fig. 23.10, the
experimental HAS dispersion curves of the noble gas
crystal Xe(111) [23.98, 100] exactly match also those
calculated with the PC model for Cu(111) after a rescal-
ing by about a factor of 6 for the larger mass and
softer force constants. As discussed above, this agree-
ment is also obtained with the simplest RI model, but
the observation with HAS of the optical SV2 and L2
branches localized on the second layer would not be ex-
plained, unless there are corresponding surface charge
density oscillations. This is actually the mechanism that
is accounted for by the PC model, and is confirmed by
DFPT, as is discussed in the next section.

23.2.3 From Semiempirical to Full Ab-initio
Methods

The great progress made in the theory and calculations
of the electronic band structure in all kinds of solids
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Fig. 23.10 The HAS dispersion curves of Xe(111) (red
dots, Fig. 23.4 [23.98, 100]) are very well fitted by the
PC calculation for Cu(111), Fig. 23.9, after a rescaling
by a factor 6.2 to account for the larger mass and softer
force constants. The observation by HAS of the optical
subsurface resonances S2 and S3 localized on the second
atomic layer is actually explained by the PC model as be-
ing due to the associated oscillations of the surface PCs.
Although a closed-shell atom, Xe, has a large polarizabil-
ity by which the second layer atom displacements yield
large oscillations (polarizations) of the atomic shells in the
surface layer

during the last three decades has made it possible to
evaluate the electronic contributions to the total energy
of solids as a function of the atomic positions. This de-
velopment has opened up a new phase in the theory
of surface dynamics. In insulators and semiconductors,
short-range repulsive force constants can be derived
directly from the overlap of atomic orbitals. In more
general terms, the interatomic force constants can be
obtained from a tight-binding (TB) scheme for the elec-
tronic structure, provided that the dependence on the
interatomic distances of the Coulomb and hopping in-
tegrals between neighboring atoms are known [23.213].
Such integrals are, in turn, determined either from fit-
ting procedures (empirical TB) or from first-principles
calculations of the electronic structure. The TBmethods
give reliable results for the surface phonon frequencies
of covalent and III–V semiconductors [23.214] with
a reasonable computational effort. In the semiempiri-
cal total energy method (SETE) developed by Pollmann
and coworkers [23.215, 216] an empirical TB scheme is
used to calculate the band structure contribution to the
total energy, whereas the short-range repulsive contribu-
tion is expressed by phenomenological pair potentials.
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Fig. 23.11 (a) The RW and low-energy (acoustic) phonon dispersion curves of prevalent SV polarization along the sym-
metry directions of the Si(111)-7�7 reconstructed surface as measured by HAS (
) [23.208]. The data are fitted by
a sine curve for the ideal 1�1 surface folded 49 times within the 7�7 surface Brillouin zone (full lines: �1; dasheed
lines: �2). (c) Acoustic SV phonon DOS generated from the density of the HAS data multiplied by 2¨. The arrows indi-
cate the lowestQD 0 frequencies obtained by Štich et al. [23.209–211] with a first-principles MD and the multiple-signal
classification algorithm. Symmetry labels refer to the irreducible representations of the C3V group. This acoustic DOS
from HAS agrees fairly well with the calculated DOS projected onto the adatoms (b) (shaded rectangle) from the Car–
Parrinello molecular-dynamics simulation of Kim et al. [23.212] (brown area: SV component; dashed lines: horizontal
component). This is consistent with the fact that adatoms are the most prominent features of the 7�7 surface [23.212].
(d) Poor agreement is found instead with the DOS projected onto the atom dimers or the free-surface and backbone
atoms (not shown) of the 7�7 unit cell

First-principles tight-binding (FPTB) methods de-
rived from the Varma–Weber TB theory of transition
metal dynamics [23.217, 218] have been used to ap-
proach difficult problems, such as the dynamics and
instabilities of tungsten and molybdenum(001) sur-
faces [23.219, 220]. Complex surface dynamics prob-
lems, such as those involving extensively reconstructed
surfaces, have also been investigated with quantum
molecular dynamics based on the tight-binding Hamil-
tonian. A sample of calculations by Kim et al. [23.212]
for the Si(111)-7�7 reconstructed surface is shown in
Fig. 23.11 and compared with the DOS derived from
HAS measurements for the folded RW [23.208] and
the zone-center phonon energies calculated by Štich
et al. [23.209–211] with first-principles MD. Indeed,
the TB scheme in combination with molecular dynam-
ics has become an efficient tool due to the invention
of linear-scaling simulation codes where the compu-
tational time increases linearly with the number N of
atoms [O(N) codes] [23.221–225].

For free-electron metals, such as alkali and alka-
line earth metals and aluminum, significant progress
in lattice dynamics was achieved with the use of
pseudopotentials [23.228–230], with which the effects
of electronic screening on the electron–ion interac-
tions can be accounted for in a perturbation calcu-
lation. Within the pseudopotential perturbation (PPP)
theory, the electron-mediated interaction is shown
to be proportional to the Fourier-transformed prod-
uct of the squared pseudopotential times the den-
sity (dielectric) response function of the interacting
electrons [23.231, 232]. Along those lines, a micro-
scopic theory of lattice dynamics based on the den-
sity response (DR) can be formulated in general
terms and implemented at various levels of approxi-
mation [23.171–183]. The DR-PPP theory was applied
to the surface dynamics of alkali metals by Calandra
et al. [23.233–235], who derived the screening from an
infinite-barrier model, and by Eguiluz et al. [23.236–
238] in a state-of-the-art, self-consistent calculation
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Fig. 23.12 (a) The surface phonon dispersion curves of Cu(111) calculated with the embedded-atom model
(EAM) [23.226] and a selection of HAS [23.5, 185] and HREELS data [23.99, 227]. The inset shows the complex
avoided crossings of the L1 acoustic branch in the �M direction with the optical branches of L2 and SV2 polariza-
tion [23.5, 194], where 1 and 2 indicate a prominent localization in the first and second surface layers, respectively. The
EAM dispersion curves compare very well with the DFPT calculations shown in (b) along the �Mdirection together with
a complete set of HAS and HREELS measurements [23.5, 185, 227]. The black dots in (a) are identical to the HREELS
data plotted in (b)

for sp-bonded surfaces such as Al(001), (110), and
(111) [23.239]. The PPP theory is less successful
with noble and transition metals, where the localized
d electrons contribute a strong pseudopotential that can-
not be treated within a perturbation theory [23.240,
241].

The total energy of an atom in a host electronic
system and the many-body interactions with the sur-
rounding atoms mostly depend upon the immersion
energy of that atom into the electron density con-
tributed by the neighboring atoms. From the knowl-
edge of this immersion energy and its dependence
on the positions of neighboring atoms, the dynami-
cal matrix can be obtained for the calculation of both
bulk and surface phonons. The first-principles basis
of this approach can be traced back to the Kohn–
Sham (KS) theory of impurities in jellium [23.242], to
the subsequent calculations for hydrogen [23.243–245]
and He [23.246, 247] impurities, and to the theory of
chemisorption [23.248, 249], as well as the quasi-atom
concept introduced by Stott and Zaremba [23.250, 251]
within the uniform-density approximation (UDA). Var-

ious semiempirical methods based on this concept are
available [23.252]. These include the embedded atom
method (EAM) [23.197–203], the effective medium
(EM) theory [23.253–255], and methods relying on
special forms of the many-body interaction, such as
the Finnis–Sinclair (FS) [23.256] or tight-binding sec-
ond moment (TBSM) potentials [23.257–259], the glue
model (GM) [23.260–262], and the equivalent crystal
(EC) model [23.263].

Figure 23.12 compares an EAM calculation of
Cu(111) dispersion curves [23.226] with a more
recent DFPT calculation and a complete set of
HREELS [23.227] and HAS data [23.5, 185] in the �M
direction. The agreement of both EAM and DFPT cal-
culations with experimental data is very good. Many
valuable results have been produced with the EAM ap-
proach for sp as well as for transition and noble metals,
also for complex (vicinal, adsorbate) surfaces with large
surface unit cells. For example, the EAM calculations
by Sklyadneva et al. [23.264] for the (211) and (511)
surfaces of copper reproduce the HAS measurements
performed byWitte et al. [23.265] very well.
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Conceptually, EAM as well as the other semiem-
pirical methods provide a microscopic basis for the
cluster shell model and, on the other hand, a surrogate
for challenging ab-initio calculations based on density
functional theory [23.190, 266, 267]. Moreover, these
quantum semiempirical approaches are easily imple-
mented in efficient molecular dynamics schemes and
have produced a considerable number of interesting
results for a wide spectrum of surface dynamical phe-
nomena, mostly for metals.

The density functional theory of electrons in solids
is founded on the Hohenberg–Kohn theorem [23.266],
which states that the total energy E of a system
is related in a unique way to its electron density
function n.r/ via a (generally unknown) functional
EŒn.r/�. A trial functional is constructed through the
Kohn–Sham eigenfunctions of an effective one-electron
Hamiltonian [23.242], where the Coulomb interactions
are derived from the density n.x/ itself. The exchange
and correlation term, which represents the unknown
part of the functional E, can be approximated with
suitable local or semilocal functionals of the den-
sity [23.267, 268], commonly within the local-density
approximation (LDA) [23.269] or the generalized-
gradient approximation (GGA) [23.270–272]. Through
a self-consistency loop the functional E is minimized
and the electronic density n.r/ determined. This makes
DFT the most powerful method for first-principles cal-
culation of the ground-state total energy, albeit a com-
putationally demanding one.

There are different ways to calculate the phonon fre-
quencies from DFT. A first route to a first-principles
(FP) DFT lattice dynamics is based on the deter-
mination, through molecular dynamics simulations at
sufficiently low temperature, of the velocity–velocity
correlation function, from which the phonon spectrum
is derived by a Fourier transform. A major break-
through in this direction was the Car–Parrinello method
(CPM) [23.273], where the coefficients of Kohn-Sham
wavefunctions expanded on a plane-waves basis set are
treated as classical time-dependent variables, together
with the nuclear coordinates. The evolution of this set
of coordinates in time, within the adiabatic approxi-
mation, fully describes the quantum dynamics of the
entire system. The CPM is highly demanding in terms
of computer time and memory. However, nowadays it is
possible to perform Car–Parrinello molecular dynamics
(CP-MD) for 1000 atoms to extract velocity–velocity
correlation functions. Thus, the CPM provides an im-
portant reference frame for many surface dynamical
problems, including the calculation of surface phonons
in semiconductors [23.274–276]. It remains a popular
and efficient application of density functional theory to
time-dependent problems.

In 1989, Sankey and Niklewski developed a less
computationally demanding approach to ab-initio
molecular dynamics based on a first-principles tight-
binding (FPTB) scheme [23.277]. The tight-binding
matrix elements are constructed within a density func-
tional local density approximation (DF-LDA) theory,
where the total energy is represented by a Harris func-
tional [23.278], and the Kohn–Sham wavefunctions
are approximated by a set of local pseudoatomic or-
bitals [23.277]. This theory was successfully applied to
the calculation of the surface phonon densities for low-
index surfaces of diamond by Alfonso et al. [23.279,
280].

A second approach to FP lattice dynamics is the
frozen-phonon method (FPM) [23.281–285] where the
effective interatomic force constants are obtained from
a calculation of the total energy EŒn.r/� for the atoms
slightly shifted from their equilibrium positions. There
are two main variants of this method. In the first one,
phonon energies are determined by a quadratic fit of
the total energy changes produced by displacing the
atoms according to a pattern that corresponds to a nor-
mal mode. This procedure can be applied only in those
cases in which phonon eigenvectors are completely de-
termined by symmetry and are, thus, known a priori;
moreover, only phonons at qD 0 can be studied us-
ing a single unit cell. To deal with phonons at finite q,
a supercell commensurate with q is needed. In surface
dynamics, this technique encounters the difficulty that
the displacement pattern of any surface phonon, even
at symmetry points, is not precisely known in princi-
ple. Thus, its application is limited to particular cases,
e.g., for adsorbates that are largely decoupled from the
substrate.

The second variant exploits the possibility of cal-
culating the forces with little computational effort
by means of the Hellmann–Feynman (HF) theorem.
Once the ground-state properties have been determined,
a small displacement of atom l will produce forces act-
ing on each atom l0, and, thus, an entire row of the
dynamical matrix can be computed. The complete dy-
namical matrix can be constructed by performing all
the symmetry-independent displacements. This method
has the advantage that it does not need a priori knowl-
edge of the phonon eigenvectors and allows us to
construct the whole real-space force-constant matrix.
Hence, its Fourier transform provides the dynamical
matrix for any arbitrary wavevector q. In many cases,
the effective interatomic force constants have long-
range terms, due to conduction electrons in metals,
which develop Friedel oscillations around a local dis-
turbance [23.288, 289], or to electrical dipole–dipole
interactions in ionic compounds. In these cases, com-
putationally demanding large supercells must be used to
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Fig. 23.13a,b First-principles calculations of the surface phonon dispersion curves for Rh(111) [23.286], rescaled by
a factor 1.12 (12% stiffening) reproduce quite well the surface acoustic branches S1 and S3 measured with HAS [23.287]
for both clean (a) and hydrogen-covered (b) surfaces, and the optical branch S2, only observed for Rh.111/WH.1�1/. An
additional HAS feature at 20meV, close to the acoustic SH branch and more visible for the H-covered surface, may be
related to the lack of mirror symmetry in the �K direction

ensure good convergence. Recent developments extend
these force-fitting methods to anharmonic couplings,
either at T D 0 [23.290, 291] or renormalized at finite
T [23.292–294].

Bohnen, Ho, and coworkers successfully employed
these methods using DFT with a pseudopotential and
Kohn–Sham orbitals expanded on a plane wave basis
for the surfaces of simple metals [23.295–300]. For no-
ble metals, they obtained good results using a mixed
basis of plane waves and localized orbitals [23.301–
303]. Figure 23.13a shows a calculation for Rh(111)
in which total energy density functional (DF) calcula-
tions of the force constants up to the 12th neighbors
were performed by derivation of HF forces; both norm-
conserving (P1) and ultrasoft nonnorm-conserving (P2)
pseudopotentials were used [23.286]. The calculation
based on P1 (displayed in Fig. 23.13 [23.286]), yields
a good fit of the surface phonon dispersion curves
measured with HAS for both the clean Fig. 23.13a
and the hydrogen-covered Fig. 23.13b Rh(111) sur-
faces [23.287], after rescaling the theoretical dispersion
curves by a factor 1.12 (12% stiffening). The near iden-
tity of the S1 and S3 branches for clean and H-covered
surfaces and the good agreement of the HAS S2 gap
mode for the H-covered surface with the (rescaled)
clean surface calculation indicate, as argued by Witte
et al. [23.287], that H surface passivation of Rh(111),
unlike that of Ni(100), Pt(111), and W(001), does not
alter the surface force constants.

The third route to ab-initio surface lattice dynam-
ics originates from the density response (DR) method,
in which the dynamical matrix is obtained by calcu-
lating the second-order derivatives of the total energy
directly with respect to the atomic positions. By virtue
of the Hellman–Feynman theorem the derivatives of
EŒn.x/� become integral expressions of the potential
and density derivatives. Within linear response theory,
the latter can be expressed in terms of a DR func-
tion. This way, a first-principles formulation of the
DR theory is obtained for lattice dynamics, where the
DR function is expressed as the second-order func-
tional derivative of E with respect to n.r/ [23.183].
The DR function has to be obtained self-consistently
by summing over matrix elements of the perturbing
potential between occupied and unoccupied Kohn–
Sham states [23.304–308]. With such a pseudopoten-
tial approach Eguiluz and Quong obtained very good
results for the dynamics of the three low index sur-
faces of aluminum [23.239, 304, 305]. Since the DR
is a ground-state property, the sum over unoccupied
Kohn–Sham states can be avoided via the use of Green’s
functions, as was done in various implementations
of the DR method. The Eguiluz–Quong FP-DR ap-
proach is in many respects a theory of the dielectric
function and may be regarded as a different formu-
lation of the density functional perturbation theory
(DFPT) developed by Baroni and coworkers [23.191,
309, 310].
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The good performance of DFPT in reproducing the
experimental HAS and HREELS dispersion curves for
most solid surfaces rests on the preliminary accurate de-
termination of the equilibrium surface relaxation and its
temperature dependence [23.311]. Dal Corso et al. suc-
cessfully calculated the bulk phonon dispersion curves
of Cu, Ag, and Au using a DFPT based on Vander-
bilt’s ultrasoft pseudopotentials [23.312]. The DFPT
method was further applied by dal Corso to the surface
dynamics of the Cu(001) surface [23.313] in combi-
nation with either the Perdew, Burke, and Ernzerhof
generalized-gradient approximation (GGA) [23.272] or
LDA [23.269]. The GGA yields a substantially better
agreement with HAS and HREELS experimental data.
A thorough analysis of the above developments in ab-
initio phonon dynamics of metal surfaces up to DFPT
can be found in Heid and Bohnen’s review [23.299].

A summary of the DFPT formalism is presented
in the next section, as it provides not only the surface
phonon dispersion curves but also the mode-selected
electron–phonon coupling strengths, which are neces-
sary ingredients in the calculation of inelastic HAS
intensities for conducting surfaces.

23.2.4 Density Functional Perturbation
Theory

DFT allows us to efficiently investigate the ground-
state properties of a system of N interacting electrons
in a generic external potential V.x/ by considering the
electronic density n.x/ instead of the many-body wave-
functions as the fundamental quantity to describe the
system. The theoretical basis of DFT rests on the Ho-
henberg and Kohn theorems [23.266], which, together
with the Rayleigh–Ritz variational principle, state that
the electronic part of the total energy

EelŒn.x/�D FŒn.x/�C
Z

n.x/�ion.x/dx ; (23.48)

is a unique functional of the electron density n.x/,
which is minimized by the ground-state electronic
density corresponding to the external (ion) potential
�ion.x/, and its minimum corresponds to the ground-
state energy. The functional FŒn.x/� is a sum of the
kinetic energy functional TŒn.x/� for the interacting
system, of the classical Hartree term JŒn.x/� for the
electron–electron interaction and the nonclassical con-
tribution EnclŒn.x/� to the electron–electron interaction.
Of these functionals, only JŒn.x/� is known. The Kohn–
Sham theorem [23.242] suggests a reasonable approx-
imation to the FŒn.x/� functional. Their ansatz is to
calculate the exact kinetic energy of a noninteract-
ing system TsŒn.x/� in an external effective potential
which provides the same ground-state density as the in-

teracting one and rewrite the functional as FŒn.x/�D
TsŒn.x/�CJŒn.x/�CExcŒn.x/�, where ExcŒn.x/� incorpo-
rates the unknown terms arising from the exchange and
correlation energy. Reliable approximations are avail-
able for the exchange-correlation functional, such as the
local-density approximation (LDA) [23.269] and the
generalized-gradient approximation (GGA) [23.272].
These have turned out to be particularly good in most
cases, with the exception of highly correlated systems,
especially with d and f electrons.

The variation of the energy functional, (23.48), with
respect to n.x/ and with the constraint that the number
of electrons is fixed, provides the external effective po-
tential of the auxiliary non-interacting system, which
finally leads to the Kohn–Sham equations

�
� „

2

2m

@2

@x2
CVSCF.x/

�
 n.x/D "n n.x/ ; (23.49)

where the effective (self-consistent) potential VSCF is
given by

VSCF.x/D �ion.x/C e2
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0 C •Exc

•n.x/
(23.50)

and

n.x/D 2
N=2X

nD1
j n.x/j2 : (23.51)

The self-consistent solution of (23.50) and (23.51),
normally by iteration from an initial guess of n.x/,
yields the ground-state charge density and energy. It
is straightforward to show that the Hellmann–Feynman
theorem holds in the framework of DFT. Thus, the
forces and force constants and the first and second
derivatives of the total energy with respect to the ionic
positions can be written as functionals of the ground-
state charge density as

Fl D�@E
@rl
D�@Eion

@rl
�
Z

n.x/
@�ion.x/
@rl

dx ; (23.52)

˚
�
ll0
�D @2E.r/

@rl@rl0

D @2Eion.r/
@rl@rl0

C
Z

n.x/
@2�ion.x/
@rl@rl0

dx

C
Z
@n.x/
@rl

@�ion.x/
@rl0

dx

D @2Eion.r/
@rl@rl0

C
Z

n.x/
@2�ion.x/
@rl@rl0

dx

�
“

@�ion.x/
@rl

�
�
x; x0

� @�ion .x0/
@rl0

dxdx0 :

(23.53)



Part
F
|23.2

760 Part F Lattice Dynamics

In the last term of (23.53), the density derivative has
been explicitly written in terms of the electron suscep-
tibility �.x; x0/ (independent to the lowest order of ion
positions) in order to show the one-to-one correspon-
dence of (23.53) with the ME force constant matrix,
(23.44)–(23.45).

In the calculation of the DFPT force constant matrix
it is not necessary to evaluate first the electron suscepti-
bility. To first-order the derivatives @VSCF=@rl, @ =@rl,
@n.x/=@rl (the latter needed in (23.53)) can be obtained
by solving self-consistently the variation of the Kohn–
Sham equation (23.49)

.HSCF� "n/ @ n.x/
@rl

D�
�
@VSCF.x/
@rl

� @"n
@rl

�
 n.x/ ; (23.54)

where
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@rl

D @�ion.x/
@rl

C e2
Z

1

jx� x0j
@n.x0/
@rl

dx0

C
Z

•2Exc

•n.x/•n.x0/
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@"n
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@rl
j ni : (23.56)

This approach is particularly effective, since only oc-
cupied states are needed to evaluate the right-hand side
of (23.54) [23.314], whereas the standard perturbation
theory approach, based on the expansion in eigenfunc-
tions of the unperturbed Hamiltonian, would require
sums over the full spectrum of the zero order Hamilto-
nian. An alternative formulation of DFPT, worked out
by Gonze [23.315, 316], can be obtained on the basis of
a variational principle. It can be shown [23.191] that the
two formulations are substantially equivalent, although
with relevant differences in their implementation; while
the latter proceeds from the perturbative expansion of
the Kohn–Sham energy functional and a minimization,
the former requires the self-consistent solution of linear
equations by means of the Green’s function method.

As discussed by Baroni et al. in their review ar-
ticle [23.191], DFPT has a strong advantage over
other ab-initio methods that require supercells. To
treat a q¤ 0 perturbation, the q-space Fourier com-
ponents of the perturbation in DFPT are independent,
up to a reciprocal lattice vector G. To first order,
a q-component of the perturbation can only admix an
electronic eigenfunction of wavevector k with eigen-
functions of wavevector kCq. This allows us to readily
obtain the Fourier components of the force constant
matrix and the phonon frequencies at any arbitrary q-
point. In polar materials, where the contribution from

the macroscopic electric field is naturally present in the
ion–ion part of the force constant matrix, the effect of
the electronic density response can be accounted for
by simply replacing the bare ion charges in the non-
analytic part of the dynamical matrix with effective
Born charges [23.191], similarly to what is done with
shell models [23.73, 75].

In the case of conducting materials, there may be
the problem that the number of k-points needed to cor-
rectly describe the effects related to the presence of
a Fermi surface could be prohibitively large. An ef-
ficient implementation of DFPT for metallic systems,
based on the energy level broadening by a smearing
function was proposed by de Gironcoli [23.317]. An-
other effective approach, based on a different treatment
of the perturbation, is that of Eguiluz and Quong men-
tioned above [23.304]. Even with the use of the latter
technique, however, the phonon dispersion curves for
metals within DFPT can critically depend on the sam-
pling of k- and q-points and may meet some difficulty
in dealing with Kohn anomalies.

In practical calculations, the bare electron-nucleus
interaction �ion.x/ is often replaced by a pseudopotential
that takes into account the effects of core electrons, and
only valence electrons are treated explicitly. DFPT was
first implementedwithin the framework of a plane-wave
basis set expansion for Kohn–Sham states [23.318, 319]
and using norm-conserving pseudopotentials [23.320,
321]. This paradigm was used extensively and with
great success to study bulk and surface phononsof semi-
conductors and simple metals. The need to deal with
transition metals within a pseudopotential and a plane-
wave approach (without needing a huge basis set), led to
the development of ultrasoft pseudopotentials [23.322].
Their use within DFPT was implemented by dal Corso
et al. [23.312] and dal Corso [23.313]. The further
development of fully relativistic pseudopotentials and
their inclusion in the linear-response code paved theway
to the inclusion of spin–orbit coupling and the study of
its effect on phonon modes and electron–phonon inter-
actions [23.323–328]. An alternative approach to ma-
terials is the use of a local or mixed basis set instead
of plane waves. Significant progress in this field was
made by Savrasov and Andersen [23.329], who imple-
mented a new full potential linear muffin-tin orbital
(LMTO) method, and DFPT has been implemented in
several full-potential linearized augmented plane wave
(FLAPW) codes [23.330–332].

The subsequent introduction of nonlocal exchange-
correlation corrections provided an effective, although
not yet completely satisfactory, way to treat van
der Waals interactions within the framework of
DFT [23.333–338]. In particular, their inclusion in
DFPT codes, together with spin–orbit coupling, can
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substantially improve the performance of DFPT, espe-
cially for layered crystals with heavy atoms and weak
interlayer bonding.

DFPT is nowadays one of the most popular meth-
ods for the calculations of phonons and has been
implemented in some of the most widely used sim-
ulation codes, like Quantum ESPRESSO [23.339],
ABINIT [23.323, 340], Vienna Ab Initio Simulation
Package (VASP) [23.341], and Cambridge Serial Total-
Energy Package (CASTEP) [23.342]. To date, the sur-
face phonon dispersion curves for about 50 different
solid surfaces have been calculated with DFPT and have
generally been found to be in good agreement with
HAS and HREELS experimental data, so as to endow
DFPT with highly predictive power. A fairly complete
list of references of surface phonon calculations can be
found in two Springer monographs [23.4, 5].

23.2.5 DFPT Surface Phonons for Heavy
Elemental Solids and Compounds

A challenging testing ground for DFPT including spin–
orbit coupling (SOC) and van der Waals (VdW) interac-
tion is the calculation of the surface phonon dispersion
curves and the electron–phonon interaction in 6sp met-
als and topological insulator compounds, for which
detailed experimental HAS data are now available. This
is discussed in the following sections.

Cs(110), Ba(0001)
Recent DFPT calculations of the surface phonon dis-
persion curves for the Cs(110) surface of a free-
standing 11 monolayer (ML) slab are shown in
Fig. 23.14 and compared with HAS data measured
on a 25ML Cs(110) film on Pt(111) at two differ-
ent temperatures [23.343, 344]. The equilibrium con-
figuration and the phonon dispersion curves for bulk
cesium and for the Cs(110) surface were obtained
with density functional theory and DFPT as imple-
mented in the Quantum ESPRESSO code [23.339]
with the Perdew–Burke–Ernzerhof (PBE) approxima-
tion for the exchange-correlation functional [23.272],
norm-conserving pseudopotentials with nonlinear core
corrections, and a 30Ry cutoff on the plane wave
expansion of Kohn–Sham orbitals. The experimental
equilibrium lattice parameter (6:141Å) was well re-
produced by DFPT (6:171Å) without SOC and VdW
corrections, supporting the conjecture that their effects
have opposite sign and cancel out to a good extent.

Besides the fact that little was known before about
the phonon dispersion curves of cesium even in the
bulk, another interesting aspect of the HAS study of
very soft Cs films during growth beyond single mono-
layers was the assessment of their surface structure and
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Fig. 23.14 Comparison of the surface phonon dispersion
curves calculated with DFPT for 25ML Cs(110)=Pt(111),
represented with their surface-projected DOS (color code
aside), with HAS data measured at a temperature of 40 K
(black lozenges) and 100K (red lozenges) for phonon cre-
ation processes. The colors indicate the surface-projected
DOS for the sagitally polarized first-layer phonons. The
comparatively weak electron–phonon interaction only per-
mitted distinct observation of the RW (S1) and a part of the
longitudinal surface resonance S3 [23.343, 344]

orientation [23.344, 345]. Little is known about alkali
surfaces from low-energy electron diffraction (LEED)
studies, besides a pioneering study on Na(110) and
its oxide [23.346]. Soft materials like cesium are also
characterized by a comparatively large anharmonicity,
especially at the surface. The HAS data in Fig. 23.14 in-
dicate in the Rayleigh wave dispersion curve in the �H
direction a 17% softening for an increase of temperature
from 40 to 100K, corresponding to an anharmonic-
ity coefficient xe;s D 0:037 [23.4, 347]. This value is
appreciably larger than the values found for the sur-
faces of other free electron metals (e.g., xe;s D 0:024
for aluminum surfaces), consistently with a surface De-
bye temperature as low as 48K [23.4, 344]. Also the
electron–phonon interaction, expressed by the mass-
enhancement factor � and derived for the Cs(110)
surface from the temperature dependence of the Debye–
Waller (DW) exponent turns out to be slightly larger
(�D 0:186) [23.97, 343] than the bulk value �D 0:14
known from the literature [23.348].

HAS studies of the barium surface are only avail-
able for Ba 1-3 monolayers on Cu(001) [23.349].
Of special interest is the Ba bilayer, which exhibits
a twisted dodecagonal 4-D structure, Ba(0001), with
�D 0:29 [23.350], also slightly larger than the Ba bulk
value (�D 0:27) [23.348].
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Fig. 23.15a,b The surface dynamics (dark gray and small symbols) of Tl(0001) (a) and Pb(111) (b) calculated with
DFPT including SOC [23.351, 352]. For Pb(111), the soft RW branch (light gray full line) for the ideal unrelaxed surface
is also shown. The strong surface bilayer contraction predicted at equilibrium lifts the RW branch up to the bulk acoustic
edge (˛1) and the optical branch "1 well above the maximum of the bulk phonon band, in very good agreement with the
HAS data (open circles) [23.353]. Greek letter labels are those of [23.353], while for Tl(0001), the labels Sj have the
usual meaning. No important relaxation effect is predicted in Tl(0001) (a) due to the small surface bilayer contraction

Tl(0001), Pb(111)
The spin–orbit coupling has been found to have signifi-
cant effects in theDFPT surface dynamics of 6spmetals.
Figure 23.15 compares two DFPT calculations of the
surface phonon dispersion curves of Tl(0001) [23.351]
and Pb(111) [23.352], including SOC. Both surfaces are
characterized by a contraction of the first surface bi-
layer, which is quite large in lead (� 4:5% with SOC,
� 4:7% without SOC) but rather small in thallium (�
0:2% with and without SOC). Such contractions, and
their difference in the two surfaces, are reflected in
the appearance of a localized surface phonon branch
above the maximum of the bulk phonon continuum.
While in Pb(111) this optical branch, denoted by "1 in
Fig. 23.15b, lies well above the bulk density all along
the surface Brillouin zone, in Tl(0001) the optical mode
S02 (Fig. 23.15b) is localized above the bulk maximum
only around one half of the zone in both symmetry direc-
tions. The large surface bilayer contraction in Pb(111)
also yields a strong stiffening of the RW branch towards
the zone boundary. As can be seen in Fig. 23.15b, the
surface relaxation shifts the RW branch for the ideal
unrelaxed surface (light gray full line) upwards to very
near the lower bulk band edge. In Tl(0001), the RW (S1
in Fig. 23.15a) runs above the SH (S7) branch in the
�M direction, and is, therefore, a pseudo-surface wave
(PSW) branch, but this is due to the peculiar elastic con-
stants and not to surface relaxation.

This unusual behavior of Pb(111) surface dispersion
curves is confirmed by the available HAS data [23.353],
which agree very well with the calculated upper branch
"1 and the RW branch (˛1) running along the lower edge

of the acoustic bulk band. Also, the other branches, here
labeled with Greek letters as in [23.353], are well repro-
duced by theory, confirming the good performance of
DFPT with the inclusion of SOC. It is interesting to note
that VdW terms do not seem to have relevant effects, the
surface equilibrium structure with relaxation and the lo-
cal change of force constants having mostly a chemical
origin. This may not be so for Tl(0001), where surface
relaxation is much smaller, but no published HAS data
are available to date for a similar comparison.

The specific contribution of SOC on the phonon
spectrum can be singled out by comparing the surface-
projected phonon DOS of Tl(0001) calculated with
and without the spin–orbit interaction. As shown in
Fig. 23.16 [23.351], the acoustic modes, notably the
RWs (S1) at the zone boundary contributing the main
DOS peak at 3:1meV, are shifted by SOC to higher en-
ergy by +7:0%, while the highest optical modes (mainly
S02) are shifted downward by about the same absolute
amount, corresponding to a fractional shift of � 2:3%
(arrows).

The effects of SOC are more evident in Pb(111).
DFPT calculations on ultrathin Pb(111) films on
a (rigid) Cu(111) substrate not including SOC have
been reported for different film thicknesses ranging
from 3 to 7ML [23.353–355]. The highest surface
optical mode, identified as a stretching of the surface bi-
layer is generally above the experimental data, with the
largest discrepancy of about 9% for 6ML, but a reason-
able agreement for 7ML, which indicates an oscillatory
character for the misfit, with a period similar to that of
the surface bilayer contraction [23.355]. A comparison
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Fig. 23.16 The surface-projected phonon DOS of Tl(0001)
calculated with DFPT including (brown line) or exclud-
ing (black line) SOC [23.351]. The arrows underscore
the sections of the spectrum most affected by SOC. The
first low-energy peak associated with zone-boundary RWs
shifts to higher energy by +7:0% with the inclusion of
SOC, whereas the highest-energy peak at 9:7meV, cor-
responding to the S02 optical mode, is softened by about
� 2:3%

of the HAS data for a 3ML-Pb(111) film on a Cu(111)
substrate with the DFPT dispersion curves without and
with SOC is shown in Fig. 23.17. The periodicity of
the Pb film is locked into that of Cu(111) with the
respective lattice distances in the ratio 4 W 3 and a su-
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Fig. 23.17 (a) DFPT calculation of the phonon dispersion curves of a 3ML-Pb(111) film on a Cu(111) substrate assumed
to be rigid without (left) and with SOC (right), compared with HAS data (blue symbols) in the Œ112� symmetry direc-
tion [23.353, 354]. (b) The unit cell of the Pb(111)=Cu(111) superstructure with 9 Pb atoms (broken circles) and 16 Cu
atoms (smaller circles with different colors indicating inequivalent atoms). (c) A quadrant of the Cu(111) surface BZ
including the BZ of Pb(111) (brown line boundaries) and that of the superstructure (gray area) [23.354]

perstructure unit cell containing 9 Pb atoms and 16
Cu atoms (Fig. 23.17b). For this reason, the dispersion
curves are conveniently represented in the Brillouin
zone of the surface superstructure (Fig. 23.17c).

As shown in Fig. 23.17a, the addition of SOC gen-
erally yields an improved agreement with experiment,
with the expected softening of the upper optical branch
"1 and of the folded acoustic branch ˛1. On the con-
trary, mode "2 localized at the film substrate is stiffened
by SOC, also leading to a good agreement with exper-
iment. It is, however, noted that the SOC softening of
the �1 branch at � spoils the good agreement obtained
without SOC. In general, these results are qualitatively
valid for thicker films, as well as for the Pb(111) surface
of the semi-infinite solid.

Bi(111)
Bismuth surfaces have been extensively investigated
for a broad spectrum of interesting properties, as dis-
cussed in the excellent review by Hofmann [23.359].
The rhombohedral layered structure of bismuth is con-
stituted by a pile of atomic bilayers with strong intrabi-
layer bonds and weaker interactions between bilayers.
This leads to a peculiar set of phonon dispersion curves
for Bi(111), characterized by a large gap between the
acoustic bands, where bilayers move as quasi-rigid
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Fig. 23.18a,b DFPT surface dynamics of Bi(111) (a) without SOC [23.356] and (b) with SOC [23.95, 357] compared
with HAS data [23.356, 358]

entities, and the optical bands hosting intralayer vibra-
tions [23.356–358, 360, 361]. The trend in the surface
bilayer contraction, small in Tl(0001) and large in
Pb(111), in Bi(111) is manifested by a bilayer reorgani-
zation of the entire lattice. From DFPT, the softening
induced by SOC of the intralayer phonon modes is
found to be quite large (Fig. 23.18), whether local-
ized mostly in the first (SV1 and L1 branches) or in
the second bilayer (SV3 and L3 branches), its aver-
age amount being as large as about �15% [23.357].
Actually, Chis et al. showed that the spin–orbit part
of the electron–phonon interaction, more than the
SOC effect on the band structure, is responsible for
such a large softening [23.357]. The SOC soften-
ing remains appreciable for the upper modes of the
acoustic band and decreases in the lower part of the
spectrum.

Surprisingly, for Bi(111) the experimental HAS
data are, however, in good agreement with the DFPT
calculations without SOC, whereas the DFPT-SOC
calculation gives substantially softer surface opti-
cal branches. A careful HAS study of the Bi(111)
optical modes exploiting resonance enhancement
(Fig. 23.19; [23.358]) confirms the good agreement
with a DFPT calculation without SOC for both the SV
and L modes localized in the first bilayer (SV1,2 and
L1), as well as for the SV mode in the second bilayer
(SV3). It is likely that van der Waals interaction plays
an important role in Bi(111) surface dynamics so as to
compensate the misfit found with the inclusion of SOC.
To our knowledge, no investigation has been made in
this direction so far.
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Fig. 23.19 A HAS study based on resonance enhancement
of the optical surface branches of Bi(111) in the �M di-
rection gives dispersion curves (lozenges, full circles and
stars) in good agreement with DFPT calculations with-
out SOC (red curves) [23.358]. Light gray lines represent
the HAS scan curves for a narrow interval of incident He
beam angles, whose intersections with the resonance curve
(1; 0)2 (black line) for the second He bound state and the
exchange of a G = (1; 0) surface reciprocal vector give the
energy and wavevector of the surface phonon involved

Po(001) and the Heavier 6sp Elements
Polonium is the only elemental solid with a stable low-
temperature, simple-cubic (sc) phase with one atom per
unit cell (˛-Po), eventually turning into a rhombohedral
phase (ˇ-Po) at around room temperature. A theoreti-
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cal study of ˛-Po bulk and surface dynamics based on
a force constant model [23.363] is confirmed by a state-
of-the-art DFPT calculation [23.364], which demon-
strated that the unusual stability of the sc lattice is due
to an important change of the Fermi surface produced
by the large SOC, dramatically reducing the nesting ar-
eas and the related Kohn anomalies. The DFPT Kohn
anomalies lead to a hardening of the phonon energies,
which is just opposite to what is found for lead and
bismuth, and, in general, for simple metals. A natural
question was whether the surface (001) of polonium is
stable as well and what the role of SOC is. A DFPT
calculation for a free-standing 8-ML slab without and
with SOC [23.362], illustrated in Fig. 23.20a,b, shows
that in the absence of SOC, a surface mode is, indeed,
unstable in the �M� Œ100� direction at about one third
of the BZ. As can be seen in Fig. 23.20b, the addition
of SOC stabilizes the surface by lifting the anomaly
within the bulk phonon band and shifting its wavevector
to about one half of the BZ, while leaving most of the
other modes almost unchanged. Another anomaly ap-
pears, however, in the middle of the BZ boundary XM
with no consequence for the surface stability. No exper-
imental study of the surface dispersion curves has been
possible so far for ˛-Po(001) due to its radioactivity; the
lifetime of the most stable natural isotope 210Po is only
138.4 days, whereas the most stable synthetic isotope,
209Po with a lifetime of 103 years is very expensive.

Even more difficult would be the experimental
study of surface phonons for the crystalline forms of
the remaining two 6sp elements, astatine and radon.
From the theoretical point of view, information on

the band structure of these elemental solids is found
in [23.365]. The most stable (synthetic) isotope of as-
tatine, 211At, has a lifetime of only 7:21 h. A DFT
calculation including SOC and dispersion forces by
Hermann et al. [23.366] predicts that under normal
conditions, it is an atomic metallic solid with a tetrag-
onal lattice (space group I4=mmm), and that above
13GPa, it has an fcc structure. Interestingly, without
SOC astatine is predicted to be a molecular solid like
other halogens. The only vibrational information of the
atomic metallic phase of solid astatine is the calculated
Debye frequency, which corresponds to an energy of
16:8meV [23.366], which is considerably higher than
the maximum bulk phonon energy of ˛-Po(001).

Radon, the last 6sp element, has been carefully
investigated [23.367] not only for the general inter-
est in rare gas overlayers but particularly for envi-
ronmental reasons, radon being one of the main ra-
dioactive atmospheric contaminants. Far from being an
inert noble gas, it has a chemistry similar to that of
Xe, and in its expected fcc crystalline form it would
have interesting surface properties similar to those of
Xe(111) [23.98]. Unfortunately, the short lifetime of
the most stable isotope 222Rn (3.82 days) prevents
the growth of films of even a few layers for inves-
tigation. For fcc-Rn there is, however, a calculation
of the Debye temperature based on the phenomeno-
logical Mie–Lennard-Jones (MLJ) potential [23.368].
Although at the interatomic distances of the solid, the
Tang–Toennies potential [23.369] would be more ap-
propriate, the MLJ value of 53K, corresponding to
a Debye frequency in energy units of 4:56meV, is only
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slightly less than the DFPT maximum phonon energy
in Xe(111), equal to 4:8meV [23.98]. The predictive
power of DFT and DFPT is severely challenged when
applied to condensed forms of heavy and superheavy
atoms. The future possibility to deposit a few-layer
films of these highly radioactive elements for the inves-
tigation of their dynamical properties will provide an
important testing ground.

Topological Insulator Surfaces
Topological insulator surfaces provide another impor-
tant testing ground for DFPT surface dynamics. Fig-
ure 23.21 reproduces two recent DFPT calculations for
three quintuple layers (QLs) of Bi2Se3.111/ [23.370,
371] and Sb2Te3.111/ [23.370, 372], together with re-
cent HAS investigations of the surface phonons of the
Bi2Se3.111/ surface [23.189, 371]. The first measure-
ments by Zhu et al. [23.189], supported by a theoretical
analysis based on the ME model, gave some evidence
of a strong Kohn anomaly in the lowest optical mode at
about 5meV for a wavevectorQD 2kF Š 0:23Å�1 cor-
responding to the Fermi level transition across the Dirac
cone. More recent HAS measurements with higher res-
olution [23.371], reported in Fig. 23.21a, reproduce the
calculated DFPT dispersion curves quite well, but do
not show any anomaly. Since an electronic transition
across the Dirac cone of a topological material im-
plies a spin reversal, it can couple to a phonon only
via the spin–orbit part of the electron–phonon interac-
tion. Moreover, as discussed below for Bi2Te3.111/, the
presence of a Kohn anomaly depends very much on the
actual position of the Fermi level, which can be moved
up and down by surface defects and doping, and even-
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Fig. 23.21 (a) DFPT dispersion curves for three quintuple layers of Bi2Se3.111/ [23.370, 371] and (b) of
Sb2Te3.111/ [23.370, 372]. The calculations do not include SOC or van der Waals corrections. HAS data [23.371] for
Bi2Se3.111/ are also reported with symbols of different colors according to the assignment to different phonon branches

tually cut the associated quantum-well states within the
surface band bending. These apparently conflicting re-
sults may actually hide a complex scenario, which it
would be worth investigating further.

The spin–orbit interaction provides the fundamen-
tal mechanism for the nontrivial electronic structure of
topological insulators. It is, therefore, expected to also
affect the surface phonon dispersion curves, the major
effect being a substantial softening of the optical modes,
as observed above for Bi(111). On the other hand, the
DFPT calculation with no SOC and no van der Waals
(VdW) correction for Bi2Se3.111/ yields good agree-
ment with HAS over the entire dispersion curve. The
more precise micro-Raman measurements by Shahil
et al. [23.373] on exfoliated samples of few quintuple
layers (QL) of Bi2Se3.111/ and Sb2Te3.111/ predict
energies of 21.5 and 20:5meV for the highest A1g

Raman-active mode, respectively, slightly softer than
the corresponding SV1 modes at � . The discrepancy
in Bi2Se3.111/may indicate that the SOC softening ex-
ceeds the VdW hardening, while the better agreement
in Sb2Te3.111/ speaks for a substantial cancellation of
the two corrections.

A similar misfit occurs for Bi2Te3.111/ between
the highest �-point mode calculated with DFPT with
no SOC or VdW (Fig. 23.22a; [23.374, 375]) and
the corresponding Shahil et al. micro-Raman A1g en-
ergy [23.373] (Fig. 23.22b), also suggesting a SOC
softening larger than the VdW stiffening. The DFPT
calculation of the lower part of the spectrum is in excel-
lent agreement with the high-resolution 3He-spin-echo
(HeSE) scattering data shown in Fig. 23.23a. Also in
this case, the deep Kohn anomaly reported at QD
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2kF Š 0:18Å�1 in a previous HAS study by Howard
et al. [23.376, 377] is not found in the HeSE mea-
surements, nor in the DFPT calculation. However, the
inspection of the DOS associated with the RW and the
L acoustic branches as measured with HeSE scattering
(Fig. 23.23b) reveals an incipient sharp Kohn anomaly
in the L branch at about one half of the zone [23.374,
375], which could correspond to an electron–phonon
coupling involving Fermi-level quantum-well states
within the surface band bending [23.378].

The implication of quantum-well electronic states at
a band-bending accumulation layer in surface phonon
anomalies is also transparent in a recent Brillouin scat-
tering study of the RW and L dispersion curves in the
GHz spectral region of a 50 nm Bi2Te3.111/ film on
a GaAs substrate (Fig. 23.23c; [23.379]). The fact that
the anomalies occur at a wavevector corresponding to
a penetration depth of the surface waves approximately
equal to the film thickness means that the electron–
phonon coupling is with the excitations of the two-
dimensional electron gas (2DEG) at the Bi2Te3=GaAs
interface. The surface waves at smaller wavevectors be-
come the Sezawa waves of the supported film.

Heid et al. [23.380] recently demonstrated (includ-
ing SOC) that the weak electron–phonon interaction
due to Dirac electrons in this class of topological insula-
tors is strongly enhanced when the Fermi level is shifted
above the minimum of the conduction band, so as to
cut the surface 2DEG minibands. This work demon-
strates that the major contribution to electron–phonon
coupling comes from the higher optical phonons above
10meV, i.e., those which most perturb the electronic
states within the QLs.

A final remark concerns surface phonons in this
class of topological insulators. Although the QLs are
commonly considered to be held together by weak van
der Waals interactions, there is no gap in the surface
phonon DOS between the acoustic (interlayer) and the
optical (intralayer) phonon bands, unlike what occurs
in Bi(111) and Sb(111). Optical bands, as is visible
in Figs. 23.21 and 23.22, exhibit unusually strong dis-
persions with large avoided crossings and character
exchanges. This peculiar behavior appears to be a signa-
ture of the important electron–phonon effects affecting
the optical branches and is represented in DFPT by the
last term of (23.53).

23.3 Some Open Problems

Despite the great progress and success of DFPT in the
calculation of surface phonons of all kinds of crystal
lattices, there is an intrinsic limitation in the size of sys-
tems that can be approached within a reasonable central
processing unit (CPU) time. The size limitation mainly
concerns the number of atomic layers that can be cho-

sen in the slab and the spatial extension of the surface
unit cell. Complex structures with extended surface unit
cells can be approached only at the expense of the num-
ber of layers, yielding coarse surface-projected phonon
densities. As long as the surface modes are well lo-
calized, their dispersion curves can be obtained with
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the electron–phonon coupling is with
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sufficient precision, even with a slab model of a few
layers. The condition is that the surface phonon pen-
etration length should be much shorter than the slab
thickness. However, surface resonances are as important
as localized surface modes in the calculation of various
surface response functions, and their dispersion curves
can hardly be recognized in slabs with a too few lay-
ers, especially in the case of large surface unit cells. In
general, a simple scaling argument suggests that a semi-
infinite crystal can be reliably modeled by a slab as long
as the thickness is much larger than the linear size of
the cell (or the number of layers is much larger than the
number of atoms composing the unit cell).

This problem needs to be carefully considered for
the prediction and interpretation of the HAS spectra.

After being recognized to carry information on both
localized surface modes and resonances and also on
subsurface modes having their largest amplitude sev-
eral layers beneath the surface, it became clear that
ab-initio simulations with only a few atomic layers
would be insufficient. Efficient expedients have to be
introduced, like that of sandwiching a thick slab with
ab-initio bulk force constants between the two halves
of a thin slab with its ad-hoc ab-initio force constants.
This way, sufficiently reliable dense surface projected
DOS can be obtained and resonant features identified.
From earlier discussions, it appears that the Green’s
function formalism is most appropriate for dealing
with energy-dependent vibrational response functions
and resonances. Provided that the eigenfrequencies
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and eigenvectors of the bulk phonons are known, the
Green’s function formalism can also be applied to ex-
tended surface unit cells, since the coordinate space to
deal with is reduced from that of the entire slab to that
of the perturbation. Thus, one of the possible and highly
desired developments in the field would be the imple-
mentation of the Green’s function method for DFPT
surface dynamics.

Another challenge for DFPT is represented by the
nonadiabatic manifestations of electron–phonon inter-
action, like, e.g., the sharp Kohn anomalies occurring
in quasi-one-dimensional free-electron systems at the
surface of metals. A well-known example is that of
W(110) covered with an atomic hydrogen monolayer.
Figure 23.24 collects the surface phonon dispersion
curves of the clean W(110) surface (Fig. 23.24a,b)
and of W.110/WH.1�1/ (Fig. 23.24c,d), calculated with
DFPT (Fig. 23.24a,c) [23.381] and measured with
HREELS (full symbols) [23.386, 387] and HAS (open
symbols) [23.382–385]. The inset in Fig. 23.24b shows
the irreducible part of the surface Brillouin zone with
the symmetry directions on the bcc(110) surface. The
H monolayer induces a deep Kohn anomaly in the �H
direction, whose nonadiabatic character is due to an
avoided crossing between the surface phonon branches
and the electron–hole excitations in the quasi-1-D elec-
tronic band of the hydrogen rows, as is illustrated in the
inset of Fig. 23.24d [23.388].

While the DFPT calculation [23.381] for the clean
surface accounts very well for the experimental disper-
sion curves, that for the H-covered surface fails to re-
produce the deep anomaly. The anomalies obtained by
DFPT originate, as expected, from the corresponding
2kF nesting at the Fermi level [23.389, 390], but due to
the adiabatic approximation required by DFPT, the pre-
dicted anomaly in the RW is much shallower than the

sharp anomaly seen in the HAS experiment. At the two
avoided crossings, the surface phonon is converted into
an electron–hole excitation, with atoms moving less and
less and electrons oscillating more and more, and vice
versa. Since HREELS in the impact regime mostly in-
teracts with core electrons, it only detects phonon-like
excitations and can follow the anomalous dispersion
curve only as long as the atomic displacements are suf-
ficiently large. If the adiabatic approximation could be
avoided in DFPT calculations, then it would be pos-
sible to deal with this and other similar nonadiabatic
phenomena like, e.g., phonon-induced chemical reac-
tions at surfaces, etc. As discussed in Sect. 23.2.2, the
ME method provides a phenomenological approach to
nonadiabatic phonon dynamics (see, e.g., the PC model
fit of W.110/WH.1�1/ and Mo.110/WH.1�1/ anomalies
in [23.388]), but the specific role of the electronic band
structure and electron–hole excitations at the Fermi
level can only be accounted for by a full develop-
ment of a nonadiabatic DFPT, hopefully in the near
future.
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24. Electron–Phonon Interaction on Metallic
Surfaces, Overlayers and Thin Films

Rolf Heid, Irina Y. Sklyadneva, Evgueni V. Chulkov

The electron–phonon interaction (EPI) lies at the
heart of many physical phenomena like electrical
and heat conductivity, phonon-mediated super-
conductivity, dynamics of excited electrons and
holes, and various temperature-dependent phe-
nomena. Knowledge of EPI is therefore of profound
interest in condensed matter physics.

This chapter provides an introduction to the
EPI on metallic surfaces, overlayers, and thin
films. Section 24.1 describes the basic concepts
of the renormalization of electronic quasiparticles,
which manifests itself in finite lifetimes of excited
electrons or holes and kinks in electronic band
dispersions. A central quantity is the electron self-
energy, which incorporates dissipative processes
induced by scattering of virtual phonons. Sec-
tions 24.2 and 24.3 present current computational
and experimental techniques, respectively, which
allow the energy- and momentum-dependence
of these phenomena to be analyzed in great de-
tail. A compilation of results for elemental and
adsorbate-covered metal surfaces, thin films, and
metallic states on the surface of topological in-
sulators is given in Sect. 24.4. Finally, EPI-related
phenomena are discussed from the perspective of
the surface phonons in Sect. 24.5.
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Electron–phonon interaction (EPI) is one of the funda-
mental many-body interactions always present in a solid
material. In the last two decades this research field has
gained new impetus in the context of surface science,
because surfaces provide a unique platform for these
studies as they allow amore direct and controlled access
to the relevant electronic and phononic quasiparticles
than the bulk counterpart. In addition, EPI is important
for a detailed understanding of a variety of surface-
related phenomena, like surface relaxation or surface
phase transitions. As it changes the properties of both

electronic and vibrational quasiparticles, it also has an
impact on various dynamical processes at surfaces.

Fundamental aspects ofEPI in crystalline solids have
been reviewed in the classic book of Grimvall [24.1].
The steady improvement of experimental and theoret-
ical techniques led to a rise in studies of EPI properties
on surfaces. This research field is characterized by
a fruitful interrelation of theory and experiment. On the
one hand, theoretical models provide microscopic inter-
pretations of experimental data, while on the other hand
high-precision experiments serve as tests for the accu-
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racy of theoretical approaches. For further reading, we
refer the reader to several review articles that deal with
EPI on surfaces from different perspectives [24.2–10].

In this chapter, we will address studies of EPI for
metallic surfaces, overlayers, and thin films. Not dis-
cussed are layered materials, like cuprate or iron-pnic-
tide/chalcogenide superconductors, or charge-density
wave compounds, like transition-metal dichalcogenides,
where EPI has been studied with similar techniques, but

where the emphasis was placed on bulk properties. We
also do not include EPI studies of 2-D materials like
graphene, which are topics of separate chapters in this
handbook. While we briefly introduce several spectro-
scopic and theoretical techniques, this is done only in the
context of their applications to gain information about
the EPI. The reader is referred to other chapters of this
handbook for more detailed presentations of these tech-
niques.

24.1 Basic Concepts

In this section, an introduction to the fundamental as-
pects of electron–phonon interaction, its influence on
electronic quasiparticles, and its quantification is pre-
sented. In the following, we adopt atomic units with
„ D 1, where „ is Planck’s constant.

24.1.1 Renormalization
of Electronic Quasiparticles

The central quantity describing the renormalization of
electronic quasiparticles is the electron self-energy ˙ .
It is a momentum- and energy-dependent quantity that
describes the effect of interactions of a quasiparticle
with its environment. The relationship between the self-
energy and the renormalized Green’s function G is
given by the Dyson equation

G.k�; �/D Œ�� �k� �˙.k�; �/��1 : (24.1)

Here the electronic state is denoted by a momentum k
and band index �. The unrenormalized or bare energy
is �k� , which is taken relative to the Fermi level �F. For
not too large self-energies, the spectral function of the
quasiparticle,

A.k�; �/D�2ImfG.k�; �C iı/g ; (24.2)

possesses a well-defined peak which is shifted from
the original quasiparticle energy and acquires a finite
linewidth. Here, ı denotes a positive infinitesimal num-
ber. The shifted energy is connected to the real part of
˙ by

�k� D �k� �Ref˙.k�; �k�/g ; (24.3)

while the imaginary part determines the linewidth (full-
width-at-half-maximum)

�k� D�2Imf˙.k�; �k�/g : (24.4)

The inverse linewidth gives the lifetime of the quasipar-
ticle,

�k� D 1

�k�
: (24.5)

The self-energy can be represented by an infinite
series of Feynman diagrams. In the case of the electron–
phonon interaction, the dominant contribution comes
from the lowest-order diagram schematically shown
in Fig. 24.1, which describes a virtual exchange of
a phonon mode, and leads to [24.1]

˙.k�; �/D 1

Nq

X

qj

X

�0
jgqjkCq�0;k� j2

�
�

b.!qj/C f .�kCq�0 /
�C!qj � �kCq�0 C iı

Cb.!qj/C 1� f .�kCq�0/
��!qj � �kCq�0 C iı

�
: (24.6)

The q-summation runs over Nq points in the first
Brillouin zone. Temperature dependence enters via
the Fermi and Bose distribution functions f .�/D 1=
.e�=.kBT/C 1/ and b.�/D 1=.e�=.kBT/ � 1/, respectively,
where kB is Boltzmann’s constant; !qj denotes the en-
ergy of the phonon mode with momentum q, while j

kν

qj

kνk + qν'

Fig. 24.1 Schematic drawing of the lowest-order contribu-
tion to the electron self-energy coming from the electron–
phonon interaction. Straight and zigzag lines represent
electron and phonon Green’s functions, respectively
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Fig. 24.2 Schematic drawing of the scattering processes
that contribute to the self-energy of a hole quasiparti-
cle (k�), indicating electronic transitions (red arrows) and
emitted or absorbed phonons (blue zigzag lines)

indexes the phonon branch. The electron–phonon ver-
tex gqjkCq�0;k� represents the probability amplitude to
scatter an electron/hole from a state (k�) to (kC q�0)
via the phonon mode (qj). Higher order diagrams are
supposed to be small in virtue of the Migdal theorem
and are usually neglected [24.11].

An illustration of the physical processes described
by (24.6) is given in Fig. 24.2. When a hole quasipar-
ticle is created below the Fermi energy, electrons can
scatter virtually from states with higher or lower ener-
gies, which is accompanied by a simultaneous emission
or absorption of a phonon, respectively. Similarly, an
electronic quasiparticle created at energies above the
Fermi level can scatter virtually into other unoccupied
states, again emitting or absorbing a phonon. These two
types of processes are represented by the first and sec-
ond term in (24.6), respectively.

The imaginary part of ˙ can be written in the
form [24.6]

Imf˙.k�; �/g

D � 
1Z

0

d!
˚
˛2FCk�.�; !/Œb.!/C f .!C �/�

C˛2F�k�.�; !/Œb.!/C f .!� �/�� ; (24.7)

where the two spectral functions defined by

˛2F˙k�.�; !/D
1

Nq

X

qj

ı.!�!qj/

�
X

�0
jgqjkCq�0;k�j2ı.�� �kCq�0 ˙!/

(24.8)

correspond to the emission (C) and absorption (�)
processes. Combining (24.7) with (24.4) gives an ex-
pression for the quasiparticle linewidth due to electron–
phonon interaction

�k� D 2 

1Z

0

d!
˚
˛2FCk�.�k�; !/Œb.!/C f .!C �k�/�

C˛2F�k�.�k�; !/Œb.!/C f .!� �k�/�
�
:

(24.9)

A formula for the real part of the self-energy can be
derived directly from (24.7), but in practice it is more
convenient to make use of the Kramers–Kronig relation

Ref˙.k�; �/g D 1

 

Z
d�0

Imf˙.k�; �0/g
�� �0 : (24.10)

The second ı-function in (24.8) expresses the energy
conservation and differs for emission and absorption by
the sign of the phonon frequency. Because energies re-
lated to lattice vibrations are often much smaller than
the relevant electronic energies, emission or absorp-
tion of a phonon mainly changes the momentum of the
electron, while the associated energy change is negligi-
ble. Therefore, the difference between the two spectral
functions is often very small, and one can resort to the
so-called quasielastic approximation

˛2F˙k�.�k�; !/� ˛2Fk�.!/

D 1

Nq

X

qj

ı.!�!qj/
X

�0
jgqjkCq�0;k� j2

� ı.�k� � �kCq�0 / ; (24.11)

which gives a simplified expression for the linewidth

�k� � 2 

1Z

0

d!˛2Fk�.!/

� Œ2b.!/C f .!C�k�/C f .!��k�/� : (24.12)

The spectral function ˛2Fk�.!/ bears some simi-
larities with the well-known Eliashberg function used
in the strong-coupling theory of phonon-mediated su-
perconductivity. The important difference is that it is
associated to an individual electron state (k�) and de-
scribes the effect of coupling to all other electronic
states which can be reached by exchange of a single
phonon.

In the derivation presented above, the Dyson equa-
tion (24.1) is evaluated directly on the real axis. This
approximation breaks down when the self-energy be-
comes too large. More generally, the quasiparticle prop-
erties are determined from the poles of the renormalized
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Green’s function in the complex plane, i.e., for com-
plex energies �. Such a scheme has been developed by
Eiguren et al. [24.12, 13]. Application to the surface
band renormalization of H/W(110) led, for large cou-
pling strength, to a complex behavior of the renormal-
ized spectral function like multipeak structures, which
can no longer be interpreted within a simple quasiparti-
cle picture.

24.1.2 Electron–Phonon Coupling Strength

The strength of the renormalization depends on three
factors: (i) available final electronic states (kC q�0),
(ii) available phonon modes connecting the initial to the
final states, and (iii) the probability for this scattering
given by jgqjkCq�0;k�j2. A convenient dimensionless mea-
sure of the average coupling strength is the electron–
phonon coupling constant

�k� D 2
Z

d!
˛2Fk�.!/

!
: (24.13)

It is a property of the individual quasiparticle (k�) and
depends both on momentum and band index. It can
be directly connected to measurable quantities in two

ways. The first one is the high-temperature behavior
of electronic linewidth. Under the condition T� !max,
where !max is the maximum phonon frequency, the
linewidth becomes linear in T and (24.12) simplifies to

�k� � 2 �k�kBT : (24.14)

Thus, �k� is given by the slope of the linear increase
of the linewidth at sufficiently high temperatures. The
second route is via the self-energy and is based on the
exact relationship

�k� D @Ref˙.k�; �/g
@�

ˇ̌
ˇ̌
�D�F ;TD0

: (24.15)

Thus, �k� also determines the slope of the real part
of the self-energy at the Fermi energy �F in the limit
T! 0K. The real part of self-energy can be extracted
from measurements of the renormalized quasiparticle
dispersion at low temperatures.

Both routes, via the temperature-dependent line-
width or the low-energy behavior of the self-energy,
have been widely utilized to determine the coupling
constant from experimental data. We will discuss the
applied techniques in more detail in Sect. 24.3.

24.2 Computational Approaches

Renormalization of electronic quasiparticles is typi-
cally a process involving many phonon modes, which
also differ in the way they couple to the relevant elec-
tronic states. Interpretation of experiments is therefore
quite involved and must be combined with theoretical
guidance. Simple models have been widely used in an-
alyzing experimental data, but they provide only limited
information about the most relevant phonons involved.
Significant advances in microscopic approaches in the
last decade have made very detailed calculations of all
relevant quantities possible today.

24.2.1 Simple Models

We will discuss here two types of simple models, the
Einstein and the Debye model. The Einstein model
provides an instructive look into the renormalization
process. It assumes the coupling of a single disper-
sionless phonon branch of frequency ˝. The spectral
function then consists of a single ı-type peak repre-
sented by

˛2Fk�.!/D �E˝2 ı.!�˝/ : (24.16)

The corresponding electron self-energy for T! 0 is de-
picted in Fig. 24.3a. In this limit, only phonon emission

processes contribute and the imaginary part exhibits
a characteristic step at ˝. Physically this means that if
a quasiparticle is created within an energy range smaller
than ˝ around the Fermi level, this state cannot decay
via emission of a single phonon. For energies larger
than ˝ this decay channel is opened. The real part of
the self-energy possesses a maximum at the phonon fre-
quency. As a result, the renormalized dispersion shown
in Fig. 24.3b exhibits a kink-like structure right at the
phonon energy.

The Einstein model is only appropriate if the
electron–phonon interaction is dominated by a single
dispersionless optical mode. A more common situation
is that the surface states are coupled to many vibrations
with a continuous frequency spectrum. Then, the Debye
model is more appropriate. This ansatz assumes that
all phonon modes contribute equally to the total cou-
pling, such that the spectral function is proportional to
the phonon density of states. The latter is approximated
by a Debye spectrum [24.4, 14]

˛2Fk�.!/D �D !
2

!2
D

; ! � !D : (24.17)

The Debye frequency !D characterizes the maximum
phonon frequency, while �D denotes the coupling con-
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Fig. 24.3a,b Illustration of the renormalization of an electronic band for a model of coupling to an Einstein-type phonon
branch with energy˝. (a) Real and imaginary part of the electron self-energy. (b)Renormalized quasiparticle dispersion,
displaying a kink at the phonon energy
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Fig. 24.4 Linewidth as a function of temperature (black
lines) as well as the temperature derivative (red lines) for
the Debye model for two values of the ratio �k�=!D

stant. The temperature dependence of the linewidth
obtained with this model using (24.12) is shown in
Fig. 24.4. Its functional form depends on the ratio
of the quasiparticle energy �k� and !D. The linear-in-
T regime is typically reached at temperatures slightly
above !D=kB.

The complete functional form of � .T/ provides
a convenient basis for fitting data should the linear-in-T
regime not be reachable. The fit result depends on the
chosen !D and often the bulk !D is chosen. However,
for surfaces that possess a larger surface relaxation or
an electronic structure distinct from the bulk, !D is ad-
justed to account for a surface phonon spectrum that
deviates from the bulk, or even two-dimensional vari-
ants of the Debye spectrum are used [24.2].

24.2.2 Microscopic Models

A calculation of EPI-related quantities requires the
knowledge of three ingredients:

(i) electronic surface band structure including elec-
tronic wavefunctions

(ii) phonon spectrum comprising vibrations of the bulk
material, and localized phonon modes present at
the surface and

(iii) first-order variation of the screened potential in-
duced by atom displacements, which determine the
electron–phonon matrix elements.

Steps towards an atomistic calculation of EPI on sur-
faces were first made by the development of micro-
scopic models, which for each of the three ingredients
independently introduce simplifying approximations.
Such a model approach was proposed in [24.15, 16]
based on the following assumptions:

(i) The one-electron states were derived from a one-
dimensional potential representing the crystal po-
tential at the surface. The form of the potential was
constructed in such a way as to reproduce various
properties of the surface electronic structure, like
surface-projected bulk gaps or energies of surface
and image states [24.17].

(ii) Lattice dynamical properties were obtained from
a force-constant model with a single parameter,
and the surface vibrations were calculated by ap-
plying this model to a slab geometry [24.18].

(iii) The first-order variation of the screened poten-
tial was represented by Ashcroft pseudopoten-
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tials [24.19], which were screened either with
the Thomas–Fermi approximation or the random-
phase approximation. In metals, screening is cru-
cial to obtain realistic values for the electron–
phonon matrix elements.

This model approach is restricted to surface states de-
rived from s-p orbitals only, and works for metals with
simple and compact lattice structures, where the sim-
plified description of the lattice dynamics is justified.
It was therefore applied predominantly to compact sur-
faces of fcc noble and transition metals, and to surfaces
of Al. This approach was later extended by introducing
two-dimensional potentials to describe the one-electron
states, which improved the description of the electronic
surface structure in the case of more anisotropic sur-
faces like the (110) surfaces of fcc noble metals [24.20].
To handle overlayers, phononswere calculated from the
more sophisticated embedded atom model [24.21, 22].

24.2.3 Ab Initio Calculations

Density-functional theory is nowadays a well estab-
lished approach to calculate electronic structure prop-
erties in a wide range of material classes. It starts
from the quantum-mechanical description and provides

material-specific information about the one-electron
wavefunctions and energies. Besides, also the lattice
dynamics and electron–phonon interaction can be cal-
culated within the same framework. The most efficient
scheme is based on a linear-response technique and
is called density-functional perturbation theory [24.23–
26]. It allows calculation of the first-order response of
the electronic system with respect to an atomic dis-
placement in a self-consistent procedure, from which
the phonon properties can be derived. Importantly, this
approach automatically incorporates screening effects.
In addition, it provides the first-order variation of the
potential needed for the electron–phonon matrix ele-
ments.

There are presently a growing number of studies
applying this technique to the EPI on surfaces. Sur-
faces are represented by finite-size slabs, which must
be chosen thick enough to converge to the surface prop-
erties of a semi-infinite system [24.27]. The bottleneck
of such ab initio studies is usually the calculation of the
phonons, which quickly becomes very expensive with
increasing slab thickness. Furthermore, the evaluation
of EPI quantities requires fine meshes in momentum
space for both phonons and electron–phonon matrix
elements, which is typically handled by elaborate in-
terpolation schemes [24.28, 29].

24.3 Experimental Determination of Electron–Phonon Coupling Strength

In this chapter we briefly recapitulate the different
experimental approaches used to extract the electron–
phonon coupling in surface states.

24.3.1 Angle-Resolved
Photoemission Spectroscopy

The most widely used experimental technique to obtain
information about the strength of the electron–phonon
interaction at surfaces is angle-resolved photoemission
spectroscopy (ARPES), which allows the properties of
individual electronic quasiparticles to be accessed. In
the photoemission process, an incoming photon is ab-
sorbed and excites an electron from an occupied state
into a vacuum state. In the so-called sudden approxi-
mation, one assumes that after photon absorption the
photoelectron does not interact further with the system
left behind. Without energy and momentum resolu-
tion effects, the photoemission intensity can be written
as [24.30]

I.k; �;T/D I0.k/f .�;T/A.k; �;T/ : (24.18)

For simplicity, the discussion is restricted to a sin-
gle electronic band, k denotes the momentum of the

photoelectron and � its energy relative to the Fermi
level, I0 is proportional to the square of the matrix el-
ement describing the excitation process and depends
on the momentum of the photoelectron as well as on
the energy and polarization of the incoming photon,
and f is the Fermi distribution function. In (24.18) the
temperature dependence of the quantities is shown ex-
plicitly. The one-particle spectral function A contains
all information about the initial electronic state, and is
connected to the one-particle Green’s function via

A.k; �; T/D�2ImfG.k; �;T/g : (24.19)

This can be expressed in terms of the electronic self-
energy with the help of (24.1) as

A.k; �; T/

D� 2Imf˙.k; �;T/g
Œ� � �k �Ref˙.k; �;T/g�2C ŒImf˙.k; �;T/g�2 :

(24.20)

On the basis of this general relationship, two major
routes have been pursued to extract information about
the self-energy from ARPES experiments, which are
described in the following.
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Fig. 24.5 Example of a temperature-dependent linewidth.
Data points (filled squares) for the Cu(111) surface state
at � taken from [24.31] (Data points taken from [24.6],
© IOP Publishing & Deutsche Physikalische Gesellschaft.
CC-BY-NC-SA)

Measurement of Temperature-Dependent
Linewidth

A straightforward procedure to determine the linewidth
� of an electronic state is by scanning the photoemis-
sion intensity as a function of energy for a fixed mo-
mentum k. For electronic states with binding energies
larger than typical phonon energies, the energy depen-
dence in the self-energy can be neglected to a good ap-
proximation. Such a scan takes a Lorentzian shape with
a full-width-at-half-maximum � .T/D 2jImf˙.T/gj.
In general, it is the sum of three contributions, � D
�e�phC�e�eC�df. Apart from the linewidth from the
electron–phonon interaction (�e�ph), it contains contri-
butions from inelastic electron–electron scattering pro-
cesses (�e�e), and elastic scattering of electrons from
defects at the surface (�df). As the latter two contribu-
tions are often very weakly dependent on temperature,
� .T/ equals �e�ph.T/ up to a constant shift. Figure 24.5
shows an example for a measurement of the Cu(111)
surface state, which lies at the surface Brillouin zone
center (�) at a binding energy of 434meV [24.31].
The measured T-dependence of the linewidth can be
described by a constant plus �e�ph.T/ calculated from
(24.12) with the Debye model (24.17). Even without
modeling, the coupling constant � could be directly
extracted from the data from the slope at higher tem-
perature via (24.14). This simple analysis breaks down,
however, when the concentration of surface defects
varies strongly within the same temperature range,
which is the case for defects with a low excitation bar-
rier, and causes a significant T-dependence of �df. Then
the T-dependence of �e�ph cannot be extracted directly
from the data. Such a complication has been discussed
for Al(100) and Au(111) surfaces [24.32, 33].

Momentum k

Energy ε

km

εk

Re {Σ (ε)}

ε

Fig. 24.6 Sketch of extraction of self-energy from ARPES
measurements

Extraction of Electron Self-Energy
The most direct way to extract information about the
self-energy from ARPES experiments is to record mo-
mentum distribution curves (MDCs). An MDC rep-
resents photoemission intensity as a function of k at
constant kinetic energy of the photoelectron, i.e., at con-
stant �, and at constant photon energy. For an analysis
of an MDC, one typically assumes that the k depen-
dence of both the self-energy and the prefactor I0 in
(24.18) can be neglected. This approximation is reason-
able, if one takes data restricted to a sufficiently small
momentum range. The k dependence in (24.18) then
stems solely from the bare dispersion �k, and an MDC
along a one-dimensional direction in momentum space
takes the form

I.k/ / 1

Œ�� �k �Ref˙.�; T/g�2C ŒImf˙.�; T/g�2 :
(24.21)

For constant � and T , this MDC exhibits a maximum at
km given by

�� �km �Ref˙.�;T/g D 0 : (24.22)

This relationship is sketched in Fig. 24.6. At the same
time, an MDC provides also information about Imf˙g.
This is seen most easily for the case where the bare
band is described by a linear dispersion, �k D v.k�kF/,
with v the slope. The MDC then takes the form of
a Lorentzian, and the real and imaginary part of the self-
energy can be extracted directly from the position of its
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maximum km and from its linewidth W (full-width-at-
half-maximum) as

Ref˙.�;T/g D �� v.km� kF/ ;
Imf˙.�;T/g D �v W

2
: (24.23)

The main difficulty of this approach lies in the fact
that the determination of both real and imaginary parts
of the self-energy involves the bare dispersion which
is not known. Two strategies have been applied to deal
with this problem. The first is to determine the bare
dispersion from measurements of the band dispersion
at higher binding energies, where the renormalization
by phonons becomes negligible, or to take it from band
structure calculations, which do not include many-body
corrections.

The second approach rests on the Kramers–Kronig
relation (24.10) connecting the real and imaginary part
of the self-energy. Combined with the experimental
information, it is used to set up a self-consistent pro-
cedure to simultaneously determine the self-energy and
the bare dispersion. This approach is appealing because
it does not require any a priori knowledge about the
bare dispersion. Its accuracy, however, depends cru-
cially on the proper modeling of the high-energy parts
of the self-energy. These high-energy tails needed for
the Kramers–Kronig relation are not directly accessible
experimentally [24.34].

After having obtained the self-energy functions, the
remaining task is to extract the underlying electron–
phonon coupling quantities. Using (24.15), the coupling
constant �k� can be determined from the slope of
Ref˙.�/g at �F in the limit T! 0K. Complications
arise due to finite energy and momentum resolution
present in actual experiments, and the presence of the
Fermi distribution function in the expression (24.18) for
the photoemission intensity [24.35, 36], which hampers
the self-energy analysis in close vicinity to �F and lim-
its the accuracy of the coupling constant �k� obtained
via (24.15). Extraction of complete self-energies is re-
stricted to cases where the renormalization effects are
large enough to be resolved experimentally. Therefore,
most commonly this technique is applied to occupied
states close to the Fermi level. For further reading we
refer to [24.6, 30, 37].

Amore ambitious task is to extract the complete EPI
spectral function ˛2Fk� (24.11) from the self-energy.
A practical procedure, proposed in [24.38], is based on
the approximate relationship between the spectral func-
tion and the real part of the self-energy [24.1]

Ref˙.k�; �/g D
Z

d!˛2Fk�.!/

Z
dx

2f .xC �/
x2 �!2

:

(24.24)

This expression can be derived from (24.6) and (24.8)
in the quasielastic approximation and by replacing the
spectral function by its value at the Fermi level

˛2Fk�.!/� ˛2Fk�.�k�! �F; !/ : (24.25)

These simplifications are reasonable if the electronic
structure behaves smoothly around �F on the scale of
phonon energies. From measurements of Ref˙.�/g, the
spectral function is obtained by inverting the integral
equation (24.24). Because a direct inversion tends to
be numerically unstable, a fitting procedure employ-
ing the maximum entropy method (MEM) has been
developed [24.4, 38], which allows additional physical
constraints for the spectral function to be built in with-
out severe restrictions on its shape. This scheme is more
robust against data noise than the direct inversion, but
still relies on high-precision data. Besides application
to the EPI on the Be(0001) surface [24.4, 38–40] this
MEM fitting procedure has been used in several stud-
ies of the electronic renormalization of layered cuprate
superconductors [24.41–45].

24.3.2 Time-Resolved Angle-Resolved
Photoemission Spectroscopy

The presence of a surface typically creates a variety of
loosely bound states, whose wave functions are located
close to the surface and whose energies lie between the
Fermi energy �F and the vacuum energy Evac. These
unoccupied surface states are not accessible with the
ARPES technique described so far. The state must be
first populated before its dynamics can be studied. This
is achieved by two-photon photoemission spectroscopy
(2PPE), which is a well established technique nowa-
days [24.46, 47].

The principles of the 2PPE excitation process are il-
lustrated in Fig. 24.7. A first light pulse, called the pump
pulse, excites an electron from a state below �F into an

∆t

EkinEkin

Evac

εF

εi εi

Fig. 24.7 Illustration of the two-photon photoemission
process
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unoccupied intermediate state with energy �i above �F.
A second light pulse, also called the probe pulse, then
lifts the electron above the vacuum level Evac. It finally
escapes the surface with a kinetic energy Ekin which
is recorded by an energy analyzer. Further information
about the dynamics of the intermediate state is gained
when the probe pulse is delayed with respect to the
pump pulse by a delay time�t. For this time-dependent
2PPE, one distinguishes two modes of data acquisition:

(i) Energy-resolved 2PPE spectra: the emission rate
is measured as a function of Ekin at a fixed delay time.
Such spectra provide information about the energy and
the linewidth � of the intermediate state.

(ii) Time-resolved 2PPE spectra: the emission rate
is recorded as a function of the delay time for a partic-
ular kinetic energy. When the kinetic energy is chosen
to record the intermediate state, the measured intensity
is proportional to the population of this state. Time-
resolved spectra then reflect the decay of the population
in the time domain, which often exhibits a simple expo-
nential behavior

I / I0e
�t=�i ; (24.26)

from which the intrinsic lifetime �i of the intermediate
state can be deduced directly.

Because the 2PPE process is a second-order ex-
citation, analysis of the recorded intensities is quite
involved. In particular, the linewidth � obtained by
the energy-resolved 2PPE is not only determined by
the intrinsic lifetime (1=�i), but contains further con-
tributions from quasielastic scattering processes. The
latter do not change the population of the intermediate
state, but cause a relaxation of the quantum phase rela-
tion between the states involved in the excitation. This
phenomenon is called dephasing. An elaborate analy-
sis of the 2PPE linewidth is, e.g., presented in [24.47].
Therefore, the true intrinsic lifetime is determined only
by mode (ii). Complications may arise if several inter-
mediate states are present. In this case, the population
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Fig. 24.8a,b
Illustration of
scanning–tunneling
spectroscopy of
a surface state:
Energy level
scheme (a) and
differential conduc-
tance (b)

dynamics must be described by a coupled set of rate
equations, whose solution provides the individual life-
times [24.48]. Determination of the electron–phonon
coupling � then proceeds in the same way as for the
occupied states described in Sect. 24.3.1, namely from
linear T-dependence of the intrinsic linewidths �i.T/D
1=�i.T/ using (24.14).

24.3.3 Scanning–Tunneling Spectroscopy

Another approach to analyze the intrinsic lifetime
of surface states utilizes the scanning-tunneling mi-
croscopy (STM) technique, which is described in more
detail in Chaps. 8 and 25. The metallic tip is first po-
sitioned on top of the surface. For a fixed distance
between tip and surface, the tunneling current I is
recorded as function of the bias voltage V between the
tip and surface. This measurement mode is also called
scanning-tunneling spectroscopy (STS). When the elec-
tronic structure of the tip is featureless, the differential
conductance dI=dV is directly proportional to the den-
sity of states of the surface.

In the presence of a surface state, an additional
tunneling channel is opened, when V is raised to the
bottom of the surface band (Fig. 24.8). This is reflected
as a step in dI=dV as a function of V. A finite life-
time of the surface state gives rise to a broadening
of the step. Li et al. have utilized a numerical evalua-
tion of the tunneling conductance within a many-body
perturbation framework to establish a quantitative con-
nection between the measured width of the step and
the intrinsic lifetime [24.49]. In this way, the total
linewidth of the surface state at the bottom of the sur-
face band is probed. An advantage of this technique is
that prior to the spectroscopic measurements, the STM
can be used to characterize in situ the surface proper-
ties and to identify appropriate defect-free areas, which
eliminates defect scattering as a contribution to the life-
time. Also this technique is applicable to both occupied
and unoccupied surface states. Limitations arise from
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the low temperatures typically required for operating
the STM, which prevents temperature-dependent stud-
ies to discriminate between the electron–electron and
electron–phonon contributions to the lifetime. This has
been circumvented by taking estimates for the electron–

electron contribution from calculations [24.50]. Fur-
thermore, this technique does not resolve the momenta
of the tunneling electrons, and is only applicable to
states at the bottom (or top) of the surface band, where
the tunneling conductance shows well-resolved steps.

24.4 Electron–Phonon Coupling of Electronic Surface States

In this section, we give a compilation of the various
studies devoted to the electron–phonon interaction of
electronic surface states. This research is characterized
by close links between experimental and theoretical in-
vestigations, which mutually stimulated each other and
whose techniques were steadily improved. The field
covers a wide range of metallic surfaces, ranging from
elemental surfaces to adsorbate covered surfaces and
recently to metallic surface states of topological insu-
lators.

24.4.1 Elemental Metal Surfaces

A collection of results for elemental metal surfaces is
given in Table 24.1. Al(100) and Mg(0001) are exam-
ples of nearly free electron metals. Both Al(100) and
Mg(0001) surfaces show surface states around � with
a parabolic dispersion. For Al(100) the surface band
falls into a small bulk-projected band gap, while for
Mg(0001) the surface state lies in the energy range of
bulk-projected states and penetrates more deeply into
the bulk. Experiments and ab initio calculations agree
in that the electron–phonon coupling of these surface
states is comparable to the average coupling in the
bulk materials (0.43 [24.51] and 0.29–0.35 [24.52] for
Al and Mg, respectively). A slight increase at � for
Al(100) was attributed to an additional decay channel
via the Rayleigh surface mode [24.51]. The similarity of
the coupling between surface and bulk states indicates
that the surface modes dominantly couple to bulk states,
which lie close in energy because of the smallness of the
bulk-projected band gap. Significantly larger couplings
are predicted for the occupied and unoccupied surface
states at the X point. The simple electronic structure
has also stimulated the application of model approaches
for Al(100), but the obtained couplings deviate signifi-
cantly from both experimental and ab initio results.

Extensive studies of EPI were devoted to the (0001)
and (1010) surfaces of Be [24.3]. Be bulk is character-
ized by strongly covalent bonding and has a very low
electronic density of states (DOS) at the Fermi energy.
Consequently, its EPI is rather small with �D 0:21�
0:24 [24.1, 96]. Be surfaces display a qualitatively dif-
ferent electronic structure [24.97]. At Be(0001), a sur-
face state is located in a wide band gap, which enhances
the DOS and renders the surface more metallic. For

the surface state around � experiments obtained a large
range of coupling values of 0:6�1:2 at �F. Part of this
spread has been attributed to the difficulty of find-
ing appropriate models to fit the T dependence of the
measured linewidths. The bulk phonon spectrum ex-
tends to rather high frequencies (� 80meV), which
would require temperatures T > 1000K to reach the
linear regime. Also it was suggested that the relevant
surface-phonon spectrum is significantly softer than
the bulk spectrum. More recent experiments based on
the extraction of self-energies revealed a pronounced
anisotropy of the coupling at �F. A similar anisotropy
has been found in theoretical studies, although on aver-
age smaller couplings are obtained. A similar situation
is encountered for Be(1010). A free-electron like sur-
face state exists in the wide gap around the A point,
which again enhances the DOS at the Fermi energy with
respect to the bulk. For this surface state, discrepancies
between experimental values of 0:65�0:7 and theoret-
ical results of � 0:2 remained unresolved. In contrast,
for the second surface state at A at higher binding en-
ergy, experiment and theory agree on an intermediate
coupling of 0:45�0:5, which is still twice as large as
the bulk value.

Surfaces of the noble metals Cu, Ag, and Au have
played an important role in EPI research. The (111)
surface of these metals possesses a Shockley-type sur-
face state around � in the L-gap of the bulk. Another
Shockley-type surface state exists at the Y point of the
(110) surface. These states are well localized within
a few surface layers. Theoretical modeling with dif-
ferent degrees of sophistication has been applied to
this class of surfaces. The surface states can be de-
scribed by approximating the surface potential by one-
or two-dimensional model potentials. Furthermore, the
lattice dynamics can be approximated by a single-force-
constant model, which facilitates a realistic modeling of
the surface phonon spectrum. Experiment and theory
coincide in that the coupling strength is rather simi-
lar for all noble metal surfaces with � in the range of
0:1�0:2. It reflects the small coupling encountered in
the bulk materials (for example, calculations gave 0.14
and 0.17 for Cu and Au, respectively [24.98, 99]). An
even smaller value was obtained for another surface
state at M of the Cu(100) surface. An exception seemed
to be the EPI in the surface state of Au(111), where ini-
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Table 24.1 EPI parameters for electronic states of elemental metal surfaces. Experimental results are from ARPES mea-
surements, if not stated otherwise

Surface k point E
(eV)

� �e�ph (0K)
(meV)

Method References

Al(100) � �2.75 cw 0.51 � fit [24.32]
0.23 Model [24.16]
0.23 18 Model [24.16]
0.51 35 ai [24.51, 53, 54]

26 Model [24.27]
X �4.55 0.78(4) 50 ai [24.51, 55]

1.23 0.65 42 ai [24.51]

k�!M
F 0 0.67(5) Ref˙g slope [24.56]
kF 0 0.55 Model [24.16]

0.45 ai [24.51]
Mg(0001) � �1.63 0.27(2) 21 � fit [24.57]

0.28 19 ai [24.52, 58]
M �0.95 0.38 20 ai [24.52, 58, 59]

Be(0001) � �2.78 0.87 � fit [24.60, 61]
0.38 ai [24.62]
0.21 ai [24.63]

k�!M
F 0 1.18(7) Ref˙g slope [24.64, 65]

1.17 ai [24.63]
0.70(8) MEM [24.4]
1.1 MEM [24.39]
0.94 MEM [24.40]

k�!M=K
F 0 0.7(1) Ref˙g slope [24.61]

k�!K
F 0 0.9 MEM [24.39]

0.88 ai [24.62]
0.48 ai [24.63]

Be(1010) A �0.42 0.65(3) 84 � fit [24.66, 67]
0.16 ai [24.68]

A �2.73 0.49(4) � fit [24.66, 67]
0.44 ai [24.68]

kA!�F 0 0.68(8) MEM [24.38]
0.22 ai [24.68]

kA!L
F 0 0.18 ai [24.68]

Cu(111) � �0.390 0.14(2) 30 � slope [24.31]
0.137(15) � slope [24.69]
cw 0.137 8 � CRef˙g

slope
[24.70]

24 STS [24.50]
0.16 7.3 Model [24.15, 16]

5.7 Model [24.27]
M �1.932 0.085(15) � slope [24.69]

Cu(110) k�!Y
F 0 0.17(2) 7 Ref˙g slope [24.71]

0.160 ai [24.71]
Y �0.510 0.23(2) � slope [24.72]

0.155 7.7 ai [24.71]
0.24 9.6 Model [24.20, 73]

1.7 0.08 4.2 Model [24.20, 73, 74]
Cu(100) M �1.8 0.09(2) � slope [24.69, 75]

Surface k point E
(eV)

� �e�ph (0K)
(meV)

Method References

Al(100) � �2.75 cw 0.51 � fit [24.32]
0.23 Model [24.16]
0.23 18 Model [24.16]
0.51 35 ai [24.51, 53, 54]

26 Model [24.27]
X �4.55 0.78(4) 50 ai [24.51, 55]

1.23 0.65 42 ai [24.51]

k�!M
F 0 0.67(5) Ref˙g slope [24.56]
kF 0 0.55 Model [24.16]

0.45 ai [24.51]
Mg(0001) � �1.63 0.27(2) 21 � fit [24.57]

0.28 19 ai [24.52, 58]
M �0.95 0.38 20 ai [24.52, 58, 59]

Be(0001) � �2.78 0.87 � fit [24.60, 61]
0.38 ai [24.62]
0.21 ai [24.63]

k�!M
F 0 1.18(7) Ref˙g slope [24.64, 65]

1.17 ai [24.63]
0.70(8) MEM [24.4]
1.1 MEM [24.39]
0.94 MEM [24.40]

k�!M=K
F 0 0.7(1) Ref˙g slope [24.61]

k�!K
F 0 0.9 MEM [24.39]

0.88 ai [24.62]
0.48 ai [24.63]

Be(1010) A �0.42 0.65(3) 84 � fit [24.66, 67]
0.16 ai [24.68]

A �2.73 0.49(4) � fit [24.66, 67]
0.44 ai [24.68]

kA!�F 0 0.68(8) MEM [24.38]
0.22 ai [24.68]

kA!L
F 0 0.18 ai [24.68]

Cu(111) � �0.390 0.14(2) 30 � slope [24.31]
0.137(15) � slope [24.69]
cw 0.137 8 � CRef˙g

slope
[24.70]

24 STS [24.50]
0.16 7.3 Model [24.15, 16]

5.7 Model [24.27]
M �1.932 0.085(15) � slope [24.69]

Cu(110) k�!Y
F 0 0.17(2) 7 Ref˙g slope [24.71]

0.160 ai [24.71]
Y �0.510 0.23(2) � slope [24.72]

0.155 7.7 ai [24.71]
0.24 9.6 Model [24.20, 73]

1.7 0.08 4.2 Model [24.20, 73, 74]
Cu(100) M �1.8 0.09(2) � slope [24.69, 75]

cw: consistent with; ai: ab initio; � slope: coupling from linear slope of � .T/; � fit: coupling from model fit of � .T/; Ref˙g
slope: coupling from linear slope of Ref˙.�/g at �F; ˙ fit: model fit to ˙.�/; MEM: maximum entropy method; 2PPE: two-photon
photoemission spectroscopy; STS: scanning tunneling spectroscopy
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Table 24.1 (continued)

Surface k point E
(eV)

� �e�ph (0K)
(meV)

Method References

Ag(111) � �0.063 6 STS [24.50, 76]
0.12 3.7 Model [24.15, 16]

Ag(110) Y �0.106 0.28 Model [24.20, 73, 77]
1.6 0.08 Model [24.20, 73, 78]

Au(111) � �0.487 0.34(1) � slope [24.76, 79]
18 STS [24.50]

cw 0.11 � fit [24.32]
0.11 3.6 Model [24.16]
0.15 4.5 Model [24.33]

Mo(110) k�!N
F 0 0.52 � slope [24.80]

Mo(112) k�!X
F 0 0.42 ˙ fit [24.81]

0.46 ai+Model [24.82]
V(100) kF 0 1.45 Ref˙g slope [24.83]
Pd(111) � 1.26 cw 0.08 2PPE � slope [24.29]

0.08 19 ai [24.29]
Pd(110) Y 1.38 0.17 Model [24.20, 73]

Y 3.4 0.03 Model [24.20, 73]
˛-Ga(010) C �1.1 1.4(1) � fit [24.84]

1.17(4) � fit [24.85]

Sb(111) k�!K
F 0 0.22(3) � slope [24.86]

kavF 0.27 ai [24.87]

Bi(111) k�!M
F 0 0.60(5) ˙ fit [24.88]

k�!M
inner �0.025 0.40(5) � slope [24.36]

�0.37 0.97 ai [24.89]

k�!M
outer �0.30 0.46 ai [24.89]

kavF 0.39 ai [24.90]

Bi(110) k�!X2
F 0 0.27(2) � fit [24.35]

kM!X2
F 0 0.19(3) � fit [24.35]

Bi(100) �! K2 0.07–0.33 0.20(2)–0.72(5) � slope [24.91]

Tl(0001) kavF 1.01 ai [24.92]

Gd(0001) � ��0:2 � 1:0 � slope [24.93]
� � �0.182 1.3 11.7 STS � fit [24.94, 95]

0.491 1.5 STS � fit [24.94, 95]
Lu(0001) � � 0.0023 0.05 STS [24.94]
Ho(0001) � � �0.090 10.3 STS [24.94]

Surface k point E
(eV)

� �e�ph (0K)
(meV)

Method References

Ag(111) � �0.063 6 STS [24.50, 76]
0.12 3.7 Model [24.15, 16]

Ag(110) Y �0.106 0.28 Model [24.20, 73, 77]
1.6 0.08 Model [24.20, 73, 78]

Au(111) � �0.487 0.34(1) � slope [24.76, 79]
18 STS [24.50]

cw 0.11 � fit [24.32]
0.11 3.6 Model [24.16]
0.15 4.5 Model [24.33]

Mo(110) k�!N
F 0 0.52 � slope [24.80]

Mo(112) k�!X
F 0 0.42 ˙ fit [24.81]

0.46 ai+Model [24.82]
V(100) kF 0 1.45 Ref˙g slope [24.83]
Pd(111) � 1.26 cw 0.08 2PPE � slope [24.29]

0.08 19 ai [24.29]
Pd(110) Y 1.38 0.17 Model [24.20, 73]

Y 3.4 0.03 Model [24.20, 73]
˛-Ga(010) C �1.1 1.4(1) � fit [24.84]

1.17(4) � fit [24.85]

Sb(111) k�!K
F 0 0.22(3) � slope [24.86]

kavF 0.27 ai [24.87]

Bi(111) k�!M
F 0 0.60(5) ˙ fit [24.88]

k�!M
inner �0.025 0.40(5) � slope [24.36]

�0.37 0.97 ai [24.89]

k�!M
outer �0.30 0.46 ai [24.89]

kavF 0.39 ai [24.90]

Bi(110) k�!X2
F 0 0.27(2) � fit [24.35]

kM!X2
F 0 0.19(3) � fit [24.35]

Bi(100) �! K2 0.07–0.33 0.20(2)–0.72(5) � slope [24.91]

Tl(0001) kavF 1.01 ai [24.92]

Gd(0001) � ��0:2 � 1:0 � slope [24.93]
� � �0.182 1.3 11.7 STS � fit [24.94, 95]

0.491 1.5 STS � fit [24.94, 95]
Lu(0001) � � 0.0023 0.05 STS [24.94]
Ho(0001) � � �0.090 10.3 STS [24.94]

cw: consistent with; ai: ab initio; � slope: coupling from linear slope of � .T/; � fit: coupling from model fit of � .T/; Ref˙g
slope: coupling from linear slope of Ref˙.�/g at �F; ˙ fit: model fit to ˙.�/; MEM: maximum entropy method; 2PPE: two-photon
photoemission spectroscopy; STS: scanning tunneling spectroscopy

tially a � of 0.34 was deduced from the T-dependent
linewidth [24.79], but a reanalysis of the data taking
into account thermally excited defects showed that they
are consistent with the smaller value of 0.11 obtained
from calculations [24.32, 33].

The � surface state in Au(111) is well known to
show a Rashba-type splitting due to spin–orbit cou-
pling. Such a splitting could be resolved also for
Cu(111) in a recent ARPES experiment, which was

a prerequisite for extracting the correct self-energy at
the Fermi energy. The derived � compared favorably
with ab initio calculations [24.71].

Transition metals are characterized by an active in-
volvement of d states in the electronic structure at the
Fermi energy. They often possess a sizable electron–
phonon coupling in the bulk and one therefore expects
them to exhibit larger surface EPI effects. Indeed the
first extraction of an electron self-energy was achieved
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for a surface band at the Mo(110) surface with a �D
0:52, which was even enhanced compared to the bulk
value of 0.42 [24.80]. A coupling comparable to the
bulk was found for a band observed at the Mo(112)
surface [24.81], although a recent analysis of the sur-
face band structure suggested that the observed band
has a dominant bulk-like character. A large surface en-
hancement of the coupling was found for the V(100)
surface state with a measured �D 1:45 vastly exceed-
ing the bulk value of 0:8�1:2 [24.98].

The Shockley-type states at � of the (111) and
(110) surfaces of Pd have also been investigated. In
contrast to the (111) and (110) surfaces of noble el-
ements, these Pd surface states lie above �F and are
unoccupied. A very small coupling of �D 0:08 for
the (111) surface state observed in a two-photon-
photoemission experiment was explained theoretically
by a strong reduction of the bulk states available for
the decay above �F. A more extensive theoretical cal-
culation predicted that the coupling strength of other
surface-localized states below �F varies strongly with
the energy and momentum and could reach values up to
1.4 [24.100, 101], significantly exceeding the Pd bulk
value (0:35�0:69 [24.98]).

˛-Ga is another elemental metal with a large EPI in
the bulk (�D 0:98 [24.1]). The (010) surface supports
a surface state which builds an electron pocket around
the C point at the corner of the surface Brillouin zone.
T-dependent linewidth measurements for the state at C
suggested a very large coupling of 1.4. This value was
reduced to 1.17 in a later study, which identified the
presence of a surface phase transition. Still the EPI is
enhanced with respect to the bulk.

The semimetals Bi and Sb are characterized by
a pseudogap with small Fermi surfaces and a very low
DOS. Consequently the EPI in the bulk is very small,
with �D 0:13 [24.90] and 0.17 [24.87] for Bi and Sb,
respectively. In contrast, their surfaces are much more
metallic due to the presence of surface states positioned
in large projected band gaps. For Bi all low-indexed
surfaces (100), (110), and (111) have been studied ex-
perimentally. Spin–orbit coupling (SOC) has a large ef-
fect on their surface electronic structure [24.102]. In
Bi bulk, electronic states always come in pairs be-
cause of the Kramers degeneracy. The loss of inver-
sion symmetry at the surface induces large spin split-
tings of the surface bands, with large impact on the
band dispersion and Fermi-level crossings. The largest
couplings were found for Bi(111). This hexagonal sur-
face hosts two types of Fermi surfaces, a circular one
around � and six lobes stretched along the �M direc-
tion. While the Fermi surface around � is difficult to
access because it lies in a region of surface-projected
bulk states, the EPI of states at the inner part of the lobe-
like Fermi surface has been studied in several ARPES
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Fig. 24.9 (a) Surface band structure of Bi(111) and
(b) variation of the coupling constant calculated with an ab
initio approach. (Reprinted with permission from [24.89].
Copyright (2014) by the American Physical Society)

experiments. It has been argued that the seemingly dif-
ferent results obtained could be reconciled if the finite
energy resolution of the spectrometer is taken into ac-
count [24.35]. A reanalysis of the data suggested a cou-
pling of the order of 0.4, consistent with an ab ini-
tio calculation of the momentum-averaged coupling for
a five-bilayer slab [24.103]. A more detailed ab initio
study of the momentum-resolved EPI for these surface
states has been performed recently [24.89]. As shown in
Fig. 24.9, it revealed couplings of 0:4�0:5 over a wide
range of momentum and energy for states of the sur-
face bandwhich crosses the Fermi energy. The enhance-
ment with respect to the bulk was in part attributed to
coupling within the same surface band. However, for
states close to � a strong increase of �was found, which
could be traced back to a coupling to bulk-like states
at � mediated by long-wavelength phonons of low fre-
quency [24.89].

At Bi(110) the surface states build two Fermi sur-
faces consisting of hole pockets at � and M. Moderate
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Fig. 24.10 Electron–phonon coupling � of the surface
state of Bi(100) along the �M direction as a function of
the binding energy. The inset shows the density of states
of bulk Bi in the same energy range. (Reprinted with per-
mission from [24.91]. Copyright (2003) by the American
Physical Society)

couplings were found in both cases for surface states
at �F. For Bi(100), a distinct dependence of the cou-
pling on the binding energy was observed for a surface
band along the �M line. For increasing momentum, this
band disperses upwards from an energy of 330meV
below �F and reaches a maximum of 70meV below
�F. With decreasing binding energy a large drop of �
from 0.72 to 0.20 was found (Fig. 24.10). Because the
bulk DOS shows a similar energy dependence, namely
a drop from a high DOS at large binding energies to
a low DOS region near �F, the energy dependence of
the EPI was interpreted as reflecting the change in the
number of bulk states available for decay via phonons.
This implies that the decay of these surface states pre-
dominantly happens into bulk-like states.

Albeit SOC is smaller for Sb, dispersion of the sur-
face bands and Fermi surface shapes at the Sb(111)
surface closely resemble those of Bi(111). In this case,
only weak coupling seems to exist. While one ARPES
experiment suggested a coupling slightly enhanced over
the bulk value [24.86], a more recent experiment could
not detect any sizable renormalization of the surface

band at �F [24.104]. A small EPI is also supported by
an ab initio calculation of a Fermi surface average ob-
tained for a slab geometry [24.87].

Another element with strong SOC and large bulk
EPI is Pb with �D 1:55 [24.98]. Its surfaces, how-
ever, do not support well-localized surface states. An
ARPES study of the (110) surface revealed a strong
band renormalization near the Fermi-level crossing of
a bulk state [24.70]. A similar situation is encountered
for the (0001) surface of Tl, where an ab initio in-
vestigation merely found surface resonances. Yet, the
momentum-averaged coupling strength of 1.01 was en-
hanced with respect to the bulk value of 0.87 [24.92].

The EPI has also been investigated for the (0001)
surfaces of the lanthanide metals Gd, Ho, and Lu. The
(0001) surface hosts a 5dz2 -like surface state (Tamm
state) in the projected band gap near � . The exchange
interaction with the 4f magnetic moments splits the sur-
face state into an occupied majority-spin state and an
unoccupied minority-spin state [24.105]. Both ARPES
and STS experiments on Gd(0001) indicated a large
EPI in the range 1:0�1:3 for the occupied majority-
spin state, and an even larger coupling of 1.5 was
obtained by STS for the unoccupiedminority-spin state.
Ho(0001) and Lu(0001) were investigated only by STS,
and no estimate for � was given.

24.4.2 Adsorbate Covered Surfaces
and Thin Films

Materials with confined geometries on the nanoscale ex-
hibit pronounced quantum-size effects, which manifest
themselves in their peculiar electronic and vibrational
properties. Adsorbate-covered surfaces provide a natu-
ral platform to study such quantum-size effects and to
investigate their consequences for the electron–phonon
interaction. When metals are deposited as monolayers
(MLs) or ultrathin films on a substrate, they exhibit an
electronic structure different from the bulkmaterial. The
confinement of the electronic motion in the direction
vertical to the film gives rise to quantum-well states
(QWS), which may interact more effectively with the
adsorbate vibrations resulting in an enhanced EPI. Vari-
ation of the film thickness can be used to tailor these
properties. Key results are summarized in Table 24.2.

Mono- and Submonolayer Coverage
Well-studied examples of strong electron–phonon
interaction for an overlayer system are hydrogen
monolayers on Mo or W metals. The EPI in the surface
electronic structure of H/W(110) has been investigated
by ARPES. This system hosts several hydrogen-related
surface states forming different Fermi surface pockets.
For the band S1 building an elliptic hole pocket around
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Table 24.2 EPI parameters for electronic states at overlayers and quantum-well states of thin films. Experimental results
are from ARPES measurements, if not stated otherwise

Surface Coverage
(ML)

k point E
(eV)

� �e�ph (0K)
(meV)

Method References

H/W(110) 1 k�!S
F (S1) 0 1.4(1) Ref˙g slope [24.106]
kF (S1) 0 0–0.8(2) Ref˙g slope [24.107]

0 0.8–1.1 ai [24.12]
kF (S2) 0 0.7–0.9 ai [24.12]

D/W(110) 1 k�!S
F (S1) 0 0.8 Ref˙g slope [24.106]

Au/Mo(112) 1 k�!X
F 0 0.70 ˙ fit [24.108]

kavF 0 0.68 ai [24.108]

Na/Cu(111) 1 M �0.1 0.24 � slope [24.109]
0.14 5.4 Model [24.21]

0.25 M 9(3) STS [24.110]
Cs/Cu(111) 0.25 M �0.025 0.18 3.3 Model [24.111, 112]

0.408 7.5(30) STS [24.110]
Bi/Cu(100) 0.5 M �2.1 (E1) 0.23(1) � slope [24.113]

X �1.2 (E4) 0.9(1) � slope [24.113]
�1.0 (E5) 1.1(1) � slope [24.113]

Bi/Ag(111) 1=3 � � −(0.7–0.2) 0.55(4) � slope [24.114]
Ag/V(100) 1–8 � QWS 0.2–1.0 � slope [24.83]
Ag/Fe(100) 1–15 � QWS 0.3–1.0 � slope [24.115]
Ag/Cu(111) � QWS 0.11–0.16 � slope [24.116]
Pb/Si(111) 15–28 � QWS 0.71–1.07 � slope [24.117]

4–10 � uQWS 15–60 STS [24.118]
uQWS 1.45–1.6 ai [24.118]

5, 7, 12 � oQWS 0.7–1.0 � slope [24.119]
oQWS 1.0–1.6 ai [24.119]

1 kavF 0 0.72 ai [24.120]
2–6 kavF 0 1.05–1.38 ai [24.121]
4–10 kavF 0 1.5–2.1 ai [24.122]

Surface Coverage
(ML)

k point E
(eV)

� �e�ph (0K)
(meV)

Method References

H/W(110) 1 k�!S
F (S1) 0 1.4(1) Ref˙g slope [24.106]
kF (S1) 0 0–0.8(2) Ref˙g slope [24.107]

0 0.8–1.1 ai [24.12]
kF (S2) 0 0.7–0.9 ai [24.12]

D/W(110) 1 k�!S
F (S1) 0 0.8 Ref˙g slope [24.106]

Au/Mo(112) 1 k�!X
F 0 0.70 ˙ fit [24.108]

kavF 0 0.68 ai [24.108]

Na/Cu(111) 1 M �0.1 0.24 � slope [24.109]
0.14 5.4 Model [24.21]

0.25 M 9(3) STS [24.110]
Cs/Cu(111) 0.25 M �0.025 0.18 3.3 Model [24.111, 112]

0.408 7.5(30) STS [24.110]
Bi/Cu(100) 0.5 M �2.1 (E1) 0.23(1) � slope [24.113]

X �1.2 (E4) 0.9(1) � slope [24.113]
�1.0 (E5) 1.1(1) � slope [24.113]

Bi/Ag(111) 1=3 � � −(0.7–0.2) 0.55(4) � slope [24.114]
Ag/V(100) 1–8 � QWS 0.2–1.0 � slope [24.83]
Ag/Fe(100) 1–15 � QWS 0.3–1.0 � slope [24.115]
Ag/Cu(111) � QWS 0.11–0.16 � slope [24.116]
Pb/Si(111) 15–28 � QWS 0.71–1.07 � slope [24.117]

4–10 � uQWS 15–60 STS [24.118]
uQWS 1.45–1.6 ai [24.118]

5, 7, 12 � oQWS 0.7–1.0 � slope [24.119]
oQWS 1.0–1.6 ai [24.119]

1 kavF 0 0.72 ai [24.120]
2–6 kavF 0 1.05–1.38 ai [24.121]
4–10 kavF 0 1.5–2.1 ai [24.122]

QWS: quantum-well state; uQWS: unoccupied QWS; oQWS: occupied QWS; ai: ab initio; � slope: coupling from linear slope of
� .T/; � fit: coupling from model fit of � .T/; Ref˙g slope: coupling from linear slope of Ref˙.�/g at �F; ˙ fit: coupling from
model fit of ˙.�/; STS: Scanning tunneling spectroscopy

the S point, a split in the dispersion close to �F was
observed, at a binding energy corresponding to an H
adsorbate mode frequency (Fig. 24.11). By replacing
hydrogen with deuterium, the split size was reduced
and its energy position moved closer to �F. This isotope
effect demonstrated that the renormalization is indeed
invoked by the adsorbate [24.106]. A later study
succeeded in extracting the real part of the self-energy
for various directions around the hole pocket. Derived
coupling strengths varied between 0 and 0.8 partly
exceeding �D 0:2 of W bulk [24.107]. H/W(110) was
also examined by an ab initio approach, where the
Dyson equation (24.1) was solved self-consistently in
the complex energy plane. It was found that the interac-
tion with the adsorbate vibrations leads to a breakdown
of the simple quasiparticle picture and results in com-
plex shapes of the spectral functions, whose maxima
mimic the measured band splittings [24.12, 13]. This

strong electron–phonon interaction also has a dramatic
effect on the vibrational properties of the adlayer. Large
phonon anomalies of the adsorbate modes have been
observed for hydrogenated (100) and (110) surfaces of
W and Mo, which will be discussed in more detail in
Sect. 24.5.

Several experimental and theoretical studies were
devoted to Na/Cu(111). Deposition of Na on the
Cu(111) surface leads to a QWS inside the surface-
projected bulk gap of Cu around� . For a full monolayer
(ML) coverage, this state resides about 0:1 eV below
�F at � [24.123]. The experimental coupling of 0.24
obtained from the slope of the temperature-dependent
linewidth surpassed theoretical estimates of � for both
Na (0.16) and Cu (0.15) bulk [24.109]. Several mi-
croscopic model calculations of the EPI with varying
degrees of sophistication have been applied to this sys-
tem [24.2, 21, 124, 125]. Results depended sensitively
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Fig. 24.11a–c
Dispersion of the
surface bands of H
and D monolayers
on W(110) as
measured by
ARPES along
�S. S1 and S2
denote two different
surface bands, B
is a bulk band in
the same energy
region. (Reprinted
with permission
from [24.106].
Copyright (2000)
by the American
Physical Society)

on the choice of the vibrational spectrum relevant for
the coupling, suggesting that an accurate description of
the surface vibrational spectrum including the overlayer
is required for a reliable quantitative calculation of the
EPI. Coupling strengths of similar magnitude have also
been found in a model study of 0:25-ML coverage of
Cu(111) by Cs, which builds an ordered (2� 2) over-
layer [24.112].

Au/Mo(112) is another example of a monolayer
adsorbate system with a coupling that is significantly
enhanced over the bulk value. In an ARPES experiment,
bulk and (112)-derived surface states of Mo were found
to strongly hybridize with a state originating from the
Au overlayer. At �F a large coupling of 0.70 was de-
rived from the self-energy. An ab initio calculation gave
almost the same value for the momentum-averaged cou-
pling at �F.

Submonolayer coverages of Bi on noble metal sur-
faces possess dispersive electronic states which are
hybridized with the substrate electronic states and are
spin-split due to the strong spin–orbit interaction related

to Bi. The EPI has been studied for two cases, a 1=3
monolayer on Ag(111) and a half-monolayer coverage
on Cu(100). In both cases, the surfaces reconstruct.
For the .

p
3�p3/R30ı Bi/Ag(111) surface, a large

Rashba-type splitting of a surface band was observed
near � . It exhibited a strong coupling of about 0.55 with
a rather weak dependence on the binding energy. For
c.2� 2)Bi/Cu(100), even larger values for � were ex-
tracted for states at the surface Brillouin zone boundary
X point. In both cases, the surface states are likely hy-
brid states involving states derived from both adsorbate
and substrate atoms. These cases again exemplify that
the coupling in adsorbate systems can by far exceed the
bulk coupling strengths of the individual metals.

Quantum-Well States in Thin Films
The variation of the EPI in QWS with the thickness
of the film has been systematically investigated for ul-
trathin Ag films on different metal substrates, Fe(100),
V(100), and Cu(111). In each case, QWS develop in
the projected band gap around � . Their binding ener-
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Fig. 24.12 (a) Experimental binding energies and (b) elec-
tron–phonon coupling constant in the � quantum-well
state of Ag films on Fe(100) as a function of the thick-
ness given in number of monolayers (N). (c) shows re-
sults of a model calculation. (Reprinted with permission
from [24.115]. Copyright (2002) by the American Physi-
cal Society)

gies vary significantly with the thickness of the film
and also depend on the type of substrate. In an early
study, the QWS of Ag films on Cu(111) showed little
variations of � with the film thickness, and was similar
to the coupling in Ag bulk [24.116]. In contrast, both

studies on the (100) metal surfaces found a strong and
nonmonotonous variation of � with the thickness. The
largest values of order 1 were obtained for the very thin
films. Figure 24.12 exemplifies this behavior for Ag
films on Fe(100) [24.115]. Most values by far exceed
the value of � for bulk Ag. It has been proposed that the
large coupling is an interface effect and has its origin in
a large potential step at the interface seen by the QWS,
which enhances the electron–phonon coupling matrix
elements. A simple modeling based on this idea could
reproduce the main trends including the observed os-
cillatory behavior in � as a function of thickness, but
a detailed microscopic calculation to substantiate this
explanation has not been performed until now.

Ultrathin films of Pb are another intensively studied
overlayer system. The coupling of individualQWSwere
investigated in several ARPES experiments, where �
values were extracted from the T-slope of the linewidth.
For films of 15�28ML thickness, an oscillatory be-
havior of the EPI with the number of layers was ob-
served [24.117]. For thinner films (� 12ML) the de-
duced � for the QWS of the order of 0.7–1.0 was signif-
icantly lower than the bulk value. Ab initio calculations
suggested that this reduction is linked to the presence of
a substrate, whose impact on the EPI grows the thinner
the films become [24.119].

Unoccupied QWS of Pb films with 4�10ML thick-
ness were studied by a combined scanning tunnel-
ing spectroscopy and ab initio approach [24.118].
From T-dependent STS measurements the electron–
electron contribution �e�e could be separated from
the electron–phonon contribution �e�ph. The linewidth
showed a quadratic dependence on the QWS energy,
which was attributed to �e�e. Comparison with ab initio
calculations suggested that the extracted �e�ph.T D 0/
values are compatible to values of � in the range 1.45–
1.6 for most of the QWS, which are close to the Pb bulk
value of 1.55.

Pb thin films also exhibit peculiar superconducting
properties. Pb bulk is a strong-coupling superconductor
with a large average coupling constant of �D 1:55 and
a bulk transition temperature of Tc D 7:2K. Atomically
flat islands of Pb(111) with large lateral extension can
be prepared on various substrates (Si(111) or Cu(111))
with high control on the number of monolayers. Scan-
ning tunneling spectroscopy can be used to identify the
superconducting transition temperature as the temper-
ature, where a gap in the electronic density of states
opens at �F. These studies show that Tc is reduced
when the film thickness decreases, but superconduc-
tivity survives for films as thin as 5ML [24.126]. For
thicknesses smaller than 30ML, Tc showed an oscilla-
tory dependence [24.117]. Even for a 1-ML coverage
of Pb on Si(111), a superconducting transition was
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Fig. 24.13a,b Schematic drawing of the band structure at
the (0001) surface of the topological insulators Bi2Se3 (a)
and Bi2Te3 (b). CB: bulk conduction band; VB: bulk va-
lence band; �D: energy position of the Dirac point

found (Tc D 1:83K) [24.127]. In this case, however,
the structure of the Pb overlayer differs from a (111)
surface layer. Because of this interest in superconduct-
ing properties, several theoretical studies focused on the
calculation of Fermi-surface-averaged EPI for Pb films.
It has been noted that spin–orbit coupling has a signif-
icant influence on the coupling strength and cannot be
neglected [24.122].

24.4.3 Topological Insulators

Topological insulators are materials whose electronic
structure is topologically distinct from a normal insu-
lator. In the bulk, they possess an electronic band gap
like an ordinary insulator, but the topological property
forces the presence of gapless edge states. A variety
of topological insulators have been theoretically pre-
dicted and experimentally identified, and exist in both
two and three dimensions (2-D and 3-D). A survey of
recent work on EPI for topological insulators has been
given in [24.136], and for further reading we refer to the
reviews [24.137–140].

Table 24.3 EPI parameters for electronic surface states of topological insulators. Experimental results are from ARPES
measurements, if not stated otherwise

Surface k point �F � �D
(eV)

E� �F
(eV)

� Method Reference

Bi2Se3(0001) 0.25–0.3 −(0.2–0.25) 0.25(5) � slope [24.128]
0.23–0.27 −(0–0.02) 0.08 � slope [24.129]

k�!K
F 0.3 0 � 3 Ref˙g slope [24.130]

0.35 0 0.17 Ref˙g slope [24.131]
kavF 0.2 0 0.42 Model [24.132]

0.5 0 0.25 Model [24.133]

Bi2Te3(0001) k�!K
F 0.08 0 < 0:01 Ref˙g slope [24.131]

0.3 0 0.19 Ref˙g slope [24.131]
kavF 0 0.05 ai [24.103]

0.05 0 0.13 Model [24.134]
0.1 0 0.01 Model [24.135]

Surface k point �F � �D
(eV)

E� �F
(eV)

� Method Reference

Bi2Se3(0001) 0.25–0.3 −(0.2–0.25) 0.25(5) � slope [24.128]
0.23–0.27 −(0–0.02) 0.08 � slope [24.129]

k�!K
F 0.3 0 � 3 Ref˙g slope [24.130]

0.35 0 0.17 Ref˙g slope [24.131]
kavF 0.2 0 0.42 Model [24.132]

0.5 0 0.25 Model [24.133]

Bi2Te3(0001) k�!K
F 0.08 0 < 0:01 Ref˙g slope [24.131]

0.3 0 0.19 Ref˙g slope [24.131]
kavF 0 0.05 ai [24.103]

0.05 0 0.13 Model [24.134]
0.1 0 0.01 Model [24.135]

ai: ab initio; � slope: coupling from linear slope of � .T/; Ref˙g slope: coupling from linear slope of Ref˙.�/g at �F; Model:
continuum model for coupling to acoustic modes

In the context of EPI at surfaces, research focused
on the surface states of 3-D topological insulators. Here,
the edge states manifest themselves asmetallic (gapless)
surface states with peculiar properties. In Fig. 24.13,
the surface electronic structure of two prominent exam-
ples of 3-D topological insulators, Bi2Se3 and Bi2Te3, is
sketched schematically. The metallic surface bands are
located at the center of the surface Brillouin zone and
span the energy-gap region between the bulk valence
and conduction bands. At a single crossing point, called
the Dirac point (with energy �D), they possess a linear
dispersion. This 2-D dispersion represents a so-called
Dirac cone, well known from the electronic structure
of graphene. But here the situation differs in that each
band is single degenerate, and the spin direction of each
state is locked perpendicular to its momentum. This pe-
culiar spin structure is promising for applications related
to spin-polarized transport.

The topological origin of the surface state has the
consequence that it is robust against perturbations at
the surface, which do not break time-reversal symme-
try, like nonmagnetic impurities. This argument strictly
holds only in the single-particle picture, but could
be violated by many-body interactions. This moti-
vated several investigations to quantify the strength of
the electron–phonon interaction in topological surface
states. Studies concentrated on the (0001) surface of
the 3-D topological insulators Bi2Se3 and Bi2Te3. Re-
sults are collected in Table 24.3. Both compounds are
layered materials built from neutral five-layer blocks
(quintuple layers), which are only weakly bound by van
der Waals-type interactions. This allows an easy cleav-
age of samples to prepare the (0001) surface, which
is oriented parallel to the layers. The existence of the
topological surface state has been verified experimen-
tally [24.141].
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ForBi2Se3, theDirac point falls within the bulk band
gap, and for uncharged samples its energy coincides
with the Fermi energy. Sample preparation typically
leads to slightly electron-doped bulk materials, which
results in an upward shift of the Fermi level, and may
also lead to a partial filling of the bulk conduction bands.
The degree of doping can be characterized by the energy
distance �F��D. ARPESmeasurements have given quite
diverse results for the EPI. An early experiment [24.142]
could not detect an electron–phonon self-energy, sug-
gestive of a very small coupling. Later studies gave val-
ues for � ranging from 0.08 to 0.25 [24.128, 129, 131].
Even �� 3 has been deduced from the measured renor-
malization of the quasiparticle dispersion [24.130]. The
authors suggested, however, that this large value does
not originate only from the EPI, but also includes cou-
pling to low-energy spin plasmons.

In the case of Bi2Te3, the Dirac point overlaps with
the energy region of the bulk valence states, which
naturally leads to a partial occupation of the upper
part of the Dirac cone even for undoped bulk sam-
ples. ARPES experiments by Chen et al. [24.131] found
a pronounced dependence of the EPI coupling strength
on the doping. A very small � for hole-doped samples
contrasted an enhanced coupling for electron-doped
ones. Anisotropy of the EPI related to the hexagonal
symmetry of the (0001) surface has recently been stud-
ied in an ARPES experiment [24.143]. Close to the
Dirac point, the electronic dispersion is rather isotropic.
At about 200meV above the Dirac point, the disper-
sion along the ��M direction flattens markedly as
compared to the ��K direction. Constant energy con-
tours change from a circular to a hexagonally warped

shape. Simultaneously, the lifetime broadenings be-
come anisotropic, with larger broadenings found along
��K. It was proposed that modifications of the spin
texture in the warped Dirac cone could be responsible
for an anisotropy of the spin-dependent scattering.

Beside these direct probes of the quasiparticle prop-
erties, additional experiments providing more indirect
information about the coupling strength are briefly
mentioned here. Time-resolved ARPES or pump-probe
experiments analyzed the ultrafast carrier dynam-
ics related to the surface state [24.144–146]. Fur-
ther information was gained from transport measure-
ments [24.147, 148] and optical spectroscopy [24.149,
150]. Finally, investigations of the surface phonon
spectrum with helium-atom scattering spectroscopy in-
dicated unusual phonon anomalies, which were at-
tributed to a strong coupling to the topological surface
states [24.151–153]. The approach to quantify the EPI
from the phonon perspective will be addressed further
in Sect. 24.5.

On the theoretical side, the coupling of topologi-
cal surface states with acoustic modes has been studied
based on a continuum model [24.132–135]. This ap-
proach considers the interaction of the surface electrons
with long-wavelength acoustic phonons, which also in-
cludes contributions from surface-localized vibrations
like the Rayleigh mode, but neglects contributions
from optical phonons. Despite a similar framework,
no consensus was reached on the strength of the EPI
(Table 24.3). Contribution from optical phonon modes
were taken into account in an ab initio calculation for
a thin film of Bi2Te3 [24.103]. Results for the average �
suggested a very small coupling.

24.5 Electron–Phonon Interaction and Phonons

The interaction between electrons and atomic vibrations
does not only affect the electronic quasiparticles, but
also renormalizes the vibrational quasiparticles, i.e., the
phonons. In analogy to the electronic quasiparticles, the
EPI gives rise to changes in the phonon frequencies and
evokes finite lifetimes. Because of the reduced dimen-
sionality at the surface, these renormalization effects
can be more pronounced for surface vibrations than for
phonons in the bulk.

The topic of surface phonons is covered in Chap. 23
of this Springer Handbook. We briefly mention here the
three spectroscopic techniques used to measure surface
phonon dispersion and related properties:

(i) Helium atom scattering (HAS): it utilizes inelastic
scattering of He atoms at a surface which creates or
annihilates a phonon. The He atom does not pen-

etrate the surface, but is reflected a few Å above
the surface atoms. This makes this technique very
surface sensitive.

(ii) High-resolution electron energy-loss spectroscopy
(HREELS): this technique uses inelastic electron
scattering processes to gain information about the
lattice vibrations. It is less surface sensitive than
HAS because electrons penetrate the surface.

(iii) Inelastic x-ray scattering (IXS) at grazing inci-
dence: IXS is nowadays a common technique
to probe bulk phonons, because x-rays pene-
trate deeply into the bulk. However, if the angle
of the incoming x-ray is chosen to be smaller
than the angle for total reflection, the so-called
grazing incidence condition, the inelastic scat-
tering acquires a much higher surface sensitiv-
ity.
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In this section, we first introduce the basic quantities
describing the phonon renormalization, and define re-
lated measures of the EPI. Then we give a survey of the
most dramatic effects of the EPI on surface phonons. Fi-
nally, we discuss methods to extract information about
the EPI from measurements of surface phonon proper-
ties.

24.5.1 Renormalization of Phonons

The starting point is the expression for the renormalized
phonon Green’s function in terms of the phonon self-
energy˘ [24.1],

D.qj; !/D 2!qj

!2 �!2
qj� 2!qj˘.qj; !/

; (24.27)

where the phonon is characterized by the momen-
tum q and branch index j. It is linked to the bare
Green’s functionD0.qj; !/D 1=.!�!qj/�1=.!C!qj/
by the Dyson equation D�1 D D�10 �˘ , with !qj de-
noting the bare frequency, i.e., the frequency a vi-
bration would have without the interaction with the
electrons. The spectral function of the phonon is given
by �2ImfD.qj; !/g. For small self-energies, it will still
show a quasiparticle peak, which is, however, broad-
ened and its center is shifted away from the bare
frequency !qj. The finite linewidth is proportional to
the inverse lifetime and connected with Imf˘g, while
the frequency shift is related to Ref˘g.

The phonon self-energy can be expressed as an infi-
nite series of Feynman diagrams. Figure 24.14 shows
schematically the graph for the lowest-order contri-
bution from the EPI to the imaginary part of the
self-energy, which describes a virtual electron-hole ex-
citation. This leads to the expression

Imf˘.qj; !/g D   1

Nk

X

k��0
jgqjkCq�0;k� j2

� Œf .�k�/� f .�kCq�0/�
� ıŒ!C �k� � �kCq�0 � : (24.28)

Nk is the number of points used in the k summation.
Equation (24.28) depends on temperature via the Fermi

Im
qj qj

kv

k + q v'

ω

Fig. 24.14 Schematic drawing of the lowest-order contri-
bution to the imaginary part of the phonon self-energy
from interaction with electrons

distribution function f . The phonon linewidth induced
by the EPI is given as

�qj.T/D�2Imf˘.qj; !qj/g : (24.29)

Because phonon energies are often much smaller than
typical electronic energies, �qj has a weak T-depen-
dence and it is justified to take its T! 0 limit [24.154]

�qj.T D 0/� 2 !qj
1

Nk

X

k��0
jgqjkCq�0;k� j2

� ı.�k�/ı.�kCq�0/ : (24.30)

To arrive at this form, the phonon frequency ap-
pearing in the ı-function in (24.28) was neglected. This
approximation works usually very well, except in the
limit q! 0 for metals, because there the energy differ-
ence �k� � �kCq;� becomes arbitrarily small.

Equation (24.30) becomes relevant in the context
of phonon-mediated superconductivity. The interaction
between electrons and phonons gives rise to an ef-
fective attractive electron–electron interaction which
leads to the formation of Cooper pairs as the basis of
a superconducting state. The microscopic theory of su-
perconductivity based on this phonon-mediated paring
has been developed by Bardeen et al. [24.155] and ex-
tended by Eliashberg [24.156] to the strong coupling
regime. The central quantity in describing the pairing
interaction is the so-called Eliashberg function

˛2F.!/D 1

N.�F/

1

Nq

1

Nk

X

qj;k��0
jgqjkCq�0;k�j2

� ı.!�!qj/ı.�k�/ı.�kCq�0/ : (24.31)

Here N.�F/D 1=Nk
P

k� ı.�k�/ is the electronic
density of states at the Fermi energy per spin. ˛2F.!/
represents a measure of the pairing strength mediated
by phonons of energy !. The sum in (24.31) extends
over all phonon modes and averages over possible in-
teraction paths involving electronic states at the Fermi
energy, weighted by the corresponding scattering prob-
ability as given by the EPI matrix elements.

On the basis of the Eliashberg function one defines
the coupling constant

�sc D 2
Z

d!
˛2F.!/

!
: (24.32)

This quantity is a dimensionless measure of the average
coupling strength of a material related to pairing, and
plays a central role in characterizing superconducting
properties like the transition temperature. Using (24.31)
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Fig. 24.15a,b Schematic drawing of a Kohn anomaly. The charge susceptibility (a) and phonon renormalization (b) as
a function of temperature for a one-dimensional Fermi gas

and (24.30) the coupling constant can be expressed as
a sum of contributions from individual phonon modes,

�sc D 1

 N.�F/

1

Nq

X

qj

�qj

!2
qj

: (24.33)

This motivates the definition of a mode-selected cou-
pling constant as

�qj D 1

 N.�F/

�qj

!2
qj

; (24.34)

which is the property of an individual phonon. Then the
total coupling is just given by the momentum average
over all mode-selected coupling constants and summed
over all phonon branches

�sc D 1

Nq

X

qj

�qj : (24.35)

�sc can be also linked to the coupling strength defined
for individual electronic states. Combining (24.11) and
(24.13) one finds

�sc D 1

N.�F/

1

Nk

X

k�

�k�ı.�k�/ : (24.36)

Thus, �sc represents the average coupling strength of all
electronic states at the Fermi level.

24.5.2 Kohn Anomalies of Surface Phonons

A Kohn anomaly is a pronounced softening of phonons
which is induced by a specific coupling to electronic
states in the vicinity of the Fermi level. The soften-
ing occurs in a small momentum range and becomes
enhanced when lowering the temperature. If strong
enough, it can result in an instability of the phonon
and evokes a structural phase transition. The physics
of the Kohn anomaly is most easily demonstrated for
the model of a one-dimensional noninteracting electron
gas. The renormalized phonon frequency can be ex-
pressed by the charge susceptibility �q.T/ as [24.157]

˝2
q .T/D !2

q C 2!qg
2�q.T/ ; (24.37)

where !q denotes the bare frequency, and g is an effec-
tive coupling constant and is assumed to be independent
of momentum q. Figure 24.15 sketches the renormaliza-
tion of an acoustic branch coupled to a one-dimensional
electron gas; �q is peaked at 2kF, where kF is the Fermi
wavevector, and diverges in the limit T! 0. This in-
duces a sharp dip in the phonon dispersion at qD 2kF,
which grows when lowering T , and eventually leads to
a lattice instability at a finite temperature. As a conse-
quence, the structure changes and the electronic charge
density develops a spatial modulation called a charge-
density wave (CDW).
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In dimensions larger than one, the divergency of �
is usually washed out. Exceptions are situations where
a so-called Fermi surface nesting occurs. Two larger
sections of the Fermi surface exist which are parallel
to each other and differ by a constant vector qc. In
this case �qc.T/ exhibits a pronounced T dependence.
The nesting condition can be easier fulfilled in 2-D
than in 3-D. Promising candidates are layered materi-
als with weak binding orthogonal to the layers, which
exhibit quasi-2-D electronic structures. They possess
Kohn-type anomalies already in the bulk. In a few cases,
however, Kohn anomalies were observed in surface
phonon branches, whose properties differed markedly
from that of the bulk. An example is 2H-TaSe2, where
the Rayleigh mode measured by HAS displayed a T-
dependent anomaly. It was located at one-half of the
reduced Brillouin zone, in contrast to the bulk anomaly
in the longitudinal acoustic branch, which occurred at
two-thirds of the zone [24.158]. In a comparative study
of bulk and surface phonons of 2H-NbSe2 using IXS
under grazing incidence conditions, the Kohn anomaly
was found to be significantly deeper in energy at the sur-
face than in the bulk [24.159]. It was suggested that the
strengthening of the anomaly originates from a struc-
tural relaxation in the topmost layers [24.160].

Hydrogen-covered surfaces ofMo(110) andW(110)
are classical examples where Kohn anomalies in the sur-
face phonon dispersion were detected, which have no
counterpart in the bulk. Figure 24.16 shows measure-
ments from both HAS and HREELS, which indicate
very sharp phonon anomalies in acoustic branches after
adsorption of H on the W(110) surface [24.161]. Subse-
quent ab initio calculations found that the H adsorption
evokes surface electronic states, whose Fermi surface
contour shows the required nesting property. Thus, the
observed dip was interpreted as a Kohn anomaly re-
lated to the adsorbate-induced surface state [24.162].
The anomalous acoustic branches involve to a larger ex-
tend vibrations of the substrate atoms. A complemen-
tary HREELS measurement of the adsorbate vibrations
at energies of � 100meV detected similar anomalous
dips, which occur at the same wave vector as for the
acoustic branches [24.163]. The observation of an elec-
tronic surface state by ARPES and its very peculiar dis-
persion, discussed in the previous section, further cor-
roborated this explanation [24.106].

The pronounced temperature dependence of the
phonon frequency at the critical wavevector of the Kohn
anomaly has been used by Kröger et al. [24.8, 165] to
obtain a quantitative estimate of the electron–phonon
coupling strength. They applied an analytic expression
for the frequency renormalization which was derived

for a one-dimensional free-electron gas [24.157]

˝2
qc.T/D !2

qc

�
1��c ln

�
1:14�F
kBT

��
: (24.38)

Here, an effective coupling constant related to the crit-
ical phonon mode is introduced, which is connected
to the coupling constant g introduced in (24.37) by
�c D 2g2N.�F/=!qc . From measurements of ˝qc.T/ at
two temperatures (100 and 293K) and identifying �F
with the bottom edge of the electron band, which takes
part in the quasi one-dimensional Fermi surface nest-
ing, they derived values of �c � 0:11 and 0.13 for
H/Mo(110) and H/W(110), respectively. These values
are significantly smaller than coupling constants �D
0:7�1:4 obtained from a renormalization analysis of
electronic states (Table 24.2).

Recent measurements of the (0001) surface phonon
dispersion of the topological insulators Bi2Se3 and
Bi2Te3 suggested the existence of an optical surface
phonon branch with an unusual dispersion and a V-
shaped minimum [24.151, 153]. The minimum occurs
at small momenta of approximately the size of the
Dirac cone of the topological surface state. This obser-
vation has been interpreted as a strong Kohn anomaly
originating from the interaction of this phonon branch
with the topological surface state. The dispersion was
analyzed within an empirical lattice-dynamical model,
which in addition to the direct ion–ion Coulomb forces
also accounts for the electronic degrees of freedom
by dynamically deformable pseudo charges. The pres-
ence of the surface state is modeled by dipolar pseudo
charges at the surface, which are more deformable
than those in the bulk. This model was able to re-
produce the dispersion and the V-shaped minimum
of the surface phonon branch. The dispersion of the
anomalous branch was analyzed within the empirical
model to obtain an estimate for the real part of the
phonon self-energy [24.152, 153]. A Kramers–Kronig
transformation was then utilized to calculate the re-
lated imaginary part of the self-energy. With the help
of (24.29) and (24.34) this was linked to the phonon
linewidth and mode-selected coupling constant �qj. Av-
eraging over all modes of the anomalous branch gave
values of 0.43 and 1.44 for Bi2Se3 and Bi2Te3, respec-
tively. These values represent lower limits for the total
coupling �sc, which would require summation over all
branches. Such a strong coupling to the surface state
should also result in an unusual renormalization of the
electronic surface states [24.166], which has not been
reported so far (Table 24.3).
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Fig. 24.16a,b Dis-
persion of surface
phonons of the
clean W(110) sur-
face (a) and the
H/W(110) sur-
face (b). Shown are
data from HREELS
for the Rayleigh
wave (triangles) and
the longitudinally
polarized surface
phonons of the
first (circles) and
second (squares)
layer. The dots
denote HAS results
from [24.164].
(Reprinted
from [24.161],
with permission
from Elsevier)

24.5.3 Mode-Selected Coupling
from Phonon Measurements

Details of the EPI on surfaces are encoded in the mode-
selected coupling constants �qj defined in (24.34). In-
elastic Helium atom scattering (HAS) experiments on
thin films have shown that this technique may provide
direct access to this quantity.

The inelastic scattering of an He atom off a surface
happens near the classical turning point, which typically
lies a few Å above the topmost surface layer. The scat-
tering probability for creation or annihilation of a single
phonon is determined by the size of the modulation
of the electronic density at this turning point induced
by the phonon vibration. It has been common wisdom
that only surface phonons with large vibrational am-
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Fig. 24.17 (a) Example of HAS energy-gain spectra for a five-monolayer Pb film on a Cu(111) substrate in the h112i di-
rection (upper panel), calculations of the mode-selected coupling constants (lower panel), and (b) the corresponding scan
curves across the phonon dispersion. (Reproduced adapted from [24.167] with permission of PCCP Owner Societies)

plitudes in the topmost surface layer create sufficiently
large density modulations to be detected by HAS. This
view has been challenged by HAS measurements of
the phonon modes of thin Pb(111) films on Cu(111),
which resulted in surprisingly rich spectra [24.168].
Comparison with ab initio calculations suggested that
modes localized deeper below the surface or even at
the interface to the substrates were detected. A theo-
retical analysis of the scattering process showed that
under conditions appropriate for the confined geometry
of the film, the HAS scattering probability is [24.167,
169]

P.ki; kf// f .�E/
X

qj

�qjı.�E�!qj/ : (24.39)

Here ki, kf denote the initial and final momenta of the
He atom, and �E the energy transfer in the scattering

process. f .�E/ represents a kinematic prefactor which
is a slowly varying function of the energy transfer �E.
(24.39) demonstrates that the scattering probability or
the HAS amplitude is approximately proportional to the
mode-selected coupling constants �qj. This relationship
is supported by comparison of HAS spectra with ab ini-
tio calculations of �qj. Figure 24.17 shows an example
for a 5-ML Pb(111) film on Cu(111) for two different
scan curves. Both peak positions and amplitudes of the
spectra agree well with calculated phonon energies and
mode-selected coupling constants. These findings show
that HAS is a promising spectroscopy tool to measure
the branch and momentum dependence of the mode-
selected coupling constants. It offers an experimental
path to identify those phonon modes which are most
relevant for the superconducting pairing in thin films,
and to study the variation of the pairing interaction with
the film thickness.

24.6 Conclusions

Surfaces provide an ideal platform to study the inter-
action of electronic and vibrational degrees of freedom
in much detail. Steady advances in experimental tech-

niques and computational methods led in recent years
to an intensified investigation of EPI-related phenom-
ena. The close link between experiment and theory has
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been proven to be mutually fruitful. While increasing
experimental resolution provides improved quantita-
tive estimates serving as benchmarks for calculational
approaches, theory gives additional insight into the in-
terpretation of the data.

In this chapter, we presented an overview of in-
vestigations of electron–phonon interaction at metallic
surfaces, overlayers, and thin films. The main focus was
placed on the renormalization of electronic quasiparti-
cles, which can be most directly probed by surface spec-
troscopy techniques. We have also discussed the effects
of EPI on surface vibrational properties, which, when
strong enough, can trigger surface phase-transitions in-
ducing structural reconstructions. Various cases have
been identified, where the interaction strength at the

surface is significantly enhanced over the bulk value.
A better understanding of the EPI of confined elec-
tronic states, e.g., quantum-well states of thin films, and
its relation to thin film superconductivity may help to
control or even allow the design of desired properties
by choosing proper thicknesses or geometries. More
recently, the relevance of EPI for the stability of topo-
logical surface states has been recognized. In view of
the increasing number of compoundswith topologically
nontrivial electronic structures, like topological insula-
tors, Dirac or Weyl metals, whose interesting physics
rests on the stability of surface or edge states, pre-
cise knowledge about the intrinsic EPI of these states
will become increasingly important for future applica-
tions.
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25. Spatially Resolved Surface
Vibrational Spectroscopies

Tadahiro Komeda, Norio Okabayashi

Herein, we discuss the STM-IETS (scanning tun-
neling microscopy-inelastic electron tunneling
spectroscopy) technique in the following order.
After briefly mentioning conventional IETS (in-
elastic electron tunneling spectroscopy), STM-IETS
experimental results are introduced focusing on
similarities and differences to conventional IETS.
The working principle behind STM-IETS for the
detection of vibrational modes is considered by
reviewing recent progress in STM-IETS theoretical
calculations. In addition, experimental setups to
improve the quality of the IET (inelastic electron
tunneling) spectrum, including low-temperature
measurements, electronics (especially the use of
the lock-in amplifier), and IET signal mapping
are reviewed. With this information, we discuss
in detail STM-IETS measurements performed on
an alkanethiol self-assembled monolayer (SAM)
formed on an Au(111) surface. This molecule is
often employed as a standard sample for the ex-
amination of IETS observations with atom-scale
electrodes, which are used in single-molecule
electronics investigations. STM-IETS reveals not
only C�H stretching mode, which often appears
as a prominent feature in IET spectra, but also
other vibrational features in the so-called fin-
gerprint region including vibrational modes which
are beneficial for distinguishing functional groups.
A comparison with recent calculations shows ex-
cellent agreement. In addition, partial deuteration
of the molecule can provide more information
about the site of the molecule where the excitation
of the vibrational mode occurs. A selection rule or
propensity for IETS detection is then discussed on
the basis of a combination of these experimental
investigations and theoretical simulations.
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This chapter reviews recent IETS studies. IETS is
an all-electron spectroscopy method used to detect
the energy of an excitation process at surfaces/inter-
faces. The ability of IETS to reveal the vibrational
modes of molecules was first demonstrated by Jak-

lev using a metal–insulator–metal (M–I–M) tunneling
device, in which the molecule is buried in the in-
sulating layer. The successful measurement of IET
spectra with a scanning tunneling microscope (STM)
combines atom-scale spatial resolution with chemical
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sensitivity, and is thus considered a powerful tool for
surface characterization. However, the working prin-
ciple behind STM-IETS is different to other vibra-

tional detection techniques like infrared spectroscopy
for which a dipole excitation is the main excitation
mechanism.

25.1 Surface Spectroscopy

IETS is a technique to observe elemental excitations of
species present in the tunneling junction. IET spectra
are obtained by analyzing the tunneling current varia-
tion as a function of the voltage between the tunneling
gap. Thus, it is an all-electron spectroscopy technique.
The capability of IETS to obtain information about
chemical properties of the interface was reported soon
after the invention of tunneling devices such as the
Esaki diode [25.1]. IETS can extract the excitation en-
ergies of vibrational modes of a molecule, phonons of
metals and insulators, magnons and spin-flip processes
of the magnetic bulk or atom/molecule in the tunneling
gap (Fig. 25.1a).

.........

Tunneling e–

Tunneling e–

Molecule Molecule

Metal

Metal

Metal

Metal

Insulator

STM tip

STM tip

eVbias

ħω ħω

Fermi
level

Molecule
resonant

state

a)

c)

b)

Fig. 25.1a–c Schematic drawing of an inelastic tunneling
spectroscopy measurement on molecules showing (a) con-
ventional IETS with a metal–insulator–metal tunneling
junction (molecules buried in its interface) and (b) an STM
setup and (c) a tunneling electron emitted from an STM
tip is trapped in a molecule-induced resonant state. The
electron moves after a short time into the metal substrate.
During the process the electron could excite a phonon
or molecule’s vibration with an energy „!. (Reprinted
from [25.2], with permission from Elsevier)

25.1.1 Inelastic Tunneling Spectroscopy

The pioneering works by Jaklevic and Lambe detected
clear vibrational features of molecules buried in the in-
terface [25.3]. This result was achieved by measuring
current and voltage across a metal–insulator–metal (M–
I–M) device whose interface contains a target molecule.
The work was followed by more research into the fields
of basic science of molecular spectroscopy and appli-
cations like catalysis. The IETS technique was able to
providemuch higher resolution than infrared adsorption
spectroscopy (IRAS) could offer at that time. These re-
ports have already been reviewed in detail [25.4, 5].

The characteristic features of the IETS technique
have been summarized by Mazur and Hipps as follows
[25.6]. Firstly, IETS has much higher sensitivity than
that provided by IRAS and Raman spectroscopy. With
less than 1013 molecules, IETS can provide a complete
spectrum. Secondly, overtone and combination bands
usually have a low intensity, thus allowing easier iden-
tification of the fundamental modes. Thirdly, optically
forbidden transitions may be observed as strong bands,
and one can obtain spectra in the IR-opaque regions.

However, in the 1990s, IETS surface and inter-
face research activity declined. This occurred mainly
because of the availability of few methods to charac-
terize the properties of the molecules in the interface.
Moreover, to judge structural and electronic properties
of adsorbates on surfaces the results of many surface
science techniques must be combined, which cannot
be realized for the IETS sample. In addition, the lack
of a strict selection rule in IETS compared to that in
IRAS measurements makes this technique less attrac-
tive to determine the molecular configuration on the
surface. However, the appearance of STM has changed
this situation. With STM for IETS measurements, the
drawbacks of IETS can be compensated, allowing IETS
to be a useful technique in the investigation of vibra-
tions at surfaces (Fig. 25.1b).

25.1.2 Scanning Tunneling Microscope
Technique

An energy diagram for the tunneling process is ex-
pressed in a simplified 1-D barrier in Fig. 25.2a. Elec-
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a) b)
Fig. 25.2a,b Schematic drawing of
an energy diagram for tunneling in
a simplified 1-D barrier: (a) normal
tunneling and (b) Fowler–Nordheim
tunneling. (Reprinted from [25.2],
with permission from Elsevier)

trons can tunnel from the tip to the unoccupied states
of the substrate in the energy range between the Fermi
level (EF) and EF �Vbias. If a slow variation of local
density of state (LDOS) both for the substrate and for
the tip can be assumed, tunneling current versus Vbias

should show the Ohmic behavior.
To see characteristic features of the tunneling cur-

rent compared to the conventional electron source, it is
worth noting the difference in energy range of the two
techniques with reference to the sample’s Fermi level.
The energy of electrons available from conventional
electron sources should be above the vacuum level of
the sample, while tunneling electrons can be injected to
the states below the vacuum level.

At the same time there are several constricting
conditions for the tunneling electrons. First, an avail-
able energy range of tunneling electrons is limited to
that close to the work function (� 4�5 eV for normal
metals). If Vbias exceeds the work function as shown
in Fig. 25.2b, the tunneling current shows a drastic
increase because the width of the tunneling barrier be-
comes thinner thus moving into the Fowler–Nordheim
(FN) tunneling region [25.7, 8]. In the FN tunnel-
ing region, the lateral spatial resolution is limited to
� 30Å [25.9, 10] so that no atomic resolution is fea-
sible.

The next issue is the maximum value of the tunnel-
ing current. The smaller the tunneling gap, the higher
the obtained tunneling current. It can be estimated that
the tip is separated from the substrate by � 1Å for the
tunneling gap of 1M,. If the distance is further re-
duced then a chemical bonding appears between the
two and irreversible changes to the properties of the
surface are made. The expected current for 1M, gap
resistance is � 5�A at the maximum available voltage
for the STM mode [25.11–13].

Despite these limits, the tunneling current from
an STM tip can provide a variety of unique features,
which have been used for electron-induced phenom-
ena [25.14].

25.1.3 Chemical Analysis
with Electron Probe

There are various surface analytical techniques with the
electron-in and electron-out configuration, which in-
clude Auger spectroscopy and high-resolution electron
energy-loss spectroscopy (HR-EELS). Although Auger
spectroscopy has the capability to identify the element
of targets, the lateral resolution of the Auger signal still
does not reach the atomic-scale region.

The HR-EELS technique is a sensitive analysis
method to detect vibrational modes of molecules and
phonon of substrates. The energy range of the incident
electrons is similar to that used in the STM measure-
ment and practically all vibrational modes of molecules
can be detected. The selection rule of HR-EELS con-
tributes to the determination of the molecule’s bonding
configuration on the surface. These features mean that
the HR-EELS technique is widely used.

In order to understand whether the detection mech-
anism of the vibration mode of HR-EELS and IETS are
similar or not, we briefly review the HR-EELS tech-
nique.

25.1.4 Excitation of Vibrational Modes
with Electrons

The experimental setup of HR-EELS can be described
as follows. Incident electrons, which are monochrom-
atized in energy with the use of a monochromator, are
injected onto the sample surface with energy of a few
eV. The electrons scattered from the sample are ana-
lyzed in terms of energy and the energy distribution of
these electrons are plotted. The peaks in the spectrum
correspond to the yield of the electrons that lost certain
energy from that of the incident electrons due to the vi-
brational excitation. The energy, strength, and width of
these peaks can be analyzed to identify the chemical
species, adsorption sites, and electronic and structural
configuration of the adsorbates [25.15].
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The vibration excitation mechanism of HR-EELS
has been investigated in detail both for theoretical and
experimental aspects. The mechanism can be classified
into three groups: (1) dipole excitation, (2) impact scat-
tering, and (3) negative ionic resonant scattering [25.2].

Dipole Excitation
The injected electron produces an electric field that
varies with time. The oscillating field causes the excita-
tion of the vibration of the adsorbed molecules [25.16].
The interaction occurs through long-range fields, and
the excitation is expected to occur far away from the
molecule (typically 100Å). Generally, the momentum
transfer is small. The selection rule of dipole scattering
can be derived from the analysis of the matrix elements
in the Golden rule jhFj�EjIij2, where I=F are the ini-
tial/final vibrational states. The coupling Hamiltonian
is expressed as �E, where � is the dipole moment op-
erator formed by the intra-adsorbate nuclear motion of
the vibrational mode, andE is the electric field at the ad-
sorbate site. The vibrational modes that have a nonzero
matrix element are the dipole active modes. In addi-
tion, we should pay attention to the image potential for
an understanding of the selection rule. The dipoles per-
pendicular to the surface are reinforced by their image
dipoles which emphasize the excitation. Conversely, the
image potential for the dipole moment parallel to the
surface creates a dipole in a direction reversed from
the original one, thus canceling out the total dipole mo-
ment. As the momentum transfer is small, the inelastic
component due to dipolar losses is distributed along the
specular direction of the reflected electrons [25.15].

Impact Scattering
A second excitation mechanism is called impact scat-
tering, which is characteristic of EELS only [25.17].
In the impact scattering channel, the dipole selection
rule is no longer valid and a contribution from dipole-
inactive modes to the inelastic cross-section can be
detected [25.18]. Experimentally, this component is ob-
served in the nonspecular direction where the intensity
of the dipole component is drastically reduced. These
losses are excited in the proximity of the surface. The
injected electron interacts with the ion core in the range
of a few Å from the center. The interaction is short
range compared with the dipole scattering. The in-
teraction mechanism is more complicated than dipole
scattering and multiple scattering should be considered.

Theoretically, the formation of a deformed potential
due to the excitation of a vibrational mode is consid-
ered, which scatters the incoming electron to different
momentum and energy. Thus, if a particular vibrational
quantum (energy „!s; wavevector Qs) is excited and
the initial vector of the electron changes from kI to ks

in momentum, the following matrix element M re-
sults [25.15];

M.kI; ksICs/D hnsC 1jf .ks; kIIR/jnsi

D
p
.nsC 1/

s
„

2M!s

@f

@Qs
; (25.1)

@f

@Qs
D
X

i˛

�
@f

@Ri˛

�

0

i˛p
Mi

; (25.2)

where ns is the occupation number of the vibration
quantum, f is the scattering amplitude, R is the position
of the nuclei, M is the reduced mass, and i˛ denotes
the amplitude of the displacement of nucleus i in the
Cartesian direction ˛ due to a given vibrational motion.

Negative Ion Resonance Scattering
This excitation is well known for gas-phase molecules.
In the excitation process, the incident electron is tem-
porally trapped in an unoccupied electronic state of
a molecule. The charging of the molecule can cause
a structural rearrangement, including the elongation/-
contraction of the distance between nuclei. Such kinetic
movement of nuclei is called a shape resonance.

It is well established that the excitation of vi-
brational modes of molecules is greatly enhanced
in this resonance scattering process for gas-phase
molecules [25.19]. For example, the differential vibra-
tional cross-section shows the resonant enhancement at
� 9:5 eV for gas-phase O2, which corresponds to the
resonance energy for the formation of a negative ion of
O2 [25.20].

However, there are a very limited number of reports
of successful observations of negative ion resonance for
molecules on surfaces using HR-EELS. One of the rea-
sons is the shorter lifetime of the negative ionic state for
adsorbed molecules compared to gas-phase molecules
due to the presence of a decay path associated with
the formation of a chemical bond between molecule
and substrate. Experimentally, the lifetime of a nega-
tive ionic state can be evaluated from the spectra of
inverse photoemission spectroscopy, where the intrin-
sic broadening (� ) reflects the lifetime (�) of the ionic
state. It has been reported that � � 0:4 eV for free CO
molecules, and � � 1:5�2:5 eV when chemisorbed on
Ni [25.21] and Cu [25.22]. For this reason, negative ion
resonance has been reported on physisorbed molecules
(N2) on evaporated silver films [25.23]. In this case,
the lifetime of the resonance is indeed relatively long
due to the weak coupling between the molecule and the
surface, which enhances the excitation of vibrational
modes. More recently, the mechanisms of inelastic
electron scattering were studied for adsorbed O2 on
Ag(110) and on Ag(111) using HR-EELS [25.24].
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25.2 STM-IETS Experiments and Theory

The excitation of a vibrational mode of a molecule
in the STM junction is schematically illustrated in
Fig. 25.1c. The model is based on resonant tunneling
in which an electron tunnels from the tip to the sub-
strate leaving a molecule in a resonant state, the energy
of which is dissipated into the substrate.

25.2.1 Detection of Vibrational Mode
with IETS

For electron tunneling through a molecule, in addition
to the elastic electron path, processes appear in which
it loses energy by exciting a vibrational mode. Since
the maximum energy which can be lost in the inelas-
tic process is eVbias, the process occurs only when the
energy relation of eVbias > „! is satisfied. The appear-
ance of the new channel that causes the inelastic process
contributes to the increase of the conductance (dI=dV).
The relation of I–V, dI=dV, and d2I=dV2 curves are
schematically shown in Fig. 25.3. In the d2I=dV2 curve,
two peaks are expected at symmetric energy positions
but with reverse polarity [25.4, 6].

Let us consider whether the vibrational excitation
mechanisms shown in theHR-EELS section can account
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Fig. 25.3a–i Schematic view of (a) the tunneling process through a molecule on the surface, (b) elastic and (c) inelastic
tunneling processes. (d–f) Effect of the inelastic process on I versus V , dI=dV versus V , and d2I=dV2 versus V , re-
spectively, where the inelastic current is increased while increasing the bias Vt (positive peak). (g–i) Similar to (d–f),
however, here the inelastic current is decreased while increasing the bias (negative peak). This case can be seen for
O2=Ag(110), where the density of states of the adsorbate-induced state near the Fermi level is higher, and for Au wire
bridging small gap electrodes. (Reprinted from [25.25], with permission from Elsevier)

for the STM-IETS mechanism. It should be noted that
there exist distinct differences in the properties of the
incident electrons between the twomethods. First, the in-
teraction at long distance of� 100Å, which causes the
major part of dipole scattering of HR-EELS, cannot be
realized in the IET process where the electron source is
located within 10Å. Second, the electrons tunnel into
and interact with the states located between EF and the
vacuum level (in the case where electrons are injected
into a sample). Because of the lowering of the lowest un-
occupiedmolecular orbital (LUMO) levelwith respect to
the gas phase for adsorbedmolecules, gas-induced reso-
nance states are often observed in this energy range.

The vibrational excitation in STM-IETS is likely
caused by a combination of the impact and resonant
scattering processes.

25.2.2 Examples of STM-IETS

Measurements of IETS spectra within the STM setup
(STM-IETS) started with the pioneering work of Ho’s
group. However, the phenomenon had been already
predicted theoretically shortly after the invention of
STM [25.26]. The first IETS measurement was per-
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Fig. 25.4 Background difference d2I=dV2 spectra for
C2H2 (1) and C2D2 (2), taken with the same STM tip,
showing peaks at 358 and 266mV, respectively. The
spectrum at the bottom corresponds to (1) subtracted
by (2), which contributes more background subtrac-
tion. (Reprinted with permission from [25.29]. Copyright
(1998) by the American Physical Society)

formed for an acetylene (C2H2) molecule adsorbed on
a Cu(100) surface [25.27]. The results showed an in-
crease in the tunneling conductance at 358mV due to
the excitation of the C�H stretching mode (�(C�H)).
An isotopic shift to 266mV was observed for deuter-
ated acetylene (C2D2) (Fig. 25.4). The conductance
change due to the excitation of the �(C�H) mode
was estimated to be � 4:2%. It is interesting to com-
pare STM-IETS results with the ones obtained with
conventional IETS, which utilize the metal–insulator–
molecule–metal tunnel device, for hydrocarbons. The
�(C�H) mode was measured as the strongest feature
also in the conventional IETS spectra; the conductance
change of 1.8% was observed for a complex silane
molecule containing aminopropyltrimethoxy [25.6, 28].

Thereafter, measurement of STM-IETS spectra of
CO molecules were performed; vibrations of four iso-
topes of CO on Cu(001) and Cu(110) at 8K were
measured by STM-IETS [25.30]. The low-energy mode
observed at 36mV was assigned to the hindered ro-
tation mode (R-mode) which causes a conductance
change of 15%, i.e., larger than that for �(C�H). The
C�O stretch is detected at 256mV, which is close to the
energy obtained using the HR-EELS technique. How-
ever, the conductance change is small (� 1:5%) and it

was claimed that the peak intensity is close to the de-
tection limit of STM-IETS at the time of the report. It
is intriguing to note that the detected intensity for the
�(C�O) mode is weak, while this mode typically gives
rise to intense features in HR-EELS. We can thus argue
that the excitation mechanisms involved in IETS and
HR-EELS are different.

Notably, the hindered translational mode (T-mode)
and M�CO stretching mode are not observed [25.30].
It is interesting to see whether the appearance and dis-
appearance of specific vibrational modes in STM-IETS
can be related to the properties of these modes. Let
us examine their relaxation time (�), which indicates
how long the vibrational mode lasts once it is ex-
cited [25.31]. Experimental results for � are 2 ps for the
CO stretch mode [25.32], and a similar value is reported
for the R-mode [25.33]. Conversely, � is � 40 ps for
the T-mode [25.34], and � > 10 ps for the CO�Pt.111/
stretch mode [25.35]. With use of an insulating layer
between the molecule and the substrate, the lifetime of
the vibrational modes can be increased and the IETS
yield is larger (Sect. 25.3). However, the life-time and
the IETS yield of the T-mode and R-mode of the CO
molecule shows a reverse tendency. This point will be
discussed later with a theoretical model.

Another example of the protruded feature in the
positive sample bias of IETS spectra was reported for
a pyridine molecule adsorbed on a Cu(001) surface
by Lauhon and Ho [25.36]. They compared IETS re-
sults for pyridine and benzene molecules, where a clear
feature of the �(C�H) mode is only observed for the
pyridine molecule case.

The appearance/disappearance of the �(C�H) fea-
ture in IETS spectra with a chemical change of the
molecule was reported for a benzene molecule adsorbed
on a Cu(110) surface [25.37]. A benzenemolecule is ad-
sorbed onCu(110)with a flat-lying configuration.When
electrons are injected into the benzene molecule, it
causes the dehydrogenation of themolecule and changes
the bonding to the upright configuration (Fig. 25.5).

IETS spectra obtained, respectively, on the Cu(110)
substrate (I), on the benzene molecule (II), and on the
benzene molecule after tunneling electron dosing (III)
are shown in Fig. 25.6a. We see IETS features only for
spectrum (III), which are marked with arrows in the fig-
ure at the energies of 372 and �380mV. The isotope
effect was also examined and the IETS spectra obtained
after dosing tunneling electrons to a deuterated ben-
zene molecule are shown in Fig. 25.6b, where we see
the �(C�H) feature shift to 275mV for the heavy iso-
tope. These results can be rationalized if the �(C�H)
vibrational mode appears only after the change of the
bonding configuration of the benzene molecule into the
upright position.
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Fig. 25.5a–c Topographic image of the molecules of benzene and its reacted product. The observation conditions are the tunneling
current 0.6 nA, the sample bias voltage of �500 mV, and the area 43� 43Å2. The target molecule of benzene is shown by the
arrow in (a). It becomes brighter in (b) after the dosing of tunneling electrons with the energy of 4 eV (sample bias positive)
for 0.2 s. (c) Apparent height of the benzene molecule (dashed line) and its reacted product (solid line). The height of the reacted
product is 44% greater than that of the original benzene molecule. (Reprinted from [25.38], with the permission of AIP Publishing)
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Fig. 25.6 (a)Vibrational spectra (dI2=dV2 versus V plot) obtained on the clean Cu(110) surface (I), the benzene molecule
(II), and its reacted product (III) by STM-IETS taken at a gap resistance of 1G, and Vrms D 5mV modulation at
398Hz. The spectra are the averages of 20 scans for the bias range between �0.4 and 0.4V. (b) STM-IETS spectra on
the deuterated benzene molecule (C6D6) and its reacted product. On both spectra, the spectrum of the Cu substrate is
superimposed by a thin line [25.38]



Part
F
|25.2

822 Part F Lattice Dynamics

There are no established selection rules for IETS,
but it has been inferred empirically in the conventional
IETS studies that stronger intensities are obtained for
optically active modes than for the optically forbidden
modes [25.4]. Since the �(C�H) mode has a dipole
moment along the surface normal for the upright config-
uration realized both for pyridine and dehydrogenated
benzene molecules, the observed IETS spectra go along
with this rule, even though the dipole excitation is less
likely for STM-IETS. It can also be rationalized from
a different viewpoint, i.e., the vibrational modes are ef-
fectively excited if the nuclei motions are along the tun-
neling current direction, which will be examined later.

25.2.3 Spectra Shape of IETS

There are several reports where the STM-IETS features
in the positive energy region appear as dips instead of
peaks (Fig. 25.3g,h). This shows a large difference from
the results of IETS with metal oxide tunneling devices,
in which almost all features appear as peaks for positive
energy values.

Hahn et al. revealed two vibrational modes show-
ing a decrease in conductance at ˙82.0 and˙38.3mV
sample bias for a single oxygen molecule chemisorbed
on the fourfold hollow sites of an Ag(110) surface
at 13K [25.37]. Pascual et al. detected low energy
adsorbate–substrate (external or hindered) vibrational
modes of benzene molecules adsorbed on an Ag(110)
surface [25.39]. These IETS features are found to be
strongly sensitive to the adsorption properties, and more
interestingly the vibrational spectra of molecules close
to kink sites exhibit a characteristic Fano-like line shape.

Agrait et al. reported similar dips in the IETS for
free-standing gold atomic chains of up to seven atoms
in length [25.40]. The dip features are derived from the
phononmodes whose frequencies are determined by the
length of the chain.

Persson and Baratoff have claimed that there ap-
pears a case where the dI=dV (V > 0) decreases at the
threshold voltage instead of the increase observed for
the normal case illustrated in Fig. 25.3 [25.41]. This
happens when the elastic channel suffers an effect of
backscattering of elastic electrons by exciting and re-
absorbing a vibrational mode at the threshold energy.
The backscattering might reduce the intensity of an
elastic component. Experimentally, we can only mea-
sure the sum of the elastic and the inelastic component.
Thus, the shape of the IETS spectra is not always pro-
truded; it can be a dip or remain flat even if the inelastic
component gives a positive contribution for the conduc-
tance change.

Such an increase of the backscattering appears
when the LDOS of resonance states is high. Resonance

states are defined as molecular orbitals of adsorbates
broadened after interacting with metal substrate lev-
els. When the LDOS of the resonance states is high
(low) at the Fermi level, it is called on-resonance (off-
resonance). Most conventional IETS experiments have
been performed on molecules adsorbed on inert Al2O3

oxide and the off-resonant condition is expected in
these cases. It is suggested that this is the main reason
why protruded peaks are observed in the IET spectrum
(V > 0) in most observations [25.41]. One of a few ex-
amples in which such a dip is observed corresponds to
the case in which methyl isocyanide molecules are ad-
sorbed on alumina-supported rhodium particles, which
can be an evidence of the importance of the resonant
coupling process [25.42]. Persson claimed that such
a behavior is characteristic for negative ion resonance
and neither dipole nor impact scattering induce such be-
havior [25.41].

Recently, Paulsson et al. reported a theoreti-
cal model to explain the switch between the peak
and dip in IETS [25.43]. They chose four different
IETS results and performed theoretical simulations.
The four cases included IETS investigations of oligo
phenylene ethynylene (OPE) [25.44] (Fig. 25.7a) and
a gold chain connected to two Au electrodes [25.40]
(Fig. 25.7b), and STM-IETS investigations of CO
chemisorbed on Cu(111) [25.45] (Fig. 25.7c) and O2

on Ag(110) [25.37] (Fig. 25.7d). In the case of OPE on
gold (Fig. 25.7a) and CO on Cu(111) (Fig. 25.7c) peaks
are observed at positive bias values of the d2I=dV2

versus V. Conversely, for the gold chain (Fig. 25.7b)
and for O2 on Ag(110) (Fig. 25.7d) peaks are present
for negative bias and dips are present at positive
bias.

The proposed model illustrates an electron transport
between two electrodes assuming a single electronic
state for each, where the electron transfer is consid-
ered in terms of the ratio of molecular coupling to two
electrodes (˛) and transmission (�) [25.43]. According
to this model, the maximum transmission is described
by �max D 4˛=.1C ˛/2 (thick line in Fig. 25.8) and
a crossover point, where the shape of the d2I=dV2 spec-
trum changes from the peak to the dip, is described by
�crossover D �max=2 (red dashed line in Fig. 25.8). The di-
agram in Fig. 25.8 indicates that for a given coupling
ratio, if the transmission is higher than half-maximum,
the inelastic back scattering prevails over the inelastic
forward scattering, leading to the decreased tunneling
probability.

The four samples treated here are located in the
phase diagram as follows: (a) The OPE molecule is
connected similarly to the two electrodes via strong
chemical bonds (˛ � 1) and the electronic state re-
sponsible for the transport is far from the Fermi level
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Fig. 25.7a–d Experimental (blue lines) and calculated (black lines) IETS for (a) OPE molecule on Au(111) elec-
trodes [25.44], (b) Au chain connected to Au(100) electrodes [25.40], (c) CO molecule on Cu(111) [25.45], and (d) O2

molecule on Ag(110) [25.37]. In case (d), the Fermi energy in the calculation has been shifted manually �"F D�0:6 eV
to match the experiment (red dashed line). The calculation data originate from [25.46]. For the STM configurations (c)
and (d), the calculated IETS is compared with a rescaled d2I=dV2. (Reprinted with permission from [25.46]. Copyright
(2008) by the American Physical Society)

(� � 0). Thus, the OPE is located in the upper left
part of the phase diagram, which provides the peaks
in the d2I=dV2 versus V plot at positive bias. (b) The
gold chain is also connected strongly and symmetrically
to the two electrodes (˛ � 1), however, the transmis-
sion is higher than the half-maximum, and the system
ends up in the upper right corner of the phase dia-
gram providing the dips. Systems (c) CO=Cu(111) and
(d) O2=Ag(110) have both been investigated by STM,
therefore the coupling is antisymmetric (˛ � 0). Con-
versely, the transmissions are considerably different
between the CO and the O2 molecule. This is caused
by the different electronic structure of CO and O2 af-
ter being adsorbed on Cu(111) and Ag(110) substrates,
respectively. If the resonant states of O2=Ag(110) and

CO=Cu(111) are compared, the former, originated from
1�g level, has a much higher density near the Fermi
level than the latter. Thus, the tunneling conditions in
the bias range near the Fermi level are off-resonant
and on-resonant for the CO=Cu(111) and O2=Ag(110)
cases, respectively. Because of this contrast, the CO
case is located to the left of the crossover line (provid-
ing the peaks) and the O2 case is located to the right of
the crossover line (providing the dips) [25.43]. Besides
this qualitative consistency between experiment and
theory, numerical calculations based on DFT (density
functional theory) and NEGF (nonequilibrium Green’s
function) (Sect. 25.2) formalism reproduce the exper-
imental observations well in quantitative terms (black
lines in Fig. 25.7) [25.43].
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Fig. 25.8 Phase diagram for a one-level model. A state
specified by "0 is coupled with left and right electrodes
with strength �L and �R, respectively. For an STM mea-
surement, electrode L and electrode R represent the sub-
strate and the tip, respectively. The inset illustrates the
sign of the conductance change at the onset of inelastic
tunneling. At a given coupling ratio, the elastic transmis-
sion has an upper bound max (black line), and the inelastic
conductance change undergoes a sign change at crossover
tcrossover D tmax=2 (red dashed line). (Reprinted with per-
mission from [25.46]. Copyright (2008) by the American
Physical Society)

25.2.4 Theory of IETS

The IETS �(C�H) mode features observed for the
acetylene molecule, which has a much stronger inten-
sity compared to other modes, has attracted attention
and theoretical calculations have been performed. The
mechanism behind the appearance of strong intensity
was discussed by Lorente et al. [25.47] and Mingo and
Makoshi [25.48]. Both of them calculated the matrix
elements in which the initial electronic state i makes
a transition to the final state f caused by the presence of
a deformation potential [25.49]. The deformation po-
tential is the change of one-electron potential by the
nucleus movement accompanying the vibrational mode
of the molecule.

More precisely, Lorente et al. presented the follow-
ing formula for it [25.47]

jh��jıv j��ij2 ; (25.3)

where h��j and j��i are the final and initial electronic
states in the resonant states calculated by the DFT. The
deformation potential ıv is thereby expressed in the
form of @v Dp„=2M! @v=@Q , where M is the re-
duced mass, Q the coordinate of the atoms involved in
the vibration, and v is a one-electron potential energy.
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Fig. 25.9a–f The STM images, bonding configuration and
structure of the molecules for (a,c) trans-2-butene and
(b,d) 1,3-butadiene. Contour of the molecule orbital of the
LUMO state is shown for (e) trans-2-butene and (f) for 1,3-
butadiene. Note a portion of the LUMO orbital is located
in the CH3 group of trans-2-butene in (e)

Note that
p„=2M! corresponds to the amplitude of the

vibrational mode.
If we compare (25.1) for the impact scattering

mechanism of HR-EELS with (25.3), we find simi-
larities between these two theoretical treatments. The
theory shown by Lorente does not include the forma-
tion of a temporary negative ion explicitly proposed
by Persson and Baratoff [25.49]. Mingo et al. showed
that the weak intensities of all vibrational modes de-
tected for the acetylene molecule other than the �(C�H)
mode is due to the destructive interference between
different atomic orbitals.Mii et al. used the Green func-
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Fig. 25.10 (a) Vibrational spectra obtained for the clean Pd(110) surface (light brown line) and trans-2-butene (dark brown line)
by STM-IETS reported at a gap resistance of 1G, with a 14.1mV (rms) ac modulation at 397Hz. The spectra correspond to
averages of four scans from �400 to +400 mV. (b) Vibrational spectra for trans-2-buten (upper line) and trans-2-buten-d8 (lower
line) after background subtraction. The change in conductance for the peaks at˙366mV (268mV) is 6% (5%) at positive sample
bias, and 7% (3%) at negative sample bias, for the C�H (C–D) stretching mode of trans-2-butene (trans-2-butene-d8). (c) Vibra-
tional spectra for trans-2-butene (curve T), the reaction product (curve P), and 1,3-butadiene (curve B) shown in Fig. 25.9f. The
spectra were taken at a gap resistance of 200M, within the range of 0�230mV, in the region where dehydrogenation does not
occur, and 1.5G, within the range of 300–400 mV. (Reprinted with permission from [25.50]. Copyright (2002) by the American
Physical Society)

tional method on the basis of the Anderson Hamiltonian
to calculate such differences in different vibrational
modes [25.51, 52].

Here we examine how these theoretical treatments
reproduce actual IETS spectra observed for molecules
other than acetylene. Kim et al. reported IETS spec-
tra measured for trans-2-butene (C4H8) and 1,3-buta-
diene (C4H6) molecules adsorbed on a Pd(110) sur-
face [25.50]. The topographic image and the model of
the bonding configuration are illustrated in Fig. 25.9a,c,
respectively for the trans-2-butene molecule, and in
Fig. 25.9b,d for the 1,3-butadiene molecule. The former
has a CDC bond at the center of the molecule, and two
CH3 groups are attached to both ends of the CDC bond.
The butadiene molecule has two CDC bonds inside the
molecule.

For the IETS spectra, a clear peak was observed
at 365mV corresponding to the �(C�H) mode for the
trans-2-butene molecule (Fig. 25.10), whose peak in-
tensity is almost as strong as that observed for an
acetylene molecule on Cu(100) [25.27, 53]. However,
this feature cannot be observed for the 1,3-butadiene
molecule in spite of their similar structure and the exis-
tence of C�H species.

The origin of the different intensities of the �(C�H)
mode observed for the two molecules can be explained

as follows. We see these two molecules have a sig-
nificant difference in the electronic state at the energy
close to the Fermi level. The molecular orbital (MO) of
the LUMO level for trans-2-butene and 1,3-butadiene
molecules are shown in Fig. 25.9e,f, respectively. The
LUMO level shifts downwards from the gas phase af-
ter adsorption on the surface, and forms a resonant state
near the Fermi level. The MO of the LUMO level can
be seen at the C�H bond in the CH3 group for the
trans-2-butene molecule, but it is absent for the butadi-
ene molecule. The model proposed by Lorente suggests
that the coupling between the initial and the final state
expressed in (25.3) determines the IETS signal inten-
sity.

We can assume that the deformation potential ıv
should be distributed at the bond related to the vibra-
tional mode (the C�H bond for the case of the C�H
stretching mode). The IETS signal should be strong
only when the densities of the electronic states of ��
and �� have large components at the bond for the vibra-
tion mode. Thus, the absence of the MO of the LUMO
level at the C�H bond for the butadiene molecule might
be responsible for the weak intensity of the �(C�H)
mode.

In addition, the bonding strength between the mole-
cule and the substrate should be considered as a factor
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that determines the IETS signal strength. This is espe-
cially so in the case where the negative ion resonance
participates in the vibration excitation, because the ex-
citation probability of vibration modes should increase
in the case where the lifetime of the negative ion state
is longer. It is speculated that a weaker interaction
between the CH3 group and the substrate for the trans-
2-butene molecule than that of the CH2 group for the
butadiene molecule might enhance the excitation prob-
ability of the �(C�H) mode.

25.2.5 Calculation Methods for IETS

Recently, a calculation method combining DFT and
NEGF calculations successfully reproduced the experi-
mental results [25.49, 54, 55].

The NEGF method correctly describes the correc-
tions to the elastic current and can describe experiments
in which the current increases and/or decreases due to
inelastic scattering. The calculation covers IETS phe-
nomena not only for the STM setup but also for an
atom chain which bridges two electrodes. The current
variation gives rise to peaks and/or dips in the sec-
ond derivative. The main disadvantage of the NEGF
method is that it consumes a large computational re-
source. The recently developed lowest-order expansion
(LOE) approximation of the NEGF method makes it
feasible to calculate the IETS from large-scale DFT cal-
culations [25.46, 54, 56]. In addition, the emission rate
calculation in the LOE approximation is identical to
Fermi’s golden rule expression. The LOE can therefore
provide physical insights into the scattering processes
and allow derivation of selection rules for IETS from
first-principle calculations.

NEGF clearly shows how the current is coupled
with the vibrations through the junction. To simplify
these expressions, two approximations are used. The

z piezo
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Lock-in amp
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sample-hold switch
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2f signal
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freq: f
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Fig. 25.11 A schematic drawing
of an STM-IETS setup. IETS
spectroscopy is measured by turning
off the feedback circuit (switch A)
and applying slow-ramping voltage in
which a sine-shape modulation voltage
is superimposed (frequency� 797Hz)
to the sample bias by closing switch
B. The differentiation of the tunneling
current is executed by the use
of a lock-in amplifier. (Reprinted
from [25.2], with permission from
Elsevier)

first assumption is that only the lowest order e–ph cou-
pling matters. The second is that the density of states
varies slowly near the Fermi level, which allows the in-
tegration over energy to be carried out analytically.

In the low-temperature limit, the power dissipation
from the electrons into the vibrational system is then
given by

PD
X

�

.„!/2
 „ ŒnB.„!/� n��Tr.M�AM�A/

C „!
e
��

(
0I jeVj < „! ;
jeVj � „!I jeVj > „! ; (25.4)

where „! is the energy of the target vibrational mode,
nB(„!) the Bose–Einstein distribution, n� the occupa-
tion of the vibrational mode, M� the e–ph interaction,
A the spectral function, and �� the emission rate which
will be discussed later [25.54, 56]. The first term drives
the vibrational system towards equilibrium with the
electrons. The second term describes vibrational heat-
ing where the emission rate is given by

�� D e

 „ .M�ALM�AR/

D 4 e

„
X

l;r

jh�rjM�j�lij2 ; (25.5)

where AL, AR are the spectral functions of the two
lead electrodes connecting the scattering region. The
scattering rate can further be rewritten in terms of the
scattering states of the two lead electrodes (j�ri or j�li).
Equation (25.5) thereby resembles Fermi’s golden rule
and if the scattering states are known, selection rules
based on the symmetry of the scattering states and e–ph
coupling can be derived.

The forward (back) scattering forms a peak (dip) in
IETS. The variation of the current can be estimated by
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Fig. 25.12a–e Variation of sample bias (a), and tunnel-
ing current (b), the output of the lock-in amplifier of the
harmonic (c), and the second harmonic component (d) as
a function of the measurement time of the STM-IETS
of a trans-2-butene molecule on Pd(110). All graphs are
the average of 16 cycles of the measurements (see text).
The arrows indicate sharp features corresponding to the
�(C�H) vibrational mode. (e) The d2I=dV2 versus V spec-
tra obtained on a trans-2-butene molecule (solid curve)
and on the bare Pd(110) surface (dashed curve). (Reprinted
from [25.59], with the permission of AIP Publishing) I

the scattering rate which can be evaluated using (25.5),
which will be introduced later on in this chapter. The
crossover from peak to dip in simplified models occurs
at a transmission of 1=2 [25.46].

25.2.6 Experimental Setup of STM-IETS

An example of the experimental setup used in STM-
IETS is shown in Fig. 25.11. Conventional STS mea-
surement can be executed by recording the I–V curve
followed by numerical differentiation. This procedure is
possible because the natural width of electronic states is
of the order of � 1 eV and there is no special technical
difficulty in taking the numerical derivative of the I–V
curve. Conversely, the vibrational features have quite
a narrow peak width of the order of 1mV, which makes
it quite difficult to obtain d2I=dV2 by numerical dif-
ferentiation. Instead, lock-in amplifier detection using
a voltage modulation method is required. The measure-
ment of the lock-in amplifier signal requires a relatively
long acquisition time of the order of � 100 s to get
a single spectrum. The change of relative location be-
tween the tip and the molecule may then be critical;
stability is therefore required both for lateral and hor-
izontal directions. Attention should be paid to both the
mechanical stability of the STM head and to the repro-
ducibility of the control electronics [25.57, 58].

An example of an IETS measurement is shown in
Fig. 25.12a–d, where the variation of bias voltage, tun-
neling current, dI=dV, and d2I=dV2 are displayed as
a function of time. The data were obtained for a trans-
2-butene molecule adsorbed on Pd(110). The curves
of d2I=dV2 versus V are shown in Fig. 25.12e by
comparing the spectra obtained on the bare metal sub-
strate (dashed line) and on the adsorbate (solid line).
Sharp features can be identified at the sample bias of
�363 and 360mV only in the spectrum obtained on the
molecule. The former appears as a dip and the latter
is a peak which satisfies the conditions for the assign-
ment to a vibration-induced feature. The intensity of
the positive peak is � 9:5 nA=V2 and the full-width-at-
half-maximum (FWHM) is � 12mV. Though there are
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several other vibrational modes, they are not as obvious
as the mode identified as the �(C�H) mode [25.59].

Low-Temperature STM System
As mentioned above, IETS is an all-electron spec-
troscopy method whose resolution has a linear relation
with the system temperature except for the modulation
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Fig. 25.13 Schematic of a com-
pact ultralow-temperature STM
system. The cryostat is mounted on
a vibration-isolation table (not shown).
(From [25.60]. © IOP Publishing.
Reproduced with permission. All
rights reserved)

voltage and the intrinsic peak width. Thus, lowering
the temperature of the STM system is beneficial both
for mechanical stabilization (elimination of the ther-
mal drift) and for improvement of the resolution of
the IETS spectroscopy. An example of an STM system
based on a dilution refrigerator-type STM is shown in
Fig. 25.13 [25.60]. The cryostat and dilution refrigera-
tor (TC330-SCM and TS-3H100, Taiyo Nissan, Japan),
and the STM unit (USSS-9990, Unisoku, Japan) are
both commercially available. The cryostat consists of
a 57L liquid helium bath, a 26L liquid nitrogen bath,
a vacuum thermal shield, and a 5-T superconducting
electromagnet. The cryostat is mounted on a vibration-
isolation table (AWF-1510DTU, Meiritsu Seiki Co.,
Japan) (not shown). By using this setup and operat-
ing the dilution refrigerator, we can acquire IET spectra
at a temperature of 260mK [25.60]. However, for the
vibrational spectroscopy of alkanethiol molecules the
resolution of the spectra at 260mK showed no im-
provement over those obtained at 4.4K because of other
experimental factors. Details of the operating principles
of the dilution refrigerator are given elsewhere [25.60].

This system is operated by cooling with liquid He and
once filled to full volume, the STM can work at a sta-
ble temperature of 4.4K for 48�72 h without requiring
a further supply of liquid He.

The dilution-refrigerator-based STM system is il-
lustrated in Fig. 25.14a while the STM head is shown
in Fig. 25.14b. A sample can be transferred from the
bottom of the STM unit. The STM system can be oper-
ated in the following two configurations:

1. The system works in a stand-alone manner. The
sample is loaded in an inert gas atmosphere, fol-
lowed by pumping with a turbo molecular pump
(TMP) for 24 h. After that, the system is immersed
into the liquid He bath. The operation of the TMP
is discontinued once the bath is filled with liquid
He. The wall of the chamber works as a cryogenic
pump.

2. The bottom of the STM system of Fig. 25.14a is
connected to a Ultrahigh Vacuum (UHV) system via
a connection which goes through the liquid He bath.
With the use of a long vertical magnetic loading
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Fig. 25.14 (a) The dilution refrigerator-based STM,
(1) support table, (2) vacuum chamber; (b) the inner
structure of the vacuum chamber, (3) 1K pot, (4) STM
head, (5) wires for the scanner piezo, shear piezo, sample
bias and thermometer, (6) circular cylinder. (From [25.60].
© IOP Publishing. Reproduced with permission. All rights
reserved)

system, the sample can be prepared in a separated
preparation chamber and transferred into the STM
head under UHV conditions. The second method is
more straightforward in terms of the sample surface
quality compared to the first one. However, the He
cryostat dewar must be disassembled for the mainte-
nance of the STM head. The particular study shown
below for the alkanethiol molecule was performed
using the first method.

The coarse motion of the STM is operated using
a slip and stick motion, which allows for a maximum
movement of the X–Y stage of ˙0.5mm. The max-

imum scan area of the STM piezo tube for X–Y is
3:4� 3:4�m2 at 300K and 1:0� 1:0�m2 below 4.4K.
The coarse motion and scanning of the STM is con-
trolled by commercially available units (PMC100 and
SPM100, RHK, Troy) and operated using their accom-
panied software (XPM, RHK, Troy).

Measurement of I–V Derivative
by Using Lock-in Amp

The normal inelastic signal originating from a vibra-
tional mode with energy h� appears as a step-like
feature at the sample bias of h�=e in the dI=dV curve
and a peak or a dip at the sample bias of h�=e in
the d2I=dV2 curve. Use of a lock-in amplifier is effec-
tive for obtaining high-precision dI=dV and d2I=dV2

curves. A schematic of the IETS measurement sys-
tem is shown in Fig. 25.15a. The modulation voltage
(�V sin.2 ft/) is applied to the sample bias (V). In this
case, the tunneling current (I) can be approximated as

IŒV C�V sin.2 ft/�� I.V/C dI

dV
�V sin.2 ft/

C d2I

dV2

.�V/2

4
sin
�
4 ft�  

2

	

C d2I

dV2

.�V/2

4
: (25.6)

Hence, dI=dV can be obtained by detecting the AC cur-
rent modulated at f , and d2I=dV2 can be obtained by
detecting the AC component modulated at 2f where the
phase of the modulation current is delayed by �90ı
compared to that of the modulation voltage. The modu-
lation frequency was set in the range between 500 and
1000Hz, and the cutoff frequency of the preamplifier
was set to 1.5 kHz. The tunneling current was converted
to a voltage signal by a preamplifier (IVP-PGA and
IVP-200, RHK, Troy), which was then divided into two
paths: one is to an input of an STM controller (SPM100,
RHK, Troy), for gap control, and the other to a lock-
in amplifier (NF5640, NF Corp., Yokohama), for the
conductance and the IET signal measurement. The out-
put of the lock-in amplifier was recorded using an STM
controller (Fig. 25.15a).

The phase shift between the modulation voltage and
output modulation current resulting from the wiring and
tunnel-junction configuration should be calibrated be-
forehand with the method described as follows. First,
the STM tip is retracted by a few tens of nm from the
surface to a point where the tunneling current cannot
be detected. Next, a modulation bias with frequency f
is applied to the sample, producing an AC current (dis-
placement current) with frequency f . This AC current is
produced solely due to the capacitance between tip and
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Fig. 25.15a,b Schematic drawing of (a) a conventional
IETS measurement system and (b) an improved mapping
system for the IET signal (From [25.61]. © IOP Publish-
ing. Reproduced with permission. All rights reserved)

sample. By maximizing the magnitude of the AC cur-
rent using the lock-in amplifier, the phase shift between
the input modulation voltage and output modulation
current can be determined. The phase shift for the fre-
quency 2f can also be estimated by repeating the same
procedure. This phase shift is stable and it is not nec-

essary to repeat the phase determination process once it
has been determined.

25.2.7 Spatial Mapping of IETS

Mapping of IET signals is an effective method for vi-
sualizing the distribution of a characteristic feature of
a molecule on a surface [25.45, 62]. Sainoo et al. re-
ported a mapping method of IET signals using a con-
ventional measurement system (Fig. 25.15a), where the
feedback loop is activated during the mapping pro-
cess [25.59]. In order to minimize the effect of the mod-
ulation voltage on the feedback loop, they employed
a high-frequency modulation voltage and a low time
constant on the feedback loop. However, the restriction
of the time constant on the feedback loop and remnant
effects of the modulation voltage on the feedback sys-
tem prevent a good topographic image and IETS map-
ping from being obtained for a high tunneling resistance
sample like alkanethiol SAMs. Actually, in a mapping
experiment using the same setup, it was not possible to
obtain satisfactory IETmapping for a hexanethiol SAM.

In order to solve this problem, the AC component
of the tunneling current signal, which is used for gap-
distance control, is minimized [25.61]. This is achieved
by inserting a low-pass filter (3314, NF Corp., Yoko-
hama) between the preamplifier and the STM controller
(Fig. 25.15b), which results in a reduction of the feed-
back response by the modulation voltage. The modula-
tion frequency is set at 1.2 kHz, the cutoff frequency of
the preamplifier at 5 kHz and the cutoff frequency of the
low-pass filter at 400Hz. The attenuation slope of the
low-pass filter was 48 dB/oct, making the transmission
rate of the modulation current less than 0.1% at 1.2 kHz.
Under this condition,we could see no change in themod-
ulation current for frequency f at the input of the lock-in
amplifier, with or without the feedback loop engaged.

25.3 Survey of STM-IETS Reports for Various Systems

Here we examine examples of STM-IETS measured for
various systems.

Organicmolecules have often been targeted by IETS
measurements. Investigation of a pyridine molecule on
Ag(110) was reported by Hahn and Ho [25.63]. It re-
vealed a C�H stretching mode at 378meV and the iso-
tope shift to 282meV when deuterated.

Sainoo et al. reported a measurement for the cis-
butene molecule on Pd(110) [25.64]. The IETS features
were detected at 37 and 358meV, which are assigned
to the metal-molecule stretching mode and the C�H
stretching mode, respectively.

In addition, they measured the yield of the ro-
tation of the molecule as a function of the energy
of the injected electrons, which they called action
spectroscopy and is supposed to yield supplemen-
tal information for the vibration modes detected by
STM-IETS. The result shows an enhancement of the
rotation at 110 and at 115meV, which are assigned
to the excitations of C�C stretch and C�H bending
modes, respectively, according to the energies reported
for those modes. They claim that some modes are
more apparent in action spectroscopy than in STM-
IETS.
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Since the bonding strength between the molecule
and the substrate, and consequently the life-time of
the vibrational mode has a substantial effect on the
yield of the STM-IETS signal, much effort has been
put into the search for a good substrate. The sub-
strate NiAl(110) after oxidation was used to decrease
the interaction between the molecule and the substrate,
since the oxide can still show an atomic-scale flatness.
Nilius et al. demonstrated that an attachment of CO
molecules to a Pd atom, both of which are adsorbed
on oxidized NiAl(110), is possible by using the atom
manipulation technique [25.65]. The CO’s hindered ro-
tational mode is then measured at 40meV and the C�O
stretching mode at 258meV, whose energies are appro-
priate for the formation of metal-CO clusters. Liu et al.
measured the STM-IETS for the molecule of 4,7,12,15-
tetrakis[2,2]paracyclophane (DMAS-PCP) on the same
surface. A feature at 25meV is assigned to out-of-lane
C�C�N and CC�C bending, and that at 179meV is
assigned to in-plane CC�H bending, in addition the
feature at 365meV corresponds to the C�H stretch in
the CH2 group [25.66].

Organic molecules consisting of a large number
of atoms have also been investigated with STM-IETS
techniques. One example is a tetramantane diamon-
doid molecule adsorbed on Au(111), in which a fea-
ture was detected at 356meV corresponding to the
C�H stretching mode [25.62]. A tetracyanoethylene
(TCNE) molecule on Cu(111) was reported to show
features at 5.1, 13.3, 21.9, 35.7meV originating from
DC�.CN/2 rocking modes [25.67]. Phthalocyanine
molecules, a popular molecule in surface science in-
vestigations, have also been investigated with the IETS
technique. A double-layer island of cobalt phthalocya-
nine (CoPc) on Cu(111) showed a feature at 20meV,

which was attributed to a vibration mode of the benzene
ring against the substrate [25.68]. Mugarza reported
the vibration modes of CuPc and NiPc adsorbed on an
Ag(100) surface. Various modes in the energy range
between �100 and 100meV were detected. The au-
thors claimed that the observed modes imply distortion
of Cu�N bonds. The vibrational features are observed
when the tip is placed in the center of the molecule,
while the Kondo resonance feature due to the presence
of an unpaired � orbital is observed at the perimeter of
the molecule [25.69].

In addition, fullerene groups have been studied by
STM-IETS from the early stages of this research. Pas-
cual et al. measured STM-IETS for C60 on Ag(110),
in which a feature at 52meV was detected and was
assigned to the Hg(!2) mode [25.70]. They found an in-
tensity variation which is correlated with the adsorption
configuration. The results were explained considering
that symmetry of the resonant states associated with
the vibrational mode determines the intensity of the
IETS feature. The IETS spectrum of metallofullerene
of Gd@C82 adsorbed on Ag(001) shows a feature at
43meV which appears in a spatially restricted region.
This feature is assigned to the cage mode and the spa-
tial localization is attributed to the distribution of the
electronic state with which the vibrational mode is cou-
pled [25.71].

Phonons of metal substrates were investigated by
Gawronski et al. using STM-IETS. They detected
phonons at surfaces at 9 and 21meV for Au(111)
and Cu(111) surfaces, respectively. It should be noted
that the spatial variation of the phonon excitation for
Au(111) measured by mapping IETS signals displays
an atomic resolution, which is explained in terms of
site-specific phonon excitation probabilities [25.72].

25.4 In-Depth Analysis of IETS of an Alkanethiol Molecule

As stated already, the combination of STM and IETS
can be beneficial. STM can give atomic-scale res-
olution and be combined with other surface-science
analysis techniques. Meanwhile, in recent studies of
molecular electronics or single-molecule devices there
has been rising interest in IETS measurements. Such
studies became feasible thanks to the development of
electrodes with an atomic-scale gap, between which
a molecular bridge is formed. It is necessary to exe-
cute chemical analysis for a molecule in the gap, and
IETS is a promising technique. However, even for an
identical molecule, the IETS spectra fluctuate among
various types of devices [25.25]. Thus, an effort has
been made to compare IETS data systematically for

alkanethiol SAM films. The molecules form a well-
defined SAM on a Au(111) surface, which has been
characterized with a variety of surface analysis tech-
niques [25.73].

25.4.1 Nonisotope Alkanethiol SAM

Several devices with such atomic-scale electrodes and
alkanethiol SAM are illustrated in Fig. 25.16. Fig-
ure 25.16a shows a mechanical break junction (MBJ)
system [25.74]. By bending a thin foil of metal mechan-
ically, it is possible to make a crack in the foil and use it
as a nm-scale gap. The gap size can then be controlled
by the pushing force.
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Fig. 25.16a–c Devices employed for single-molecule
measurement: (a) mechanical break junction. (Adapted
with permission from [25.74], Copyright 2008 American
Chemical Society) (b) Nanopore device. (From [25.75].
Reprinted with permission from AAAS) (c) Cross-wire
devices. (Reprinted with permission from [25.76]. Copy-
right 2002 by the American Physical Society)

A device fabricated with a more sophisticated Si
process is shown in Fig. 25.16b and called the nanopore
device [25.77]. In the particular device shown here,
an Si3N4 film is formed above an Au substrate, which is

scratched by an etching technique. The etching makes
the Si3N4 thinner with a shape described in the fig-
ure. Eventually a hole appears in the center and the
etching is stopped. By using this procedure, it is pos-
sible to make a nm-scale hole on an Au substrate. On
the Au surface through the hole, the alkanethiol SAM
is formed, which is covered by a top Au electrode.
The final device consists of a monolayer of alkanethiol
molecules of limited lateral size.

A cross wire device is shown in Fig. 25.16c [25.76].
First, an Au wire whose surface is covered with the
alkanethiol SAM is prepared. Then a second Au wire
with a bare surface is placed near the first wire. The
two wires are attached using the electromagnetic force
between them.

Macroscopic vibrational spectroscopies using IRAS
and HR-EELS have been reported for alkanethiol
SAMs. For example, the investigation of vibrational
modes with energies between a few tens and 200meV
provides information inherent to the molecules in ques-
tion. These modes can be used to identify the molecules
investigated, thus they are called fingerprint modes. As
already discussed, the vibrational modes corresponding
to changes in the dipole moment perpendicular to the
surface normal appear as strong peaks [25.78].

Before going into the discussion of IETS, we
examine the results of HR-EELS measurements for
vibrational features of an alkanethiol SAM. Kato
et al. prepared alkanethiol SAMs on Au(111) sur-
faces with various lengths (CH3.CH2/n�1S=Au.111/,
2 � n� 18) [25.79]. With their sample preparation,
they could fabricate a SAMwith large, well-ordered do-
mains. By virtue of this sample property, they were able
to obtain good EELS signals in dipole scattering. Vi-
brational modes like the CH2 rocking mode at 89meV,
the CH3 s-deformation mode at 171meV, and the CH3

d-deformation or CH2 scissor modes at 180meV are
clearly visible (Fig. 25.17). Besides these large signals,
weak features are identified, including Au�S stretch-
ing modes at 28 and 32meV, a CH3 rocking mode
at 113meV, a C�C stretching mode at 130meV, and
a CH2 twist mode at 157meV.

Among these detected signals, the CH3 s-deforma-
tion mode with the energy of 171meV shows a strong
even–odd effect on the number of carbon atoms that
constitute the alkyl chain. When it is even (odd), the
signal becomes strong (weak). This result is consistent
with the geometrical structure of the alkanethiol SAM
shown in the inset of Fig. 25.17. In the case of the even
number, the terminal methyl group points in a direction
perpendicular to the surface. Thus, the change in dipole
moment perpendicular to the surface is large, providing
strong dipole scattering. Conversely, in the case of an
odd carbon number, the terminal methyl group points in
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Fig. 25.17 HR-EEL spectra for various alkanethiol (Cn-
thiol) SAMs on Au. The solid and dashed lines correspond
to specular spectra detected at 60ı and off-specular spectra
detected at 42ı, respectively. The inset shows schematic
models of an alkanethiol SAM structure for an odd and
even number of carbons. (Reprinted adapted with permis-
sion from [25.79]. Copyright (2002) American Chemical
Society)

a direction parallel to the surface, resulting in a smaller
change in the dipole moment in the perpendicular di-
rection and little dipole scattering.

Kato et al. also investigated impact scattering for
alkanethiol SAMs with EELS, where the vibrational
signals, prominent in dipole scattering, such as the CH2

rocking mode at 89meV, the CH3 s-deformation mode
at 171meV, and the CH3 d-deformation or CH2 scissor

mode at 180meV, are decreased and become compara-
ble to the peak intensity of the C�C stretching signal at
130meV (see the dashed lines in Fig. 25.17). In other
words, the selection rules for impact scattering are more
relaxed than those for dipole scattering.

The even–odd effect of an alkanethiol SAM is also
observed in IRAS for the C�H stretching mode of the
terminal methyl group [25.80]. The terminal methyl
group points in a perpendicular direction when the car-
bon number is even. In this case, the change in dipole
moment originating from the symmetric stretch of the
methyl group is larger than that in the case of an odd car-
bon number. Thus, the strong C�H symmetric stretch-
ing signal is detected in the case of an even carbon num-
ber, but not when there is an odd number of carbons.

Formation of Alkanethiol SAM and STM
A SAM film of alkanethiol can be formed follow-
ing established methods [25.73]. First, Au/mica sample
(Keysight Technologies, Santa Rosa) is annealed in
air using a hydrogen torch. Immediately upon anneal-
ing, the sample is immersed in an ethanol solution of
octanethiol (1mM) for 24 h or hexane solution of oc-
tanethiol (1mM) for 6min, and rinsed with ethanol
before being inserted into the vacuum chamber for the
STM inspection.

The use of partially/fully deuterated alkanethiol
SAMs contributes to the peak assignment of the IETS
peaks. Partially deuterated alkanethiols can be synthe-
sized from commercially available CD3(CH2)7Br and
CH3(CH2)6CD2Br (C/D/N Isotopes, Point-Claire) fol-
lowing the established scheme [25.81]. Gas chromato-
graphy–mass spectrometry showed that the purity of the
final product was 94.4% (CD3(CH2)7SH) and 98.7%
(CH3(CH2)6CD2SH), respectively.

Figure 25.18 shows a topographic image of the
prepared octanethiol SAM on an Au(111) surface mea-
sured at 4.4K, where the sample bias (Vs) and current
(It) of the set point are Vs D�2.5V and It D 83 pA,
respectively [25.82]. An ordered structure of the oc-
tanethiol SAM with (

p
3�p3)R30ı structure in reg-

ister with the substrate of Au(111) is visible, which
is consistent with previous reports [25.73] and the
theoretical simulations (Fig. 25.19). Note that this well-
ordered structure is usually observed before and after
IETS measurements, i.e., showing the stability of the
surface condition.

The gap between the tip and molecule should be
measured before performing the IETS measurement.
This can be examined by monitoring the tunneling cur-
rent while the gap distance is varied, which is often
called I–z spectroscopy. The I versus z curve shown
in Fig. 25.20 was measured by approaching the tip at
a rate of � 0:35Å=s from the initial position (zD 0)
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Fig. 25.18 Topographic STM image of an octanethiol
SAM on Au(111) (5:4� 5:4 nm2 , It D 83 pA, and Vs D
�2:5V). (Reprinted with permission from [25.82]. Copy-
right (2008) by the American Physical Society)

defined by the conditions of It D 10 pA and Vs D
500mV, where the vertical axis is expressed on a log
scale [25.82]. The measured I versus z curve can be fit-
ted with a straight line at the initial stage of approach
(z < �1.5Å). This fitting curve can be expressed as I /
exp.�˛z/ with ˛D 2:0Å�1, where the decay constant
˛ is comparable with those previously reported for the
vacuum tunneling barrier of ˛ D 2:4Å�1 [25.83]. After
reaching zD�1.5Å, which gives It � 0:2 nA at Vs D
500mV, the curve shows a bend and is deviated from
a straight line. The slope after the bend can be estimated
as I / exp.�ˇz), with ˇ D 1:1Å�1 at its initial stage.
However, ˇ becomes smaller when the tip gets closer
to the surface. The decay rate of the tunneling current
through a monolayer of alkanethiol SAM was previ-
ously analyzed by Bumm et al. for SAMs with various
chain lengths (CH3(CH2)n�1S) [25.84]. They employed
a two-layer model in which the vacuum layer and the
SAM layer were assumed to have independent decay
constants for the electron tunneling. With this model,
the tunneling current variation with the SAM layer
thickness was estimated to be I / exp.�ˇz/ with ˇ D
1:2Å�1 [25.84]. The tip and the SAM are in contact at
zD�1:5Å and the electron decay length in the SAM
layer is close to the value that has been determined by
Bumm et al. shortly after the contact. The decay length
becomes smaller with further approach of the tip to the
substrate, which is speculated to be due to a conforma-
tional change in the molecule layer caused by the tip.

Unit of calculation

Gold With tip

Without tip

Sulfur

Sulfur

Alkyl chain

Alkyl chain

√3 × √3R30°
– –

Fig. 25.19 Schematic showing an octanethiol SAM on
Au(111). The unit cell used in the IETS calculation is
shown by thick black lines. The STM tip modeled by one
protruding Au atomwas placed approximately over the end
group of the octanethiol whose alkyl chain and sulfur atom
are depicted in brown (gray for without the tip). (Reprinted
from [25.25], with permission from Elsevier)

IETS of Alkanethiol SAM
In this section, we examine the detail of an IET spec-
trum for an octanethiol SAM on Au(111) at 4.4K.
Before recording the IETS measurement a good topo-
graphic image like that shown in Fig. 25.18 is collected
with a junction resistance of usually a few tens of G,.
For the IETS measurement, the tip was placed on a pro-
trusion of the STM image and was brought close to
the surface and the junction resistance is reduced to
0.5G, (Vs D 500mV, It D 1 nA). This set point was
chosen because higher current is required for the IETS
than for topographic imaging to improve the signal-to-
noise ratio. Judging from the I–z curve in Fig. 25.20,
the tip is about 1.5Å inside the molecule layer from
the contact point. Further lateral tracking of the tip po-
sition was not executed. However, the drift of the tip
along the lateral direction was limited and was less
than one unit of the alkanethiol lattice (5Å) for 1 day.
The data of I versus V, dI=dV versus V, and d2I=dV2

versus V were simultaneously recorded both for the
increasing and decreasing voltage ramp between 500
and �500mV, where the feedback loop was open for
14min. For this interval, the current change due to the
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Fig. 25.20 Variation in the tunneling current when the
tip approaches the surface (I–z curve). The tip ap-
proached at a rate of � 0:35Å=s from the initial posi-
tion of It D 0:01 nA and Vs D 500mV. The linear line
is the result of a least square fit with a function of
I / exp(�˛z). (Reprinted with permission from [25.82].
Copyright (2008) by the American Physical Society)

thermal drift along the vertical direction was less than
3% in average. The spectra in Fig. 25.21 are an av-
erage over 32 scans, each of which took 7min, with
a total acquisition time of about 4 h. A modulation volt-
age of 7.2mV (rms) and a modulation frequency of
480Hz were used. It was confirmed that the tunneling
current at 480 and 960Hz contained no periodic noise
by executing its fast Fourier transform. The time con-
stants of the two lock-in amplifiers were both set at
100ms.

The acquired d2I=dV2 versus V and dI=dV versus
V plots are shown in Fig. 25.22 [25.82]. The vertical
axis was calibrated by comparing the numerical deriva-
tion of the I versus V and dI=dV versus V curves with
the outputs of the lock-in amplifiers. The d2I=dV2 ver-
sus V curve shows features that appear at symmetric
energy positions with respect to the Fermi level with
a reversed polarity (Fig. 25.22). These features satisfy
all the conditions required to assign them as vibrational
features [25.4]. Among several peaks originating from
vibrational modes, we can see that a prominent fea-
ture appears at the energy of ˙361mV which can be
attributed to the C�H stretching mode (�(C�H)). In
the papers so far reported, the �(C�H) feature domi-
nates the IET spectra. The other vibrational features are
less obvious, except for the metal–molecule vibration

d2I/dV 2 (nA/V)

dI/dV (nA/V)

2.4
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4002000–200–400
Sample bias (mV)

∆σ/σ ≈ 3%

Fig. 25.21 Plot of d2I=dV2 versus V for an octanethiol
SAM on Au(111) at 4.4K. The tip was positioned at
It D 1 nA and Vs D 500mV. A modulation voltage of
Vrms D 7:2mV has been added. The plot is an average of
32 cycles of measurements, taking � 7min for each cy-
cle. (Reprinted with permission from [25.82]. Copyright
(2008) by the American Physical Society)

modes [25.27, 50, 58, 64]. Conversely, the spectrum of
Fig. 25.21 shows clear peaks between 50 and 200meV.
They also satisfy the criteria for assigning them to
the vibrational modes, which include C�H bending
modes and a C�C stretching mode. The conductance
change (��=�), estimated from dI=dV, is � 3:0% for
the C�H stretching mode (361mV) and� 1:2% for the
CH bending mode (171mV). The measured ��=� for
the C�H stretching mode exceeds 10% in the case of
the C2H2 molecule [25.27]. However, other modes like
C�H bending and C�C stretching were not detected.
Thus, the detection of C�H bending and C�C stretch-
ing modes in the current study indicates a high yield of
these modes for the alkanethiol SAM. Precise assign-
ment of these modes and reasons for the high yields are
discussed in later sections.

Tuning of Experimental Conditions
for Better IETS

Here the calibration of the IETS spectra is discussed.
As an example, the spectra obtained for the alkanethiol
SAM is shown in Fig. 25.22. The brown lines in
Fig. 25.22a–c, correspond to I, dI=dV (output of the
lock-in amplifier), and d2I=dV2 (output of the other
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Fig. 25.22 (a) I versus V for the octanethiol SAM at 4.4K
(Vs D 500mV, It D 1 nA). (b) The brown line corresponds
to the dI=dV versus V acquired by the lock-in amplifier
with the adjusted phase condition. The gray line is the nu-
merical derivation of the I versus V . The dashed line is the
output of the lock-in amplifier measuring the f component
where the phase was 90ı different from that in the case of
the brown line. (c) The brown line is the d2I=dV2 versus
V acquired by the other lock-in amplifier with the adjusted
phase condition. The gray line is the numerical derivation
of the dI=dV (brown line in (b)). The dashed line is the
output of the other lock-in amplifier measuring the 2f com-
ponent where the phase is 90ı different from that in the
case of the brown line. (From [25.60]. © IOP Publishing.
Reproduced with permission. All rights reserved)

lock-in amplifier), respectively [25.60]. The gray line
in Fig. 25.22b is the numerical derivation of I versus
V, by which the absolute value of dI=dV versus V, ob-
tained with the lock-in amplifier, is determined. The one
for the d2I=dV2 (brown line in Fig. 25.22c) is also de-
termined by repeating the same process. Note that the
fluctuation in the noise level of the dI=dV versus V and
d2I=dV2 versus V curves by the lock-in amplifiers are

smaller than those obtained by the numerical deriva-
tions.

The dashed line in Fig. 25.22b is the output of
the lock-in amplifier for the f component, where the
phase is rotated by 90ı from that of the brown line in
Fig. 25.22b. The dashed line is almost constant for the
entire bias voltage range, indicating that the phase of
the lock-in amplifier for the measurement of the dI=dV
versus V is correct. The capacitance between the tip
and the sample, calculated from the magnitude of the
dashed line, is 250 fF. The dashed line in Fig. 25.22c is
the current component at the frequency of 2f detected
by the other lock-in amplifier where the phase is rotated
by 90ı from that of the brown line in Fig. 25.22c. It also
shows that the magnitude of the dashed line is zero for
the bias range, which indicates that the phase for the
d2I=dV2 versus V measurement is also correct.

The FWHM of the IET signal is described by the
following relation

W2 D .1:7Vmod/
2C

�
5:4kT

e

�2

CW2
1 ; (25.7)

where k is the Boltzmann constant, T is the temperature,
Vmod is the modulation voltage (rms), and W1 is the in-
trinsic width of the peak [25.85]. Figure 25.23a shows
a normalized d2I=dV2 versus V spectra in the en-
ergy range near the C�H stretching mode (T D 4:4K,
Vs D 500mV, It D 1 nA), where the modulation volt-
age was systematically changed from 25.2 to 5.2mV
(rms) [25.60]. We can see a decrease of the peak width
with a decrease in the modulation voltage. By further
decreasing the modulation voltage to 2.7mV, the peak
seems to split into two components with energies lo-
cated at 359 and 365mV (Fig. 25.23b), both of which
appear in the symmetric position around the Fermi level
with the inversed polarity. To reach this accuracy, the
spectra were averaged over 680 and 1600 scans, which
took about 11 and 27 h, for the positive sample bias and
the negative sample bias, respectively. In Fig. 25.23c,
an IRA spectrum examined for the prepared octanethiol
SAM on the Au surface is shown as a reference. Simi-
lar results had been reported previously [25.86–88] with
the following peak assignment: peak A at 354meV CH2

symmetric stretch, peak B at 357meV the CH3 sym-
metric stretch by Fermi resonance, peak C at 362meV
the CH2 antisymmetric stretch, peak D at 364meV the
CH3 symmetric stretch by Fermi resonance, and peak E
at 368meV the CH3 antisymmetric stretch.

In the IETS spectra obtained with Vmod D 2:7mV,
a saddle is visible in the peak of Fig. 25.23b. In or-
der to further discuss the origin of these two peaks,
a smaller modulation voltage must be employed to ob-
tain a higher resolution. However, the signal-to-noise
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Fig. 25.23 (a) Normalized d2I=dV2 spectra around the en-
ergy of a C�H stretching mode for the octanethiol SAM
at 4.4 K, where the modulation voltage is systematically
varied (Vs D 500mV, It D 1 nA). (b) The same as (a), but
in this case, the modulation voltage is 2.7mV and the
d2I=dV2 spectrum for negative bias is also shown. (c) In-
frared reflection absorption spectrum for the octanethiol
SAM on an Au surface at room temperature. (d) The
square of FWHM of the CH stretching peak is plotted
as a function of the square of the modulation voltage.
(From [25.60]. © IOP Publishing. Reproduced with per-
mission. All rights reserved) I

ratio hampers the use of a smaller modulation bias volt-
age. Instead, a partial deuteration method is employed
where all hydrogen atoms of the methyl group are re-
placed by deuterium atoms.

In Fig. 25.23d, the squares of FWHM of the C�H
stretching peaks are plotted as a function of the square
of the modulation voltage [25.60]. The solid line is the
result of a least square fitting of the experimental results
expressed by W2 D .1:6Vmod)2+ 352. This experimen-
tal observation is reproduced by (25.7), though because
of experimental error there is a slight discrepancy in
the prefactor of Vmod. This relationship between the
FWHM and modulation voltage is consistent with the
previous report for C2H2 molecules on Cu(100) [25.57].
Considering that 5:4kT=eD 2:0mV at T D 4:4K,W1 is
estimated to be 19mV. This value is similar to the en-
ergy difference between peak A and E in Fig. 25.23c
(14meV).

In the previous section, we see that a higher resolu-
tion of the C�H stretching mode in IETS spectra can
be obtained by reducing the modulation voltage. The
same thing can be seen for the vibrational modes in the
fingerprint region, as shown in Fig. 25.24 [25.82]. The
modulation voltage Vmod is decreased to 3.6meV, i.e.,
half of that used in Fig. 25.22 (Vs D 500mV, It D 1 nA,
Tsample D 4:4K). The data is an average over 464 scans,
which took about 24 h to be collected. Reference EELS
data is shown in Fig. 25.24a. The energy positions of
the detected vibrational features are compared with the
result of the HR-EELS, and the assigned modes are
listed in Table 25.1 with reference to HR-EELS, IRAS,
and Raman spectroscopy [25.79, 86–89]. By compari-
son to these spectroscopic data, the IETS peaks can be
assigned as follows: peak A is Au�S stretching, D is
C�S stretching or CH2 rocking, E is CH3 rocking, F is
C�C stretching, K is CH3 s-deformation or CH2 wag-
ging, and L is CH2 scissoring or CH3 d-deformation.
For some peaks, such as peaks E, K, and L, there are
two candidates that can be discriminated using the tech-
nique of partial deuteration, as discussed later. Through
such a comparison with the HR-EELS and IRAS data,
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we can conclude that STM-IETS is a useful tool for vi-
brational analysis of adsorbates.

Theory Versus Experiment
The overall property of the IET spectrum for an oc-
tanethiol SAM is compared to that obtained theoreti-



Part
F
|25.4

838 Part F Lattice Dynamics

a)

b) d2I/dV 2 (nA/V2)

EELS intensity

2.5

2.0

1.5

1.0

0.5

0

200150100500
Sample bias (mV)

A D

E
F

K

L

A

D E

F
K

L

× 4

Fig. 25.24 (a) HR-EEL spectrum for an octanethiol
SAM [25.79] and (b) high-resolution IET spectrum for
the energy region of the C�C stretching mode and C�H
bending mode of the octanethiol SAM (Vs D 500mV,
It D 1 nA, Vmod D 3:6mV (rms), and T D 4:4K) [25.82].
The peaks can be assigned as (A) Au�S stretching, (D)
C�S stretching or CH2 rocking, (E) CH3 rocking, (F)
C�C stretching, (K) CH3 s-deformation or CH2 wag,
and (L) CH2 scissor or CH3 d-deformation. (Reprinted
from [25.25], with permission from Elsevier)

Table 25.1 The vibrational features of the current data are
compared with the EELS data [25.79] and the expected
modes are listed with reference to the HR-EELS, IRAS,
and Raman data [25.79, 86–89]

Peak STM-IETS
(meV)

EELS
(meV)

Expected mode

A 31 28/32 Au�S stretch
D 88 81/89 �(S�C)/CH2 rock
E 108 113 CH3 rock
F 130 130 �(C�C)
K 171 172 CH3 s-deform./CH2 wag
L 182 180 CH3 d-deform./CH2 scissor

Peak STM-IETS
(meV)

EELS
(meV)

Expected mode

A 31 28/32 Au�S stretch
D 88 81/89 �(S�C)/CH2 rock
E 108 113 CH3 rock
F 130 130 �(C�C)
K 171 172 CH3 s-deform./CH2 wag
L 182 180 CH3 d-deform./CH2 scissor

cally in Fig. 25.25 [25.90]. The IETS peaks deduced
both by experiment and theory are approximately sym-
metric with the applied bias and the features of the
IET spectrum can be divided into (i) the low bias
anomaly caused by the large number of low-energy vi-

3.0

2.0

1.0

0

–1.0

–2.0

–3.0

Sample bias (mV)
–200–400 4002000

(d2I/dV 2)/(dI/dV ) (V–1)

v(C–H)

v(C–H)

CH3-C7

Tip

Au(111)

Exp.
Cal. (×0.6)

Fig. 25.25 Comparison between experimental (dark
brown) and calculated (light brown) IET spectra for an
octanethiol SAM. The broadening in both experiment
and theory is determined by the temperature (4.4K)
and the lock-in modulation voltage (Vmod D 7:2mV).
(From [25.91]. © IOP Publishing. Reproduced with
permission. All rights reserved)

brations, including gold phonons, (ii) the fingerprint
region (� 50�200meV, that can be used for a chemi-
cal identification of the molecule) that includes �(C�S),
�(C�C), and CH bending modes, and (iii) C�H stretch
modes (�(C�H)� 360meV). Overall, the calculated
IET spectrum reproduces that obtained by experi-
ment. However, there are the following discrepancies:
(i) magnitude of the zero bias anomaly [25.44], where
we note that the low-frequency vibrations originating
from the Au(111) substrate are not included in the cal-
culations, (ii) intensity of the �(C�H) mode is severely
underestimated by theory. To investigate the latter prob-
lem, a partially deuterated alkanethiol is employed in
a later section.

Comparison to Other Tunneling Junctions
In this section, we compare the STM-IETS results
with those of the crossed-wire electrodes [25.44] and
nanopore electrodes [25.77] (Fig. 25.26). The IET spec-
tra measured using crossed-wire electrodes show ex-
traordinarily good agreement with the current data, both
in the energy positions and the relative intensities of
the peaks. Even the anomaly at low bias shows a good
agreement. Conversely, the comparison with the results
obtained by using nanopore electrodes shows a poor
agreement with those of STM-IETS. The results ob-
tained by the nanopore experiment show a low intensity
for the C�H stretching mode with a derivative-like line
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Fig. 25.26a,b IET spectra of (a) an octanedithiol (HS(CH2)8SH) SAM using a nanopore junction. (Reprinted adapted
with permission from [25.77]. Copyright (2004) American Chemical Society) (b) An undecanethiol (CH3(CH2)10SH)
SAM using a crossed-wire junction. (Reprinted adapted with permission from [25.44]. Copyright (2004) American
Chemical Society)

shape, and unidentified peaks at � 250�500meV. Re-
cently, Yu et al. fabricated a molecular junction using
a crossed-wire whereby metal impurities were inten-
tionally incorporated among the molecules [25.92]. The
junction with metal impurities shows peaks similar to
those observed by Wang et al. [25.77], suggesting the
possibility of the incorporation of metal impurities dur-
ing the formation process of the top electrodes in the
nanopore device. We should consider that the crossed-
wire junction lead electrodes to less damage of the
alkanethiol molecules in the junctions.

25.4.2 IETS Using Isotope Labeling
of an Alkanethiol SAM

The use of deuterated molecules of an octanethiol SAM
enables a more precise assignment of the IETS peaks.
Both partially deuterated alkanethiols and fully deuter-
ated alkanethiols can form a SAM on Au(111) surfaces,
where .

p
3�p3/R30ı periodicity in relation to the

Au(111) substrate is observed, as is also the case for
the normal alkanethiol.

Isotope Labeling for IETS
The results of IETS for partially and fully deuterated
octanethiols, including normal octanethiols, are sum-
marized in Fig. 25.27 (Vs D 500mV, It D 1 nA, and
T D 4:4K) [25.90]. We show the calculated energy po-
sitions of several expected vibrational modes for those
molecules in Fig. 25.27b, where the vibrational modes
(labeled D–L) are specified at the top. For the non-

deuterated molecule, a conclusive peak comparison
with the experiment is hampered by the overlapping
of peaks at similar energies. However, further analy-
sis using the isotope shift of the deuterated molecules
enables a much more precise assignment, wherein cal-
culated isotope shifts (Fig. 25.27b) were compared to
the corresponding IET spectra (Fig. 25.27c).

Among the expected vibrational peaks, some were
not detected in the experimental IET spectra. We mark
the detected peaks by solid lines and undetected peaks
by dashed lines in Fig. 25.27b, so that we can iden-
tify the dominant vibrational mode in the overlapping
peaks. For example, peak E is composed of two over-
lapping peaks, the CH3 rock and CH2 twist modes, in
the nondeuterated molecule. These two modes are sep-
arated in energy by the deuteration of the methyl group
CD3(CH2)7, but the CH2 twist mode is not observed at
the expected position. This result indicates a small yield
for the CH2 twist mode, and it is concluded that peak E
is dominated by the CH3 rocking mode for the normal
molecule. Through similar arguments, the peaks K and
L can be assigned to CH2 wag and CH2 scissor modes,
respectively.

The fully deuterated molecule shows more compli-
cated isotope shifts due to the coupling between the
C�C stretching and CD bending modes. In this case,
the calculated IET spectra can be employed to iden-
tify peaks g and h. The calculation shows that peak g
is a vibrational mode with the combined character of
C�C stretching and CH2 wagging, and peak h is a vi-
brational mode that accompanies the C�C stretch and
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Fig. 25.27a–e IET spectra of deuterated alkanethiol SAMs. (a) Sketch showing the partial deuteration of C�H bonds, in which
isotopes of CH3(CH2)7S [H17], CD3(CH2)7S [D3], CH3(CH2)6CD2S [D2], and CD3(CD2)7S [D17] are shown. (b) Calculated
isotope shifts used to identify which vibrational modes contribute to the IET spectrum, (c) experimental IET spectra with the
isotope shifts of individual IETS peaks highlighted, (d) calculated IET spectra using the NEGF-DFT method, (e) illustration of
the various bending modes. In (b), the solid (dashed) lines correspond to observed (not observed) IETS modes (see text). The
peaks D, E, F, K, and L originate from �(S�C), CH3 rocking, �(C�C), CH2 wagging, and CH2 scissoring, respectively, and
peaks g and h are �(C�C) coupled with CD bending modes. (Reprinted adapted with permission from [25.90]. Copyright (2010)
American Chemical Society)
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Table 25.2 Summary of IETS peaks

Molecule Mark Experiment
(meV)

Calculation
(meV)

Main mode

CH3(CH2)7S D 88 87 �(S�C)a
E 108 107 CH3 rock
F 130 132 �(C�C)
K 171 165 CH2 wagb

L 182 173 CH2 scissorc

M 361 368 �(C�H)
CD3(CH2)7S D/E 90 88 �(S�C)/CDd

3 rock
F 132 135 �(C�C)
K 167 166 CH2 wag
L 178 172 CH2 scissor
i 255 256 �s(CD3)

273 278 �as(CD3)
M 360 364 �(CH2)

CH3(CH2)6CD2S D 83e 82e �(S�C)a
E 108 108 CH3 rock
F 132 133 �(C�C)
K 169 165 CH2 wagb

L 180 173 CH2 scissorc

i 265 282 �(C�D)
M 360 374 �(C�H)

CD3(CD2)7S c 68 63 CD2 rockf

d 84e 82e;g �(S�C)
e 95 – CD3 rockh

f 123 124 CCC deform
g 140 137 �(C�C)i
h 152 154 �(C�C)i
i 271 277 �(C�D)

Molecule Mark Experiment
(meV)

Calculation
(meV)

Main mode

CH3(CH2)7S D 88 87 �(S�C)a
E 108 107 CH3 rock
F 130 132 �(C�C)
K 171 165 CH2 wagb

L 182 173 CH2 scissorc

M 361 368 �(C�H)
CD3(CH2)7S D/E 90 88 �(S�C)/CDd

3 rock
F 132 135 �(C�C)
K 167 166 CH2 wag
L 178 172 CH2 scissor
i 255 256 �s(CD3)

273 278 �as(CD3)
M 360 364 �(CH2)

CH3(CH2)6CD2S D 83e 82e �(S�C)a
E 108 108 CH3 rock
F 132 133 �(C�C)
K 169 165 CH2 wagb

L 180 173 CH2 scissorc

i 265 282 �(C�D)
M 360 374 �(C�H)

CD3(CD2)7S c 68 63 CD2 rockf

d 84e 82e;g �(S�C)
e 95 – CD3 rockh

f 123 124 CCC deform
g 140 137 �(C�C)i
h 152 154 �(C�C)i
i 271 277 �(C�D)

a;b;c Overlap with small contributions from a CH2 rocking, b CH3 s-deformation, and c CH3 d-deformation.
d By deuteration of the methyl group, CH3 rocking overlaps with peak D.
e Deuteration of the bottom methylene red-shifts the �(S�C) mode by � 5meV.
f Deuteration of the methylene groups shifts the CH2 rocking mode, previously overlapping with peak D, to peak c.
g From theory, peak d originates from the prominent �(C�S) at 82mV and a weak CD3 rocking mode at 85mV.
h Tentative assignment.
i Coupled with CD bending modes. The isotope shifts in the full-deuteration case are not straightforward; sometimes the isotope shift
couples modes, e.g., peaks g and h [25.90]

CH2 scissor. We can see that the character of the vibra-
tional mode for fully deuterated alkanethiols is similar
to that for the normal molecules.

We note that the calculated vibrational energies
agree with those obtained by experiment within an ac-
curacy of a few percent (Table 25.2). In addition, both
the relative peak heights and the absolute magnitude of
the IETS peaks are well reproduced, the latter showing
an agreement within a factor of three (although addi-
tional broadening mechanisms are not considered).

Selection Rule or Propensity
As shown in previous sections, we precisely assigned
IETS active modes for alkanethiol molecules. Here,
using Fermi’s golden rule we discuss why such modes

are active in IETS. The first eigenchannel with the
largest transmission for the alkanethiol SAM has
�-type symmetry originating from the C�C bonds
(Fig. 25.28). This eigenchannel exponentially decreases
as the electrons tunnel through the molecule. The �-
character implies a strong coupling of tunneling elec-
trons to vibrational modes modifying the C�C bond
lengths of the alkyl chain, since these modes also
show �-type symmetry. In fact, many of the IETS
active modes, i.e., C�C stretch (peak F), CH2 wag
(K), and scissor (L), accompany a substantial dis-
placement in the C�C bond length. In contrast, the
inactive modes, CH2 rock and twist, do not accom-
pany a C�C displacement. By using this simple rule,
we can also understand the strengths of the IETS sig-
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Fig. 25.28a,b Scattering states at the Fermi level. Maximally transmitting scattering states (eigenchannels) incident
from (a) substrate side and (b) tip side. The color (black/white) of the isosurface plots indicate the sign of the scattering
state. (Reprinted adapted with permission from [25.90]. Copyright (2010) American Chemical Society)
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regions of IET spectra. Experimental
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CH3(CH2)7S (H17), CD3(CH2)7S
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Copyright (2010) American Chemical
Society)
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nals, e.g., the scissor mode has less C�C character
than the wagging mode, which is reflected in the IETS
intensity.

Site Selectivity of IETS
Upon identification of the vibrational signals we can
qualitatively understand how each part of a molecule
contributes to the IET spectra. As shown in Fig. 25.27c,
the IETS intensity of peaks F (�(C�C)), K (CH2

wag), and L (CH2 scissor) do not appreciably change
with deuteration of the CH2 closest to the sulfur
atom (CH3(CH2)6CD2S). The IETS weight is there-
fore not predominantly determined from this part
of the molecule in contrast to the report by Beebe
et al. [25.93].

A more quantitative discussion is possible by exam-
ining the C�H stretch modes. For the four alkanethiol
molecules with different deuterated groups, the �(C�D)
and �(C�H) regions of the IET spectra are shown
in Fig. 25.29. In contrast to the fingerprint area, the
comparison between the experiment and theory for the
C�H stretching region is not straightforward. When we
compare the nondeuterated and fully deuterated cases
shown in Fig. 25.29, the C�H vibrational energy shows
an isotope shift from 361 to 271meV, which agrees well
with what is expected from the effective mass variation.
The IETS intensity in the fully deuterated case also de-
creases by a factor of � 1

p
2. The decrease in IETS

intensity might be due to the weakened e–ph coupling
which originates from the lowered vibration amplitude
of the normal mode with the mass increase [25.54–56].
In order to estimate the IET signal amplitude and the
position dependence, the experimental IET signals are
integrated after subtracting the interpolated background
as indicated in Fig. 25.29a. The estimated intensities af-
ter this process are shown in Table 25.3. The integrated
peak areas of the C�H stretching mode for the normal
molecule and the C�D stretching modes for the fully
deuterated molecule are denoted by �(C�H, all) and
�(C�D, all), respectively.

As can be seen from Table 25.3, the measured
signal intensity of �(C�H) and �(C�D) can be well
explained with a model in which all hydrogen atoms
in the molecule contribute equally to the IETS signal,
i.e., the signal is proportional to the number of H and
D atoms. When the terminal methyl group is deuter-
ated (Fig. 25.29b), the area of the �(C�D, CD3) peak is
� 28% of �(C�D, all), while the �(C�H) peak is de-
creased from �(C�H, all) by� 16%. Although there is
a certain discrepancy between the two numbers, the in-
crease/decrease is roughly consistent with a substitution
ratio of 18% (3 out of 17 hydrogen atoms). We also find
a similar tendency for the methylene group, where the
peak area of �(C�D) is � 14% of �(C�D, all) and the

Table 25.3 Relative peak area of �(C�D) and �(C�H)
signals in the experiment. The standard (100%) of the
�(C�D) (�(C�H)) signal is the peak area for CD3(CD2)7S
(CH3(CH2)7S) [25.90]

Molecule 	(C�D) 	(C�H)
CH3(CH2)7S – 100%
CD3(CH2)7S 28% 84%
CH3(CH2)6CD2S 14% 77%
CD3(CD2)7S 100% –

Molecule 	(C�D) 	(C�H)
CH3(CH2)7S – 100%
CD3(CH2)7S 28% 84%
CH3(CH2)6CD2S 14% 77%
CD3(CD2)7S 100% –

�(C�H) is reduced by� 23% from �(C�H, all), which
is comparable to 2=17 (� 12%). This behavior is also
consistent with the discussion earlier for CH2 wagging
and CH2 scissoring modes, where we showed that the
contributions from the methylene group closest to the
Au electrode are small. These discussions do not agree
with the previous report [25.93] that the contribution of
the methylene group closest to the electrode is notably
enhanced due to its location close to the metal substrate.
From a theoretical viewpoint, the exponential decay in
the scattering states originating from the Au electrode
and STM tip (Fig. 25.28) will cancel in Fermi’s golden
rule. On the basis of this picture, it is difficult to imag-
ine that the IETS weights are significantly different for
different parts of the molecule.

The intensity of the �(C�H) mode deduced by the-
ory is severely underestimated compared to that found
by experiment. Comparing the IET spectra of normal
alkanethiol (hereafter denoted by CH3-C7) to the one of
the methyl group deuterated alkanethiol (hereafter de-
noted by CD3-C7) allows us to investigate this problem
in more detail [25.90]. The isotope-shifted �(C�D) sig-
nal was observed for CD3-C7 (Fig. 25.30b). A small
peak at 255meV and a large peak at 273meV are
then compared to IRAS data [25.94], the higher energy
peak with the larger intensity can be assigned to the
asymmetric C�D stretching mode of CD3 (275meV by
IR-�as(CD3) [25.94] and 278meV by theory) and the
lower energy peak with smaller intensity to the sym-
metric C�D stretching mode of the CD3 (258meV by
IR-�s(CD3) [25.94] and 256meV by theory). The mea-
sured peak area ratio of �as(CD3) to �s(CD3) was 80 W
20, as estimated using Gaussian fitting. This value is
comparable to the theoretical values of 84 and 16%, un-
derlining the quantitative agreement for the CH3 modes.

As mentioned for the tip position on the oc-
tanethiol SAM film, there is no gap between the tip
and the molecule if the IETS is measured with the
set-point mentioned above. One might wonder whether
the touching of the tip and the molecule might have
some effect on the spectra. This can be checked by us-
ing shorter alkanethiols (methyl-group deuterated hex-
anethiols: CD3�.CH2/5�S) where IETS measurement
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Fig. 25.30a,b IET spectra for the
C�D and C�H stretch regions
(�(C�D) and �(C�H)) for CH3-C7 (a)
and CD3-C7 (b) SAMs on Au(111).
The dark brown and light brown
are the experimental and theoretical
spectra, respectively (Vmod D 7:2mV).
(Reprinted adapted with permission
from [25.90]. Copyright (2010)
American Chemical Society)

with a tunneling gap between tip and molecule is pos-
sible. The result shows that the asymmetric mode in
�(CD3) is still dominant in the IET signal even when
a vacuum gap exists between the sample and the tip.

The analysis of �s(CH3) and �as(CH3) modes en-
ables the examination of the empirical selection rule
discussed for the conventional IETS that is mentioned
in the previous section, e.g., stronger intensities are ob-
tained for optically active modes than for the optically
forbidden modes [25.4]. This implies a mechanism that
tunneling electrons interact with the dynamic dipole
moments of a molecule via the long-range Coulomb
force [25.95]. The strength of these dipole moments
will be enhanced by image charges when they point
along the surface normal and reduced when they lie

Sample bias (mV)

Normalized d2I/dV 2 (arb. u.) (d2I/dV 2)/(dI/dV ) (V–1)
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Fig. 25.31 (a) Experimental and (b) theoretical high-resolution IETS around the �(C�H) modes for CH3-C7 (dark
brown) and CD3-C7 (light brown) SAMs on Au(111) (Vmod D 2:7mV). The experimental IETS intensity is normal-
ized such that the peak height is 1 for both cases. (Reprinted with permission from [25.82]. Copyright (2008) by the
American Physical Society)

parallel to the surface. Thus, one can argue that the
main IET signal comes from the vibrational modes
whose dynamic dipole moments point along the sur-
face normal. However, the results for the �s(CH3) and
�as(CH3) modes obtained by the STM-IETS measure-
ments are inconsistent with this rule. This is because
the strong IET signal comes from the asymmetric CH3

stretch mode which has a much smaller dynamic dipole
moment along the surface normal than the symmetric
stretch [25.87]. The discrepancy implies that it is inade-
quate to consider the long-range Coulomb interaction as
the mechanism for the vibration excitation, which was
discussed in the conventional IETS experiments.

The changes in the �(C�H) region of the IET spec-
tra upon deuteration of the methyl group can help the
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assignment of the modes in the �(C�H) region. The
dark brown and light brown lines in Fig. 25.31a show
the high-resolution IET spectra for CH3-C7 and CD3-
C7, respectively. IETS spectra with a higher resolution
are obtained with a smaller modulation voltage (Vmod D
2:7mV). For the CH3-C7 (light brown line), two peaks
can be seen at energies of 359 and 365meV, while for
CD3-C7 (dark brown line) we only observe a single
peak whose energy is identical to that of the lower en-
ergy component of the light brown curve. The peak-area
ratio of the low energy component to the high energy
one was estimated using Gaussian functions to be 5 W 1.
Since the �(C�H) signal for the CD3-C7 molecule is
expected to originate only from the CH2 group, we
can assign the components of 359 and 365meV to
the CH2 and CH3 groups, respectively. Taking into ac-
count the fact that using IRAS the CH2 symmetric and
asymmetric modes are observed at 354 and 362meV,
respectively [25.87, 88], the presence of a lower en-
ergy CH2 IET peak centered at 359meV indicates
that the IET intensity is composed of the asymmetric
and symmetric CH2 stretch modes with an approx-
imately equal contribution. Note that the symmetric
C�H stretching mode of the CH2 and the asymmet-
ric C�H stretching mode of CH2 are not distinguished
in IETS (Fig. 25.31a) owing to the small energy split-
ting (8meV), however, that is not the case for the C�D
stretching mode of the CD3 (Fig. 25.30b) owing to
the large energy splitting (17meV). IRAS data further
provides the symmetric and asymmetric stretch modes
of the CH3 group (�s(CH3) and �as(CH3)) at 360 and
367meV. The latter value is close to the high-energy
peaks of the IET spectra and is consistent with the con-
clusion that the asymmetric mode is dominant for the
methyl group. The experimental data therefore indicate
that the majority of the C�H stretch IET signal orig-
inates from the CH2 groups with approximately equal
weights for �s(CH2) and �as(CH2). It is observed that
a smaller ratio (1 W 5) of the �(C�H) signal originates
from the CH3 group, for which the asymmetric CH3

stretch dominates over the symmetric stretch mode.

Intermolecular and Intramolecular Tunneling
In the previous section, we summarized the ex-
perimentally observed features of the C�H stretch-
ing signal. In the C�H stretching energy region
(� 350�380meV), the comparison between experi-
mental and theoretical calculations is less satisfactory
than that for the fingerprint region. For example, the cal-
culated vibrational energies are consistently 5�10meV
larger than the experimental data (�s(CH3) = 353 and
365meV, �as(CH3) = 375meV, �s(CH2) = 363meV, and
�as(CH2) = 369meV). In addition, the IETS amplitude
for the �(CH2) mode is severely underestimated by the-

ory (Fig. 25.30) [25.91]. Since the quantitative agree-
ment between the experiment and the calculation is
good for the �(CD3) modes, the poor performance
for the �(CH2) modes is puzzling. However, one may
propose the hypothesis that the discrepancy is due to
inelastic intermolecular scattering. The process is ei-
ther that the �(CH2) modes scatter the intermolecular
tunneling electrons, and/or that the existence of the ex-
cited �(CH2) modes change the transport through the
molecule under the tip (Fig. 25.32a). This idea could
explain the poor agreement between theory and ex-
periment since DFT is not well suited for describing
intermolecular interactions. In addition, the magnitude
of the e–ph coupling for the �(CH2) modes should be
large between the molecules and could thus enable in-
termolecular hopping.

The calculations indicate that intermolecular scat-
tering is indeed important. As shown in Fig. 25.32b, the
majority of the current is carried by the elastic process
whose energy-resolved current density [25.91] is shown
in Fig. 25.32c for a positive tip bias case. Here, approx-
imately 75% of the current passes through the molecule
closest to the tip (second molecule from the left in the
figures), i.e., intramolecular tunneling (Fig. 25.32a) is
dominant in the elastic process. The change in current
densities due to the inelastic scattering is also calculated
focusing on the �(CH2) excitation process. In this case,
electrons start at Ehigh and end at Elow by exciting the
vibration of h� (Fig. 25.32b). The current densities at
Ehigh (before excitation) and Elow (after excitation) are
shown in Fig. 25.32d,e, respectively, where the former
gradually decreases throughout the SAM as the elec-
trons are scattered to Elow. In the inelastic tunneling
case, 62% of the current enters through the molecule
closest to the tip (second molecule from the left in the
figures). This value is lower than that found in the case
of the elastic process and indicates that the electrons
take a more intermolecular path than in the elastic pro-
cess. In addition, Fig. 25.32d,e show a smaller part of
the current entering the molecule under the tip (sec-
ond molecule from the left in Fig. 25.32d) than exiting
(Fig. 25.32e). The enhancement of the �(CH2) com-
ponent with the increase of the intermolecular current
can be understood with a simplified model with using
a propensity rule of IET spectroscopy that the C�H
stretching mode is efficiently excited with electron flow
along the C�H bond direction [25.4, 5]. Since the bond
of C�H of CH2 in the alkanethiol molecule is rather
normal than parallel to the molecular axis, the increase
of the intermolecular component of the current flow en-
hances the IET component from the C�H stretching
mode of the CH2 species.

The intermolecular tunneling was examined for
an elastic process, where the conductivity of a SAM
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Fig. 25.32 (a) Intra- and intermolecular current paths, (b) schematics of the energy-resolved elastic and inelastic pro-
cesses. Current density plots of the elastic component (c) and inelastic components (d) before and (e) after the �(CH2)
excitation, where the cylindrical area is proportional to the current density (normalized) and blue (red) indicates electrons
flowing upwards (downwards). (Reprinted adapted with permission from [25.90]. Copyright (2010) American Chemical
Society)

sample was measured by a conductive atomic force mi-
croscopy (AFM) [25.96–98]. The result shows that the
conductivity of alkanethiol SAMs increases with the
tilt angle of the molecules [25.96–98]. In order to un-
derstand this observation, Frederiksen et al. performed
first-principle calculations for SAMs by changing the
density of alkanethiol molecules on a substrate while
keeping the SAM structure [25.98]. They found a slight
increase of conductance with increasing molecular den-

sity, which supports the contribution of intermolecular
tunneling.

Despite the support from such a DFT calculation,
there is still no definitive proof that the underestimated
intensity of the �(CH2) component originates from the
lack of the intermolecular scattering in the current DFT
calculation. Alternative models such as supramolecu-
lar structures in the SAM should therefore be studied
further.

25.5 Mapping of IETS Signals

In this section, we examine how the spatial mapping of
the IETS can contribute to the recognition of a single
molecule. The first example is a simultaneous observa-
tion of the topographic image and the vibrational map-
ping where trans-2-butene and butadiene molecules are
coadsorbed. In the experiments, the bias voltage is set
at Vs D 360mV, which gives the maximum intensity for
�(C�H) of the trans-2-butene molecule, and the tun-
neling current is set at 1 nA. The modulation voltage
(Vpp D 18mV, 797Hz) is superimposed on the sample
bias. A scanning from left to right takes 10 s. The time
constant of the lock-in amplifier is set at 30ms.

25.5.1 Spatial Mapping of IETS Features

The topographic image is shown in Fig. 25.33a. The area
contains two trans-2-butene molecules and one butadi-

ene molecule, which are labeled T and B, respectively.
The trans-2-butene molecule appears as a dumbbell-
shaped protrusion [25.50]. The separation of the two
protrusions observed within the molecule is less promi-
nent than the one obtained with smaller bias voltages
(Vs D 100mV) [25.50]. The butadiene molecule is ob-
served as an oval-shaped protrusion. The frequency of
the modulation is high enough for the feedback loop
setup, and the effect of the superimposed modulation
voltage cannot be identified in the topographic image.

The mapping of the vibrational feature shows
a clear increase in d2I=dV2 at the positions of the trans-
2-butene molecules. As is indicated by the color index,
the maximum d2I=dV2 intensity is � 10 nA=V2 which
is close to the value obtained by the single-point IETS.
The positions of the feature obtained in the forward
scan and in the backward scan show little change, which
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Fig. 25.33a–c Simultaneous observation of the topographic image (a), and the mapping of d2I=dV2 intensity (b), on the surface
which contains both trans-2-butene (label T) and butadiene (label B) molecules. The tip scans the area with the feedback loop on
(tunneling conditions of Vsample D 360mV and Itunnel D 1 nA, area 43� 43 Å2). The color bar index for d2I=dV2 intensity corre-
sponds to the range from 0 to 10 nA=V2. No image processing including the Fourier transfer process is performed. (c) A reference
image of d2I=dV2 mapping obtained at Vsample D 300mV, which shows no obvious structures at the positions of the molecules.
(Reprinted from [25.59], with the permission of AIP Publishing)

indicates that the combination of the scan speed and
the time constant of the lock-in amplifier is adequate.
However, we cannot see any characteristic feature at the
position corresponding to the butadiene molecule. This
is consistent with the previous report [25.50]. In spite of
the existence of a C�H bond in the butadiene molecule,
the �(C�H) feature is hardly observed.

As a reference, the mapping of d2I=dV2 obtained
at Vs D 300mV is shown in Fig. 25.33c. In this image
no features are observed either for the trans-2-butene
molecules nor the butadiene molecules. These results
have clearly indicated that chemically sensitive molec-
ular recognition is possible using this simple d2I=dV2

mapping technique.

25.5.2 Hydrogenated Alkanethiol
in a Matrix of Deuterated
Alkanethiol SAMs

Mapping of IET signals for an alkanethiol SAM com-
posed of hydrogenated alkanethiol (H-alkanethiol) and
deuterated alkanethiol (D-alkanethiol) can provide in-
formation on the tunneling passage of electrons in the
SAM. In order to execute this investigation, an identifi-
cation of the isotope molecule inserted into the matrix
of alkanethiol is required. A SAM sample composed of
H- and D-alkanethiol can be prepared by dipping the
Au substrate into an ethanol solution containing a mi-
nority of H-alkanethiol and a majority of D-alkanethiol.
If the length of the molecule is different, e.g., using
CH3(CH2)7S as the H-alkanethiol and CD3(CD2)5S as
the D-alkanethiol, the mixture of the molecules can
be confirmed from a topographic image of the SAM
(Fig. 25.34). Here, bright and dim spots correspond
to the H-octanethiols and D-hexanethiols, respectively.

The ratio of the number of bright to dim spots is 1 W 19,
which is identical within errors to the ratio of the con-
stituents (1 W 25) in the ethanol solution from which
the SAM was prepared. This observation indicates that
when the length of the molecule is similar, the mi-

Fig. 25.34 STM image of CH3(CH2)7S and CD3(CD2)5S
coadsorbed SAM on Au(111). Sample bias of 1.5V, cur-
rent of 9 pA, scan area of 10 nm�10 nm, temperature of
4.4K. Bright and dim spots correspond to the hydro-
genated octanethiols and deuterated hexanethiols, respec-
tively. The ratio of the number of bright to dim spots is
1 W 19, which is almost identical to the ratio of the con-
stituents (1 W 25) in the ethanol solution from which the
SAM was prepared. (Reprinted from [25.61], with the per-
mission of AIP Publishing)
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Fig. 25.35a–e STM images of CH3(CH2)5S and CD3(CD2)5S coadsorbed SAMs on Au(111) with a ratio of H W DD 1 W 9 for
(a) Vs D 264mV and It D 264 pA, and (b) Vs D 362mV and It D 362 pA. The scan range is 2:2 nm� 2:2 nm. Maps of the IET
signal with (c) Vs D 264mV and (d) Vs D 362mV, which were simultaneously measured with (a) and (b), respectively. (e) Dif-
ference between (c) and (d). Circles of gray lines represent the contour of the bright spot in the topographic image. (Reprinted
from [25.61], with the permission of AIP Publishing)

nor molecule is inserted into the matrix of the major
molecule in an isolated manner, i.e., phase separation
does not occur, in contrast to the case of the SAM
formed by two molecules with significantly different
molecular lengths [25.99, 100].

25.5.3 Mapping the IET Signal
for an Alkanethiol SAM

Next, we look at the case where D-alkanethiol and
H-alkanethiol molecules with the same length are
mixed [25.90]. The ratio of the H-alkanethiol to D-
alkanethiol in the solution was 1 W 9. Figure 25.35a,b
shows topographic images of the thus-prepared SAM
surface with a sample bias of 264mV (corresponding to
the C�D stretching mode) and 362mV (C�H stretch-
ing mode), respectively. No obvious differences in ei-
ther topographic image can be seen, which is in contrast
to the case of Fig. 25.34. Note that the lateral drift of
the STM image was less than 0.2Å in a single mapping
process (1.4 h), therefore the scan areas of Fig. 25.35a,b
are almost identical. Figure 25.35c,d shows the IET
maps simultaneously acquired with topographic images
of Fig. 25.35a,b, respectively. In contrast to the identical
topographic images, we can see a decrease in the signal
from the C�D stretching mode around the cross mark,
see Fig. 25.35c, and an increase in the C�H stretching
signal around the same mark, see Fig. 25.35d.

This can be more clearly visualized by differenti-
ating Fig. 25.35c,d. By this method we can identify an
H-hexanethiol molecule at the cross mark (Fig. 25.35e).
There is an additional molecule in the upper right image

that can be attributed to an H-hexanethiol molecule, and
thus two H-hexanethiol molecules are identified out of
a total of 25 molecules. This is a reasonable value con-
sidering that the mixture ratio of the H- to D-molecules
was 1 W 9.

The tunneling resistance used in these IET maps
was 1G, (264mV=264pA or 362mV=362pA). When
the resistance is lowered, the signal-to-noise ratio of the
IET signals improves. However, this induces the prob-
lem of the interaction between the tip and sample. The
tunneling resistance of several tens of G, is used for to-
pographic imaging, which yielded routinely good data.
We speculate that a slight shift of the bright areas in
the IET map and the topographic image is due to such
tip-substrate interaction problems.

This problem may be solved by improving the
signal-to-noise ratio in the tunneling current, which
would allow us to use a smaller tunneling current and
hence a wider tunneling gap. If this can be realized, the
modulation voltage can be decreased from the current
setting of 28.8mV to a smaller value, which should con-
tribute to visualizing the small energy differences be-
tween vibrational modes. This improved signal-to-noise
ratio also clarifies the importance of the intermolecular
tunneling process. The degree of the intermolecular pro-
cess is shown by comparing the IET spectra for the case
where the STM tip is above an H-alkanethiol molecule
surrounded by D-alkanethiols with the case where the
STM tip is placed above an H-alkanethiol molecule
surrounded by the same H-alkanethiol molecules. In-
vestigation of the intermolecular process using the IETS
mapping technique is ongoing.

25.6 Summary

Recent progress of STM-IETS is reviewed. After the
pioneering work of Ho’s group on the detection of
vibrational modes of a C2H2 molecule on a Cu sur-

face, STM-IETS measurements have been performed
for a variety of systems. In addition, we see a greater
variety of molecules and electrodes have been in-
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vestigated, which include STM-IETS measurement of
atomic chains of metals and the use of other types
of nanoscale devices with an atomic-scale gap dis-
tance. In most cases, vibration/phonon features appear
as an increase of the conductance at the threshold en-
ergy of a vibrational mode (corresponding to a peak
in a d2I=dV2 spectrum for V > 0). This is consistent
with the results of the conventional M–I–M tunneling
devices, in which only a few examples showed a de-
crease of the conductance out of the vast number of
investigated molecules. For this type of IETS feature,
a theoretical model using an approach similar to the
one used to describe impact scattering in HR-EELS
can account for the observed STM-IETS behavior. Con-
versely, the decrease of the conductance for V > 0 is
observed for cases of adsorbates with a strong bond-
ing with the substrate and a metal chain connected to
two electrodes. The dip of d2I=dV2 for V > 0 is ex-
plained using a resonant model which is realized with
a strong coupling of the gap species to the electrodes.
The absence of this type of signal in the IETS data of
M–I–M tunneling devices might be due to the fact that
no strong bonding is formed between the molecule and
the electrode. We introduced an advanced theoretical
simulation that can account both for the increase and
decrease of the conductance.

We discussed the IETS measurement of alkanethiol
SAMs in detail, which may be used as a standard
molecule for comparisons of IET spectra obtained with

various configurations of electrodes. The IET spectrum
obtained for the octanethiol SAM shows clear features
in the fingerprint region, which can be directly com-
pared with HR-EELS data and proves the ability of
STM-IETS. Using isotope labeling, precise peak as-
signment is enabled, which suggests that IETS active
modes are accompanied by a substantial C�C displace-
ment. A comparison between the experimental IETS
data and theoretical simulations shows a good over-
all agreement. In addition, fine features, such as the
ratio of the symmetric CH3 stretching signal to anti-
symmetric CH3 stretching signal, are reproduced well
by the simulation. The only exception is found in the
large underestimation of the CH2 stretching signal by
the calculation. In order to interpret this discrepancy,
a hypothesis that the intermolecular tunneling process
enhances the CH2 stretching signal has been proposed.
The process of intermolecular hopping of the electron
is underestimated by DFT.

In the final section, we demonstrated the effec-
tiveness of IET mapping for a butene molecule and
alkanethiol SAM. Increasing the sensitivity of the IETS
mappingmethods is pivotal to clarifying the importance
of the intermolecular process.

The demand for chemical identification with
atomic-scale resolution is increasing. As we can see,
vibrational spectroscopy can play a crucial role in
chemical identification, and we therefore expect an ex-
pansion of research utilizing the IETS technique.
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26. Adsorption Sites, Bonding Configurations,
Reactions and Mass Transport Surface

Eric C. Mattson, Yves J. Chabal

Section 26.2 discusses the essential concepts of in-
frared (IR) spectroscopy as it pertains to studies
of surfaces and interfaces, focusing on differ-
ent potential measurement geometries and the
type of information that can be extracted from
an IR absorption measurement. Section 26.3 pro-
vides a brief overview of low-energy ion scattering
(LEIS)-based quantification of surface composi-
tion and thin film structure. The fundamentals
of x-ray photoemission spectroscopy (XPS) have
already been covered in a previous chapter and
are therefore not addressed here. Section 26.4
presents examples from a variety of different fields
to illustrate how the combination of these three
techniques has yielded quantitative information
on adsorption sites, bonding configurations, sur-
face reactions, and mass transport. These examples
include ultrashallow monolayer doping of semi-
conductors, growth of ultrathin metal oxide layers,
characterization of catalyst model surface struc-
ture, reactivity of transition-metal surfaces with
nitrogen and hydrogen plasmas, dielectric surface
etching and functionalization, and gas storage in
nanoporous materials.
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Infrared (IR) spectroscopy, low-energy ion scattering
(LEIS), and x-ray photoemission spectroscopy (XPS)
are widely used techniques for a broad range of stud-
ies of surface chemistry and composition. IR absorption
measurements directly probe the chemical bonds at sur-
faces and in thin films through excitation of vibrational
transitions, providing a fingerprint of the bonds present
in the absorbing material. LEIS measurements probe
the elemental composition of an ultrashallow (< 1 nm)
surface region and can yield static depth profiles of
the first 5�10 nm of a surface region. XPS measure-

ments detect the photoelectron yield and binding energy
of the core level of each particular element, thereby
providing in-depth information on the nature of the
chemical bonds and oxidation states of the elements
present. When used in combination, these three tech-
niques can provide a detailed description of the amount
and types of chemical species present at surfaces, which
yields quantitative insight into many surface chemical
and physical processes such as thin film growth, surface
functionalization, catalysis, and near-surface diffusion.
In this chapter, we review some basic principles of IR
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spectroscopy and LEIS spectroscopy, noting that XPS
has been covered in detail in another chapter of this
handbook. We discuss how these three complemen-
tary techniques can be applied to understand surface

reactions and mass transport for a variety of differ-
ent applications, and we discuss specific problems that
highlight the type of information that can be extracted
from the combined techniques.

26.1 Surface Techniques Survey

Adsorbate bonding and structure, surface reaction prod-
ucts and mechanisms, and mass transport are com-
plex elements underlying many important technologi-
cal problems ranging from microelectronics to energy
conversion and storage. Fundamental studies of these
phenomena often require a multi-technical approach
in order to quantitatively evaluate a given process or
reaction. While there exist many experimental probes
that can determine adsorption sites and bonding con-
figurations, or characterize surface reactions and mass
transport, the combination of vibrational spectroscopy,
core-level photoemission, and low-energy ion scatter-
ing (LEIS) spectroscopies is uniquely suited to study
all of these phenomena in situ on quantitative footing
when performed together. The most convenient choice
for vibrational spectroscopy is infrared (IR) absorp-
tion, which provides the highest energy resolution, good
sensitivity, and structural information obtained from
polarized radiation (thanks to versatility in experimen-

tal geometries). Additionally, IR measurements can be
carried out under conditions that do not require ultra-
high vacuum. IR absorption measurements not only
offer a direct probe of the chemical bonds present in
an adsorbed layer by excitation of optically active vi-
brational modes, but can also provide rich information
on the electronic structure of condensed-phase sys-
tems, although the latter is less frequently done. LEIS
measurements can directly determine the identity and
concentration of atoms present in the outermost layer
of a surface, and can also offer static depth profiles of
subsurface species within a depth of 5�10 nm. Finally,
XPS measurements give the identity and chemical state
of the elements present in the outermost � 5 nm of the
surface region. The collective strengths of these tech-
niques enable a quantitative analysis of surface chem-
ical structure, composition, and reactivity, and resolve
ambiguities that could arise from the measurements of
the individual techniques taken on their own.

26.2 IR Measurements of Surfaces and Thin Films

Vibrational spectroscopic methods, and IR spec-
troscopy in particular, have played an important role
in the development of surface science. The strength of
vibrational spectroscopy lies in its ability to identify
the chemical nature of adsorbates and reaction products
and their local symmetry and bonding configuration
through measurements of the vibrational frequencies
and intensities of adsorbates. Under the most favorable
conditions, the number frequencies of modes observed
in a vibrational spectroscopy experiment can be used
to deduce the site symmetry of an adsorbate on the
basis of factor group analysis of the possible bonding
configurations. In the investigation of thin films, vi-
brational measurements probe, depending on the mea-
surement conditions, the transverse-optical (TO) and/or
longitudinal-optical (LO) phonon modes of the adlayer,
which can yield information on structure, crystallinity
or local order, thickness, and dielectric properties.

Many aspects of IR spectroscopy offer unique ad-
vantages over other surface-sensitive vibrational spec-
troscopic techniques such as high-resolution electron

energy loss spectroscopy (HREELS) or sum-frequency
generation (SFG) spectroscopy. Some of these advan-
tages include excellent energy resolution (10�4 eV),
high sensitivity (< 1% of a monolayer, depending on
dynamic dipole moment and measurement geometry),
versatility of potential measurement geometries, and
the ability to simultaneously probe optically active elec-
tronic transitions such as free carrier absorption. While
these characteristics render IR spectroscopy a very
powerful technique, the nature and degree of quan-
titation that can be extracted from experiments can
be further improved when performed in conjunction
with other quantitative techniques that provide addi-
tional information on coverage and chemical state of the
substrate. For example, IR measurements provide rich
information on the chemical and structural nature of an
adsorbate, but are not always sensitive to the chemical
state of the substrate atoms. Additionally, quantifica-
tion of the amount of a given species on a surface (i.e.,
the coverage) from an IR measurement alone is chal-
lenging without some form of calibration. In contrast,
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techniques such as XPS and LEIS are inherently quan-
titative and sample both the adsorbate and substrate.
They can supplement the information gaps and pro-
vide information that, when used in conjunction with
IR measurements, provides a comprehensive and quan-
titative picture of structure and chemical bonding at sur-
faces. These techniques will be addressed in subsequent
sections. In this section, we focus on important aspects
of IR spectroscopic measurements specific to the study
of surfaces and interfaces, many of which have been
the subject of numerous books and reviews [26.1–8];
here we summarize some of the most important topics
with emphasis on the type of information that can be
extracted from different experimental approaches. We
further note that, though IR spectroscopy is the focus
of the current section, the strength of other vibrational
techniques (such as HREELS) with their own respective
advantages should not be underestimated. Similarly, in
the context of this chapter, numerous multi-technique
approaches combining HREELS, photoemission, ion
scattering methods, or combinations thereof [26.9–12]
have also been conducted to address many complex sci-
entific problems.

26.2.1 IR Absorption and Normal Vibrations

The fundamental principles of IR spectroscopic mea-
surements ranging from molecular to extended systems
have been discussed at length in numerous books and
review articles; here we discuss the most important as-
pects of the theory as it pertains to an understanding
of surface phenomena, and a more detailed theoretical
framework can be found in the references given. IR ra-
diation interacts with matter primarily through coupling
of the electric field of the IR photons with the motion
of charges in a molecule or material. In the case of vi-
brational excitation, a photon excites a vibrational mode
such that a time-dependent dipole moment (i.e., dynam-
ical dipole moment) is formed as a result of the atomic
displacements that occur during the vibration. Analo-
gously, a photon can couple to the motion of electrons
in a solid to promote an electron to a higher energy state
through dynamical dipoles formed as a result of elec-
tronic motion or the difference in charge distribution
between the two states. In both cases, photon absorp-
tion is mediated by the formation of time-dependent
dipole moments that form as a result of the excitation,
which comprises a general selection rule for IR ab-
sorption: for a given transition to have IR activity, the
excited state must produce a dynamical dipole moment.
This selection rule, applicable to both molecular and
condensed-phase systems, is derived from the golden
rule for the transition probability per unit time, where
the radiation field is treated as a time-dependent pertur-

bation. In the case of a vibrational excitation, it is found
that the integral over space �

Z
 �f 
 id� ; (26.1)

must be nonzero in order for a transition to oc-
cur [26.13]. Here, 
 is the component of the dipole
moment along the direction of the electric field polar-
ization, and  i and  f the initial and final vibrational
states. The intensity of an IR mode in the gas phase
is ultimately dependent upon the value of the integral
(26.1), which can be evaluated to give the intensity of
a vibrational mode
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Here, h is Planck’s constant, c the speed of light, �
the vibrational frequency, and Q the normal coordinate,
which describes the atomic displacements that occur
during vibration. Thus, IR intensities are governed by
the change in the dipole moment of the molecule that
occurs as a result of the vibration.

The normal modes of vibration of molecules, or
phonons in the case of extended systems, are deter-
mined with the methods of discrete group theory, which
use symmetry to evaluate both the atomic displace-
ments that occur during a vibration and the selection
rules that determine which types of modes are IR (or
Raman) active [26.13, 14]. Using standard methods that
take into account the symmetry of the vibrating moiety,
the number and character of normal modes of vibration
of a given molecule or solid can be determined, allow-
ing for the modes observed in an IR experiment to be
linked to a specific chemical structure. It can be shown
that the dipole moment transforms under symmetry op-
erations in the same way as translation (e.g., x, y, and z),
and therefore any vibration belonging to the same irre-
ducible representation as x, y, or z will be IR active.
When an atom or molecule adsorbs on a surface, the
symmetry is lowered by the presence of the substrate,
and the vibrations of the adsorbed complex may be dif-
ferent from those of the gas-phase molecule. While in
simple cases the normal modes of the adlayer can be
intuitively inferred, in general a full group-theoretical
treatment is used to understand the normal modes of
a given adsorbate structure [26.3], particularly for large
or complex molecules. The vibrations of an adlayer are
connected to those of a gas-phase analog by correla-
tion tables that relate the irreducible representations of
the point group of the molecule to those of the sur-
face unit cell group. Often, the reduced symmetry in the
adsorbed state can lead to splitting of otherwise degen-
erate modes, or activity of otherwise IR-inactive modes.
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Fig. 26.1 Frustrated translational
modes of an adatom adsorbed at
surface sites of different symmetry

In addition, translational and rotational degrees of free-
dom of the free molecule become vibrational degrees
of freedom of an adsorbed molecule. Therefore, con-
sideration of the symmetry of an adsorbate complex is
often critical in properly identifying its chemical state
and adsorption configuration.

As an example, we first consider adsorption of a sin-
gle atom on a surface. In its free state, a single atom
has only translational degrees of freedom, which in turn
become frustrated translational modes in the adsorbed
state. Thus, three modes are in principle detectable in
a vibrational measurement. The number of modes ob-
served in an IR (or HREELS) experiment can be used
to infer the site symmetry of the atom. Consider first
adsorption of the atom at a fourfold hollow site as in
Fig. 26.1a; here, one mode is associated with the frus-
trated translation perpendicular to the surface (�1), and
the remaining two modes (�2; �3) are frustrated transla-
tions parallel to the surface. Because of the symmetry of
the site group, however, the two remaining translational
modes are equivalent, and therefore their frequencies
degenerate. Consider next adsorption at a bridge site, as
in Fig. 26.1b; in this case we have, as before, a frus-
trated translation normal to the surface (�1) and two
frustrated translations parallel to the surface (�2; �3).
In this case, however, the degeneracy between the �2
and �3 modes is lifted, and the two modes would be
expected to have distinct frequencies. In the case of
adsorption on an atop site as in Fig. 26.1c, the �2 and
�3 are again degenerate, and it would therefore be dif-
ficult to distinguish the adsorption configurations in
Fig. 26.1a,c; however, the frequency of the �1 mode
would be expected to be significantly different between
the atop and hollow configurations due to the different
levels of coordination to the surface. Similar mode-
counting arguments can be made to understand the
bonding configuration for small molecules, although
the situation becomes more complicated because both
internal modes and frustrated rotations must also be
considered. In some cases, the internal modes can also
be used to infer the symmetry of the adsorption site;
for instance, the C�O stretching frequency of CO ad-
sorbed on metal surfaces is known to decrease with

increasing coordination to the surface [26.15], and can
therefore be used to deduce its adsorption configura-
tion. While mode-counting arguments can potentially
be very useful in vibrational spectroscopy, the chal-
lenge, particularly with IR spectroscopy, is that often
not all modes are observed. This can result from selec-
tion rules associated with the substrate (discussed be-
low) or, more often, a limited accessible spectral range.
Frustrated rotations and parallel translations often lie in
the far-IR region, which is a particularly difficult region
due to the need for special sources, detectors, and win-
dow materials; therefore, low-frequency vibrations are
more readily detectable with HREELS. Nevertheless,
for light adsorbates, mode-counting arguments in con-
junction with measured frequencies and intensities can
shed a great deal of light on bonding configuration, par-
ticularly when used in conjunction with first-principles
modeling.

26.2.2 Measurement Geometries

External Reflection
For the case of strongly absorbing substrates, in par-
ticular metals, the external reflection geometry is most
frequently used (Fig. 26.2a). Because of selection rules
discussed below, an IR beam is incident upon a reflec-
tive surface at a large angle of incidence, and the spec-
trum of the adlayer is determined by the difference in
reflectivity of the clean versus adsorbate-covered sub-
strate. Early calculations by Greenler [26.16] showed
that the coupling of the normal (p-polarized) compo-
nent of the electric field at a metal surface to an adsor-
bate mode with a dynamical dipole moment component
oriented perpendicular to the surface was significantly
enhanced at grazing-incidence angles (Fig. 26.3), with
the optimal incidence angle determined by the dielec-
tric function of the metal substrate. In contrast, the
parallel (s-polarized) component of the electric field im-
mediately above the surface cancels out almost entirely
due to the phase change that occurs upon reflection.
Thus, measurements employing the reflection geome-
try are most frequently performed at grazing (83�88ı)
angles of incidence to maximize the signal due to
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Fig. 26.2a–c Schematic diagram of measurement geome-
tries used for IR spectroscopic measurements. (a) In the
external reflection geometry, the beam is incident at a large
angle with respect to the surface normal. A standing wave
is generated between the incident and reflected beams. The
normal components of the two beams add constructively,
while the tangential components cancel one another due to
the phase change occurring upon reflection. (b) Depiction
of the transmission geometry with the angle of incidence
equal to the Brewster angle, as discussed in the text. Here,
reflection of the p-polarized component of the light is sup-
pressed, leading to a partially polarized transmitted beam.
(c) In the multiple internal reflection geometry, the beam
is incident upon the sample from a beveled edge, and the
beam transmitted into the sample is incident at an angle of
incidence greater than the critical angle. The beam under-
goes multiple internal reflections from both faces of the
sample before finally exiting from the opposite beveled
edge

the adlayer. Experiments performed in this fashion are
frequently referred to as infrared reflection-absorption
spectroscopy (IRRAS) or reflection-absorption infrared
spectroscopy (RAIRS). Such measurements have tradi-
tionally been used to study adsorption and reactivity
at metal surfaces, but the technique has recently been
shown to be useful for the study of adsorbed layers on
transparent oxide substrates as well [26.17, 18].

The detection of vibrational modes of an adlayer on
a metallic substrate is subject to the so-called metal sur-
face selection rule. The selection rule dictates that only
vibrational modes that produce a dynamical dipole mo-
ment with a component perpendicular to the surface can
be detected in an IRRAS experiment. The physical ori-
gin for this rule is as follows: The formation of a dipole
moment immediately above the surface results in im-
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Fig. 26.3 Absorption factor for the three-layer model for
reflection measurements from metal surfaces as a function
of angle of incidence for p-polarized radiation (Reprinted
from [26.16], with the permission of AIP Publishing)

age charges that screen the field of the dipole in the
metal. In the case of a dipole moment oriented parallel
to the surface, the image charges produce a dipole mo-
ment oriented opposite that of the vibration, leading to
a cancellation of the net dipole moment associated with
the vibration. In contrast, the dipole moment associ-
ated with the image charge induced by a perpendicular
adsorbate vibration is oriented parallel to that of the ad-
sorbate; consequently, the adsorbate and image dipoles
add constructively so that the net dipole moment is
nonzero and the vibration is IR active. While the metal
surface selection rule provides an intuitive picture for
IR activity at metal surfaces, care must be taken when
correlating atomic displacements of a particular vibra-
tion with dynamical dipole moments to infer whether
the vibration is IR active or not. Some cases are straight-
forward; for instance, the adsorption of CO on most
metal surfaces results in the molecular axis nearly par-
allel to the surface normal. Consequently, the C�O
stretch produces a strong dynamical dipole moment
perpendicular to the surface, and the vibration is readily
detected. An example is illustrated in Fig. 26.4a, which
shows RAIRS spectra from CO adsorbed on Pd(100)
at 300K [26.19]. Bands at 1983 and 2096 cm�1 are
readily detected and assigned to CO bonded at bridge
and atop sites. In other cases, however, the situation is
more complex. The O�O stretching mode of O2 ad-
sorbed on Pt(111) provides such an example. Here, it
is well established through near-edge x-ray absorption
fine structure (NEXAFS) measurements [26.21] that the
molecule adsorbs at a Pt-top site with its molecular
axis parallel to the surface. Therefore, a stretching vi-
bration that yields atomic displacements parallel to the
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Fig. 26.4a,b IRRAS spectra of CO adsorbed on Pd(100) (a) and O2 adsorbed on Pt(111) (b). (a) Reprinted from [26.19],
with permission from Elsevier. (b) Reprinted adapted with permission from [26.20]. Copyright 1994 American Chemical
Society

surface would not be expected to have IR activity, and
yet experiments show [26.20] that the mode is clearly
observed, as in Fig. 26.4b, Fan and Trenary [26.20]
framed the metal surface selection rule into a simple
group theoretical argument: a vibrational mode is con-
sidered to be symmetry-allowed if it belongs to the
same irreducible representation as the surface normal.
In the case of the O2=Pt(111) system, the molecule
adsorbs with C2v site group symmetry, and therefore
the surface normal, which transforms like z, belongs to
the A1 irreducible representation. Therefore, the group
theoretical arguments presented by Fan and Trenary
would suggest that any vibration of the Pt�O2 com-
plex with A1 symmetry should be IR active according
to the selection rule. Indeed, both the O�O stretch and
the Pt�O2 stretch belong to the A1 irreducible represen-
tation and are therefore IR active. Several notes were
made regarding the physical origin for the IR activity
of the O�O stretch. First, in conjunction with expan-
sion/contraction of the O�O bond, a net perpendicular
displacement of the entire molecule takes place during
the O�O stretching vibration, accounting for � 10%
of the total atomic displacements during the vibration.
Second, a perpendicular charge transfer between the
metal substrate and adsorbate takes place in registry
with parallel O�O stretching displacements, giving rise
to a dipole moment perpendicular to the surface and
responsible for the considerable intensity of the mode.
A similar reasoning was invoked for the case of the IR
activity of the (totally symmetric) C�C stretching mode
on ethylene=Pt(111), another case where the C�C bond
was known to be parallel to the surface. For this system,
the IR activity was proposed to originate from mixing
of the C�C bond stretching with the wagging motion

of the methylene groups, which is perpendicular to the
surface. The possibility of adsorbate–substrate charge
transfer during the C�C bond stretching/compression
was also acknowledged as possibly contributing to the
appreciable intensity of the mode.

Transmission
The IR transmission geometry (Fig. 26.2b), arguably
the most versatile geometry for IR absorption measure-
ments, can be applied to surface studies of a range
of different types of substrates, from transparent or
weakly absorbing materials, to powders and supported
catalysts, and even sufficiently thin metal thin films
on transparent substrates. Developments in spectrom-
eters, sources, and detectors over the past 20 years
have improved the throughput of the beam for typi-
cal benchtop sources such that the signal-to-noise ratio
(SNR) obtainable for a single pass (through both sur-
faces of a double-side polished crystal) is sufficient to
observe submonolayer coverage of adsorbed species, as
will be shown below. Unlike the multiple internal re-
flection (MIR) geometry (1.1.3), the beam enters the
sample from the surface of interest, and there is no
need for edge beveling. This enables a much simpler
configuration for temperature control of the sample
through direct resistive heating of the sample itself, in
the case of semiconductor surfaces. Furthermore, the
measurements can be performed at arbitrary angles of
incidence and, coupled with the use of polarization,
provide detailed information on the structure of ad-
sorbed complexes. The IR intensity transmitted through
a sample of thickness d follows a Beer’s law depen-
dence, I D I0e�˛d, and the absorbance is defined as
AD� log.I=I0/. Here, I0 is the intensity of the incident
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Fig. 26.5a,b IR absorption spectra of H-terminated
Si(111) prepared by HF and NH4F etching (a) and H-termi-
nated Si(100) prepared NH4F etching (b) measured using
the Brewster’s angle transmission geometry

IR beam, I that of the transmitted beam, and ˛ the ab-
sorptivity of the material. In the case of semiconductor
substrates, which are usually partially absorbing in the
IR, the background attenuation due to bulk absorption
can be substantial. With transmission measurements,
an interesting option is to use p-polarized radiation at
the Brewster angle of the substrate (Fig. 26.2b), thus
suppressing reflection losses (i.e., interferences) and en-
hancing the transmitted signal. Another advantage of
this geometry is that, since the incident beam contains
electric field components both parallel and perpendicu-
lar to the surface, vibrational modes of all orientations
are probed. When measurements are used in conjunc-
tion with a polarizer, this allows for the determination
of the orientation of adsorbate bonds. In studies of
supported thin films, both LO and TO modes are de-
tected. In contrast, at normal incidence the beam is
naturally polarized perpendicular to the plane of in-
cidence (s-polarized), and therefore only the parallel
components of adsorbate or TO phonon modes are de-
tected. In supported particle or pressed powder samples,
normal incidence is ordinarily used for simplicity, since
the constituents are randomly oriented. Alternatively,
for highly scattering powders or pellets, the diffuse re-
flectance geometry can be used. In this case, the beam

is incident along the surface normal, and mirrors col-
lect the diffusely scattered light and refocus into the
detector. A procedure known as the Kubelka–Munk
transformation is applied to the spectra to account for
mixing of the real and imaginary parts of the refractive
index that result from resonant Mie scattering.

As an example, Fig. 26.5a,b shows IR absorption
spectra of NH4F-etched Si(111) and Si(100) surfaces,
respectively, collected from Brewster’s angle transmis-
sion measurements. Here, the reference measurements
are those of the same crystals prior to etching. In the
case of Si(111) surfaces, a single intense peak is ob-
served, associated with the atop monohydride species
that fully passivate the surface [26.22]. In the case of
Si(100) surfaces, a much more complicated absorp-
tion profile is observed. Previous scanning tunneling
microscopy (STM) investigations showed the surface
morphology to be quasi-atomically flat, and polarized
multiple internal reflection (MIR) measurements (dis-
cussed later) identified bands associated with strained
monohydride, strained dihydride, and unstrained dihy-
dride [26.23]. In the spectrum shown in Fig. 26.5b
recorded in transmission mode, the bands observed at
2104 and 2112 cm�1 are associated with unstrained di-
hydrides, those at 2085 and 2142 cm�1 with strained
dihydrides, and the band at 2125 cm�1 with strained
monohydride. Several important points can be taken
from these spectra. First, the SNR obtained from
a single-pass transmission measurement is sufficient to
clearly observe bands associated with surface species,
at least for reasonably high coverage and/or strong or
sharp modes. Second, the higher spectral resolution ob-
tainable with IR measurements than with correspond-
ing HREELS permits examination of distinct chemical
species located within close spectral proximity.

Multiple Internal Reflection
In theMIR geometry (Fig. 26.2c), the beam is internally
incident upon the surface–vacuum interface at an angle
exceeding the critical angle, such that the beam is to-
tally internally reflected multiple times by the front and
back surfaces of the sample. This is typically accom-
plished by beveling the edges so that an external beam
can enter the crystal at normal incidence with a bevel
angle that achieves the angle of incidence required for
total internal reflection. The clear advantage of this ex-
perimental geometry is the amplification of the signal
from the surface due to the fact that the IR beam inter-
acts with the surface multiple times, and is therefore the
geometry of choice for examining very low-coverage
and/or low-intensity modes. Another advantage of MIR
spectroscopy is that, for typical angles of incidence,
the measurements are equally sensitive to normal and
parallel components of surface vibrations [26.1]. As
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for the case of the transmission geometry, polariza-
tion can be employed to extract information on the
structure of adsorbed layers. One drawback of MIR
measurements is the need to bevel the short edges
of the samples and to keep them clear for IR beam
access. The latter requirement prevents a uniform re-
sistive heating because the short edges cannot support
metal clamps over their whole length. In addition, the
much longer optical path length of the radiation results
in complete attenuation even in regions of weak sub-
strate absorption. For example, the weak multiphonon
absorption of Si renders the entire spectral region be-
low 1400 cm�1 completely inaccessible. Nevertheless,
MIR spectroscopy has offered significant insight into
a number of complex systems [26.23–29]. Hines and
coworkers performed polarization-resolved MIR spec-
troscopic studies of NH4F-etched Si(100) surfaces in
conjunction with scanning tunneling microscopy mea-
surements [26.23]. STM images of the etched surfaces
showed a structure composed of long rows, 0:9Å in
height and separated by 7:7Å (exactly twice the dis-
tance between adjacent Si atoms). Polarized MIR spec-
tra offered chemical insight into the identity of terminal
H atoms. The spectra were computationally decom-
posed to deconvolute the Cartesian components of the
dipole moments associated with each of the vibrations
in the Si�H stretching region (Fig. 26.6a). A total of
five distinct modes were observed, two of which had
IR activity originating from dynamical dipole moments
perpendicular to the surface, while three had activity

originating from mostly parallel dipole moments. From
existing literature and their relative splitting, two bands
(2103.7 and 2112:2 cm�1) were readily assigned to the
asymmetric and symmetric vibrations, respectively, of
unstrained dihydride species. Based on high-resolution
STM imaging, these groups were found to exist in
one-atom-thick rows, with the molecular plane perpen-
dicular to the row direction. The adjacent missing rows
showed characteristics consistent with dihydride termi-
nation in the STM images, and the polarization and
splitting of the bands at 2084.9 and 2142:3 cm�1 were
assigned to the asymmetric and symmetric vibrations of
strained dihydrides rotated 90ı about the surface nor-
mal with respect to the orientation of the unstrained
dihydrides. The remaining band at 2125:7 cm�1 was
attributed to strained monohydrides present at surface
defects. The integration of high-resolution STM imag-
ing and polarization-resolved MIR spectroscopy there-
fore led to the structural model depicted in Fig. 26.6b.
Structural determination in the case of such a complex
chemical termination highlights the advantages of the
MIR technique: high sensitivity, spectral resolution, and
polarization specificity.

Microscopy
While surface science has evolved primarily through
the investigation of well-defined model systems, many
current directions involve complex and inhomogeneous
systems that may have variability at microscopic length
scales. Potential applications include catalyst particles,
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Fig. 26.7 (a) Optical arrangement
used in typical far-field-based IR
microspectroscopy, employing
Schwarzschild optics and transmission
geometry. (b) Experimental arrange-
ment for broadband s-SNOM coupled
to a synchrotron source (Reprinted
from [26.30, 31], with the permission
of AIP Publishing)

exfoliated films and 2-D (two-dimensional) materials,
and microelectronic devices. In addition to conven-
tional ultrahigh vacuum UHV-based surface science
techniques that sample macroscopic sample areas, mi-
croscopic techniques (e.g., IR microscopy) have re-
cently emerged and can be employed to study sur-
face phenomena under high or atmospheric pressure.
IR-based microscopy is particularly challenging, for
a number of reasons. First, the comparatively long
wavelength of IR radiation limits the obtainable res-
olution due to diffraction [26.30, 32, 33]. Second, the
amount of light that can be focused on the sample is
limited by the source size; typical lab-based Globar
sources have a relatively low emittance, and therefore
measurements performed at magnifications such that
the resolution is diffraction-limited are usually subject

to very poor SNR, hindering the study of weak signals
originating from surfaces. The use of synchrotron radi-
ation overcomes this problem, however, as the effective
source size is small but has very high brightness. Most
surface science-based studies using microscopy config-
urations have employed a synchrotron-based source.

Conventional far-field IR microscopy employs
a Schwarzschild optical design (Fig. 26.7a). In the
normal-incidence transmission geometry, an IR beam is
focused onto the sample by a condenser lens, transmit-
ted through the sample, and refocused onto a detector
by an objective lens. In the normal-incidence reflec-
tion geometry, the incident and reflected beams are
focused using the same Schwarzschild lens. Apertures
are used before and after the condenser and objective
lenses, respectively, to control the area illuminated and
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Fig. 26.8 (a) Optical image of the H-ZSM-5 crystal; (b) IR spectrum of an H-ZSM-5 crystal contacted with 4-
fluorostyrene (top) compared with that of liquid 4-fluorostyrene (bottom); (c) 1440�1600 cm�1 region of the IR spectra
taken in situ during the 4-fluorostyrene oligomerization reaction; (d) in situ IR spectra taken with light polarizations
parallel and perpendicular to the crystal axis; (e) intensity of the IR band at 1534 cm�1 mapped over the crystal after
reaction and the IR spectra taken from the edge and the body of the crystal; (f) optimized geometry of linear conjugated
carbocation formed during styrene oligomerization in the straight channel of H-ZSM-5 (Reproduced from [26.34] with
permission of The Royal Society of Chemistry)

measured. In this confocal geometry, imaging is ac-
complished by raster-scanning the sample through the
illuminated area to generate spatially resolved spectral
maps. Alternatively, recent developments in focal-plane
array (FPA) detectors have also enabled wide-field
imaging [26.35] that circumvents the need for raster
scanning. Specialized optics also exist for grazing-
incidence reflection microscopy.

While the constraints imposed by conventional mi-
croscope optics and stage control make vacuum con-
ditions challenging, a number of groups have devel-
oped cells to enable simultaneous microscopy and in
situ modification of surfaces or films. Stavitski and
Weckhuysen [26.34] used in situ synchrotron-based IR
spectromicroscopy to study the catalytic conversion

of thiophene derivatives over a single microcrystal of
the zeolite catalyst H-ZSM-5. Synchrotron-based trans-
mission measurements, in conjunction with coherent
anti-Stokes Raman scattering (CARS) measurements,
were able to identify the chemical nature of the reac-
tants and products, as seen from the IR spectra taken as
a function of reaction time (Fig. 26.8b,c). In addition,
polarization analysis has enabled the evaluation of the
relative orientation of the product molecules with re-
spect to the channel structure of the crystal (Fig. 26.8f).
Imaging studies as a function of time have verified that
both the reactants and products are concentrated within
the interior of the crystal rather than the edges, demon-
strating the potential of imaging studies in determining
reactive sites of catalyst particles.
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Fig. 26.9 (a) Synchrotron infrared nanoscopy (SINS) spectra of clean and graphene-covered SiO2. (b) SINS spectra of
BN and graphene-covered BN, showing enhancement of the LO BN phonon mode at 817 cm�1 (Reproduced from [26.36]
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In addition to conventional far-field spectromi-
croscopy, near-field IR spectromicroscopy coupled with
atomic force microscopy AFM has recently been
demonstrated [26.37, 38], as shown in Fig. 26.7b. Here,
an IR beam is focused onto the apex of an AFM tip;
the tip effectively serves as an antenna, and the scatter-
ing amplitude is measured. Ultrabroadband spectrally
resolved images are obtainable when a synchrotron
beam is used as the light source [26.31], and the tech-
nique is referred to as scattering-scanning near-field
optical microscopy (s-SNOM) or synchrotron infrared
nanospectroscopy (SINS). In this geometry, AFM im-
ages are collected in parallel with IR spectra; the ob-
tainable spatial resolution is not limited by diffraction
but rather by the size of the AFM tip, yielding spatial
resolution much higher than that achieved with con-
ventional optics. In one recent demonstration, Barcelos
et al. [26.36] used SINS to examine graphene=BN
heterostructures on SiO2. Figure 26.9 shows SINS spec-
tra from heterostructures composed of graphene=SiO2

(Fig. 26.9a) and graphene=h-BN (Fig. 26.9b). The in-
sets show the corresponding s-SNOM images, gener-
ated from the total spectral intensity integrated over
the entire bandwidth, enabling visualization of the lo-
cations of single- and few-layer graphene flakes. The
positions from which the spectra are extracted are in-
dicated in the s-SNOM maps in the insets. The spectra
in Fig. 26.9a compare the intensity of the SiO2 surface
phonon for a bare SiO2 surface and a graphene=SiO2

interface. The increase in the SiO2 mode originates
from coupling of the charge carriers in the graphene
sheet to the SiO2 surface phonon. SINS spectra ac-

quired from graphene=hBN=SiO2 are compared with
those acquired from hBN=SiO2 in Fig. 26.9b. As be-
fore, the SiO2 surface phonon mode is identified at
1120 cm�1, and modes due to hBN phonons can be
observed at 1365 cm�1 (TO out-of-plane mode) and
817 cm�1 (LO in-plane mode). Interestingly, the spectra
from the graphene=hBN heterostructure showed a sig-
nificant enhancement (70%) of the LO hBN mode at
817 cm�1, and this enhancement was ascribed to a cou-
pling between the plasmons in the graphene sheet and
the surface phonons of the hBN to form a hybrid surface
plasmon–phonon polariton (SPPP). Additional mea-
surements were performed on a region in which a bub-
ble formed between the graphene sheet and the hBN
substrate such that a void of � 40 nm was formed. In-
terestingly, the SiO2 and TO hBNmodes were no longer
detectable, as they were outside the� 25�30 nm inter-
action volume of the AFM tip; however, the (enhanced)
LO hBN mode at 817 cm�1 was detected, confirming
the long-range nature of the interaction between the LO
hBN phonons and the graphene plasmons. Such mea-
surements highlight the unique information that can be
obtained when IR spectroscopy can be performed with
< 50 nm spatial resolution.

26.2.3 Low-Energy Electronic Excitations
at Surfaces

In addition to exciting vibrational modes of adsorbates,
IR light can couple to electronic excitations near the
Fermi level, providing information on the electronic
structure of a surface or film, similarly to how optically
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Fig. 26.10a,b IR active electronic excitations in solids. In the intraband absorption process (a), an electron is promoted
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(Reprinted from [26.2], with permission from Elsevier)

active transitions are probed in the bulk. Figure 26.10
shows a schematic describing the different types of ab-
sorption processes that can take place in metals and
semiconductors. In a metal or doped semiconductor, the
conduction band is partially filled, and intraband exci-
tations, in which an electron is promoted to a higher
energy state within the same band, can be excited. In-
terband transitions, also commonly referred to as free
carrier absorption, give a characteristic Lorentzian line
shape centered at zero frequency that decays through-
out the mid-IR or visible region at a rate depending
on the carrier density, effective mass and relaxation
time. An electronic absorption of this type is often
well described within the Drude model, in which the
frequency-dependent conductivity � is related to the re-
laxation time, carrier density, and effective mass as

�.!/D Ne2

m�
1

1
�
� i! ; (26.3)

where N is the carrier density, � the relaxation time,
e the electronic charge, m� the effective mass, and !
the frequency. Within the context of this model, fitting
a broadband IR absorption spectrum to a Drude-type
functional dependence (26.3) can be used to quan-
tify the conductivity of a surface or thin film; the
primary challenge is discriminating between signals
arising from the surface and bulk, particularly in the
case of metals. One approach is to collect the spec-
trum of the clean surface of interest, and then quench
the associated surface states (e.g., by dosing the surface
with oxygen or another species) to prepare a reference
surface in which intraband transitions are not present.
Alternatively, one can study a differential spectrum to
examine the change in the conductivity of the surface
resulting from a certain process (adsorption, surface

reconstruction, etc.). Quantification of the differential
spectrum can then proceed through the differential ana-
log of (26.3).

A field of current interest in which optical probes of
the conductivity of the surface provide unique insight is
the investigation of topological insulators. Stoichiomet-
ric crystals of these materials are expected to possess
an insulating bulk phase, while the surfaces are charac-
terized by symmetry-protected metallic states. A chal-
lenge in optical studies of metallic surface states in
topological insulators is that crystal impurities incor-
porated during growth can give rise to a free carrier
response that may be difficult to distinguish from that
of the metallic surface states. One such study was con-
ducted by Post et al. [26.39], where IR spectroscopic
studies were performed on the alloyed topological in-
sulator (TI) .Bi;Sb/2Te3. In that work, a combination
of Fourier transform and time-domain spectroscopic
measurements were used to extract the optical con-
ductivity of the sample (Fig. 26.11). Contributions due
to phonon modes (6 and 8meV) were deconvoluted
from the Drude peak due to the free carrier response
(broadband modulation that increases with decreas-
ing frequency). The oscillator strength of the Drude
peak in the experimental conductivity spectra was com-
pared with that obtained from calculations of the free
carrier response from a linearly dispersing metallic sur-
face state. The authors found that at sufficiently low
temperature (< 100K), the magnitude of the Drude os-
cillator strength reached the upper limit predicted by
the theoretical model, indicating that the free carrier
response was not dominated by bulk carriers. This find-
ing was significant for the field, as it provided a road
map for discriminating bulk and surface free carrier
absorption to enable future studies of the physics of
TIs.



Adsorption Sites, Bonding Configurations, Reactions and Mass Transport Surface 26.2 IR Measurements of Surfaces and Thin Films 865
Part

F
|26.2

151296 18
Photon energy (meV)

Exp. data
Fit
Drude or Lorentzian

6 K
50 K
100 K
150 K
200 K
295 K

3

3.62.92.21.4 4.3
Photon frequency (THz)Conductance (10–3 Ω–1)

0.7

9

6

3

0

151296 18
Photon energy (meV)

3

3.62.92.21.4 4.3
Photon frequency (THz)Conductance (10–3 Ω–1)

b)

a)
0.7

9

6

3

0

2 K
30 K
77 K

B(T)

ρxx (mΩ·cm)

50 10–10

10

15

–5

200 K
300 K

Fig. 26.11 (a) Temperature-dependent
spectrum of the conductance spectra
of .Bi;Sb/2Te3 as a function of
temperature. The bands at 6 and
8meV are due to phonon resonances,
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Absorption of IR light can also excite interband ex-
citations from metals and semiconductors, as depicted
in Fig. 26.10b. Here, an electron is promoted from
a state in a band below the Fermi level to a differ-
ent band above the Fermi level. These transitions can
take place for states in the bulk valence and conduc-
tion bands, between surface states and bulk bands, or
between donor or acceptor impurity states and bulk or
surface bands. The distribution of optically active inter-
band transitions in a material as a function of energy
is referred to as the joint density of states (JDOS), the
general expression of which follows the form

�cv.„!/D 2

8 3

Z Z
dS

jrk .Ec �Ev/jEc�EvD„!
; (26.4)

where the integral is carried out over the Fermi surface,
and Ec and Ev are the bottom and top of the conduction
and valence bands, respectively. The points at which the
denominator vanishes, known as critical points, provide
distinct optical markers in the JDOS that provide infor-
mation on the curvature of the bands giving rise to the
transition. The shape of the singularities in the JDOS
can follow one of several different functional forms
(four possibilities exist for a 3-D (three-dimensional)
system versus three for a 2-D system) depending on
the dispersion of the bands of interest, and therefore be

used to infer details on the electronic band structure of
the system through a process known as critical point
analysis. As for the case of intraband transitions, the
challenge is discriminating the surface versus bulk sig-
nals; similar approaches can be used for those described
above, i.e., quenching the surface state or examining the
overall change in absorption.

IR spectroscopic measurements of interband tran-
sitions in graphene and its multilayer analogs have
yielded much insight into its electronic structure. In
one such example, IR spectroscopy was used to mea-
sure the band gap of bilayer graphene as a function of
electrical gating. In work by Zhang et al. [26.40], field-
effect transistor devices employing graphene as the
semiconducting element were fabricated and examined
as a function of gate voltage using synchrotron-based
transmission measurements (Fig. 26.12). In comparing
the measured absorption spectra with predictions based
on the tight-binding model, they were able to demon-
strate tunability of the band gap of bilayer graphene
by varying the voltage of the top and bottom gate elec-
trodes.

An important consideration arises when study-
ing the surface electronic structure of metals using
the reflection-absorption geometry. Calculations of the
electric field of a grazing-incidence IR beam reflected
from a metal surface have shown that, immediately
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above the surface, the tangential (s-polarized) compo-
nent of the field is suppressed due to the phase change
upon reflection (or alternatively the boundary condi-
tion requiring the s-component to be continuous), while
the normal component of the p-polarized radiation is
enhanced by addition of the incident and reflected com-
ponents. In contrast, below the surface, the radiation
is strongly refracted, resulting in a much stronger tan-
gential component than normal component [26.1]. An
example of such a measurement is shown in Fig. 26.13,

where the electronic absorption of clean, unrecon-
structed W(100) is shown to give rise to a strong
broadband feature throughout the mid-IR [26.41]. In
light of the geometric considerations discussed above,
the origin of this feature was associated with d-band
surface states with x2-y2 symmetry.

In certain cases, the dominance of the excitation of
transitions parallel to the surface (below the surface)
leads to nonadiabatic coupling of these electronic levels
to adsorbate vibrations parallel to the surface (above the
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surface) [26.43–45], detected as a Fano-shaped modu-
lation of the electronic absorption. Persson has argued
the generality of the phenomena, demonstrating that
parallel frustrated adsorbate translations or vibrations
with zero dynamical dipole moment parallel to the
surface should always manifest strong anti-absorption
resonances or Fano line shapes [26.43]; however, later
work established selection rules determined by the par-
ity of the vibrational and electronic states involved,
as well as the magnitude of the density of states at
the Fermi level, that determine whether such vibrations
are detectable [26.45, 46]. Experimentally, the first ob-
servation of detection of a formally dipole-forbidden
mode was reported by Chabal [26.41] for IRRAS mea-
surements of H on W(100) (Fig. 26.13b). Here, the

symmetric stretch is observed as a normal absorption
band (1070 cm�1), while an additional mode is detected
at 1270 cm�1 with a highly asymmetric line shape. This
mode was originally assigned to the overtone of the
W�H wag mode, but later suggested to be associated
with the W�H asymmetric stretch on the basis of the
symmetry of the surface electronic states measured by
photoemission and believed to be involved in the cou-
pling; these states have an even symmetry with respect
to the (001) mirror plane, suggesting that the vibra-
tional mode should also have even parity such as the
asymmetric stretch. Similar anti-absorption resonances
originating from parallel adsorbate modes have since
been observed for H=Mo(100) [26.41], CO=Cu(100),
and H=Cu(111) [26.47].

26.3 Low-Energy Ion Scattering

Low-energy ion scattering (LEIS), also known as ion
scattering spectroscopy (ISS), is a highly surface-
sensitive experimental method that enables the deter-
mination of the elemental composition of the outermost
atomic layer of a solid, and can provide varying degrees
of insight into surface atomic structure [26.48–51]. In
this technique, a beam of noble gas atoms is ionized and
accelerated to an energy within the range 0:1�10 keV
before being directed onto a sample surface. A fraction
of the incident ions undergo collisions with the sur-
face atoms and are scattered without being neutralized
(possibly through reionization processes). The scattered
ions are detected after passing through an energy ana-
lyzer and, based on their final kinetic energy, the masses
of the atoms by which they scatter are determined. In
this fashion, the different elements present at the sur-
face of a material are quantified. The surface selectivity
of LEIS signals originates from the low energy of the
incident ions and the very high probability that an inci-
dent ion will become neutralized upon interaction with
a solid surface. The concepts of shadowing and block-
ing can be used to further understand the preferential
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Fig. 26.14a,b Schematic diagrams of the shadow cone relative to interatomic dimensions in the case of LEIS (a) and
RBS (b) (Reprinted from [26.52], with permission from Elsevier)

selectivity of surface signals in LEIS versus ion scatter-
ing measurements performed at higher energies (e.g.,
MEIS, RBS). Shadowing arises from the scattering of
an incident projectile, which modifies its trajectory such
that atoms situated within a certain volume behind the
target atom cannot act as scattering centers and are
therefore invisible to the incident beam. The volume
shadowed by the target atom is referred to as the shadow
cone. Similarly, an ion scattered by a target atom and
subsequently scattered again by another target atom
establishes an additional shadowed region behind the
second target atom, known as the blocking cone. As il-
lustrated in Fig. 26.14, the relative sizes of the shadow
cones (relative to a typical inorganic crystal structure)
depend on the ion incident energy. At high energies
(MeV), as is the case of RBS, the shadow cones are nar-
row. In contrast, at energies typical of LEIS, the shadow
cones are of the order of interatomic spacings, since
the low energy of the projectile will cause its trajectory
to deviate strongly around a relatively weak interaction
potential. The larger shadow cone in the case of LEIS
means that the probability for an incident projectile to
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Fig. 26.15 (a) Experimental scheme for LEIS measurements; noble gas ions incident upon a surface at an angle ˛ from
the surface normal are scattered into an angle 	 with energy kE0. (b) Features in a typical LEIS spectrum illustrated for
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penetrate and exit the surface without scattering and/or
becoming neutralized is negligibly small, and therefore
the binary scattering peaks in LEIS spectra are gener-
ally representative of elements present at the outermost
layer of the surface.

Quantification of the relative amounts of the respec-
tive elements at the surface may be carried out by evalu-
ating the total ion yield associatedwith each element and
scaled by a calibration factor determined by measure-
ment of samples with known surface concentrations.
This poses the most challenging problem, for a num-
ber of reasons. First, calibration can be challenging be-
cause of the need to obtain well-defined standards with
known surface concentrations. This is often done using
a pure crystal or thin film for the referencemeasurement;
however, for many elements (such as N, O, Cl, F, and
many others) there exists no pure elemental material that
can be used for this purpose. Second, there exist certain
cases inwhich the ion yield is dependent upon the cover-
age or density of the species in question, and such cases
are referred to as suffering from matrix effects.

In addition to providing information on the com-
position of the outermost atomic layer, analysis of
experimental LEIS spectra also provide a static, non-
destructive depth profile of the first 5�10 nm within the
surface of a sample [26.50, 53]. Quantification of depths
and concentrations of relevant species is accomplished
through the use of simulations that statistically treat the
interaction between an atom beam of interest with a tar-
get sample [26.54]. Lastly, information from LEIS has
the potential to give valuable insight into surface struc-
ture and bonding configurations, and measurements
performed under certain conditions enable surface crys-
tallography with elemental specificity [26.55]. In the

following sections, we review the fundamental princi-
ples of LEIS measurements, with emphasis on recent
developments of the technique and illuminating exam-
ples that highlight the type of information that can be
extracted.

26.3.1 Identification of Surface Elements
and Concentrations
from Binary Collisions

In a typical LEIS measurement, a monochromated
beam of ions (typically noble gases; He, Ne, and/or
Ar) is ionized, accelerated and incident upon a sample
surface at an angle ˛, as shown in Fig. 26.15. Some
fraction of the incident ions undergo a single elastic
scattering process without being neutralized, and sub-
sequently scatter at an angle 	 with respect to the angle
of incidence. The ions scattered within some angular
range are then collected into an energy analyzer and
subsequently detected to produce a spectrum showing
the number of ions detected as a function of energy.
Within the binary collision approximation (BCA), con-
servation of energy and momentum gives for the final
energy Ef of an ion of mass m1 scattered from an atom
of mass m2 through an angle 	 with respect to the sur-
face normal [26.48–50]

Ef D
 
cos 	 ˙

p
.m2=m1/2� sin2 	

1C m2
m1

!2

E0 : (26.5)

The final energy of the ions in an LEIS measure-
ment is a direct function of the mass of the scattering
atom, and can therefore be used to deduce the elemental
composition of the surface atoms. There are, however,
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Fig. 26.16 Energy lost during binary collisions for HeC
and NeC projectiles as a function of the mass of the scat-
tering atoms based on (26.5). Here, a scattering angle of
145ı is assumed

combinations of masses and angles for which backscat-
tering does not occur. For instance, elements lighter
than that of the probing ions cannot be detected (e.g.,
H using HeC); similarly, first-row elements cannot be
detected by backscattering when NeC is used as the
projectile. In practice, the choice of probe ion is made
on the basis of the elements being targeted. While NeC
cannot detect first-row elements, HeC may not be suffi-
cient to resolve heavy elements that are close in mass.
Figure 26.16 shows the dependence of the final projec-
tile energy as a function of the mass of scattering atoms
for HeC and NeC projectiles based on the solutions of
(26.5), assuming a scattering angle of 145ı. Clearly, the
values of Ef=Eo for heavy masses (e.g., > 50 amu) are
very similar when HeC is used as the projectile and
therefore may not be sufficient to resolve elements of
similar mass. In contrast, the values of Ef vary much
more rapidly in the 50�100 amu region when NeC is
used as the projectile. For resolving even heavier ele-
ments, ArC or KrC can be used.

The ions scattered from binary collisions generally
give the most prominent features in an LEIS spectrum
and are used for evaluation of surface concentrations,
but ions that undergo more complicated scattering pro-
cesses are also detected. In addition to ions that undergo
single scattering, many of the incident ions will pen-
etrate below the surface and suffer multiple inelastic
events. Of these neutralized ions, some will undergo
trajectories that bring them back to the surface, and
a fraction will become reionized at the surface such that
they can be detected in a measured spectrum. As these
species undergo multiple collisions as well as potential
inelastic scattering events, they will ultimately be de-
tected with final energies lower than that of the binary
collision peak. The reionized neutrals can give rise to

various structures in an LEIS spectrum ranging from
tails to distinct peaks depending on the distribution of
the scattering elements. Additionally, an incident ion
can also scatter elastically from two or more surface
atoms without becoming neutralized. Such multiple
scattering events can be described by applying (26.5)
twice, with the initial energy of the second collision
treated as the final energy of the first collision. In such
events, the final energy of the scattered ions is actu-
ally greater than that of an ion scattered through the
same angle with a single binary collision; consequently,
features due to plural scattering are observed at en-
ergies greater than that of the binary collision peak.
Figure 26.15b shows an LEIS spectrum for 3 keV HeC
ions scattered from a polycrystalline Al target, where
these representative scenarios are illustrated. A clear
sharp peak from the HeC–Al binary collision is ob-
served with a low-energy tail due to ions that become
neutralized and are ultimately reionized after undergo-
ing multiple scattering events below the surface. On the
high-energy side of the binary collision peak, a shoulder
due to elastic plural scattering is observed.

While the features due to plural scattering and
reionized neutrals can yield valuable information, as
will be discussed below, the binary collision peak (also
referred to as the surface peak) is generally the most
useful and widely used feature in the spectrum for quan-
tification of surface species. The yield of ions scattered
from a particular element is directly related to the sur-
face concentration of the element in question

Si D Ip
e
tR�iNi (26.6)

Here, Si is the number of ions detected, Ip the primary
beam current, e the electronic charge, t the measure-
ment time, R a correction factor determined by surface
roughness (equal to 1 for flat surfaces), �i and Ni

the sensitivity factor and surface concentration, respec-
tively, for the element in question, and  an instrumental
factor into which the characteristics of the analyzer and
detector are absorbed. The elemental sensitivity factor
is determined by the differential scattering cross sec-
tion d�i=d˝ and the fraction incident ions that do not
become neutralized upon interaction with the surface,
known as the ion fraction PCi

�i D PCi
d�i
d˝

(26.7)

In general, the elemental sensitivity factors are not nec-
essarily known, and  and �i are determined through
calibration measurements of appropriate standards. If
the �i is independent of the number and type of sur-
rounding atoms, i.e., absent matrix effects, the cal-
ibration can be performed on any sample in which
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Fig. 26.17a,b 2 keV HeC LEIS spectra of pure Pt and Ru standards (a) and an annealed PtRu alloy (b) (Reprinted
from [26.56], with permission from Elsevier)

the atomic surface concentration is known. One such
application in which this approach is readily used is
quantification of the elemental composition of alloyed
metals used in catalysts, as this knowledge provides
insight into the active sites in various catalytic pro-
cesses [26.57–61]. For example,Gasteiger et al. [26.56]
used LEIS to determine the surface composition of a se-
ries of PtRu alloys following sputtering or annealing.
In their work, pure Pt and Ru reference samples were
prepared and measured to evaluate the ion yield of the
respective elements (Fig. 26.17a). With this calibration,
it was possible to determine the surface composition of
the alloy materials from measurements such as that in
Fig. 26.17b. In doing so, they were able to determine
that the surface concentration was predominantly bulk-
terminated in the case of surfaces cleaned only by ArC
sputtering, whereas a differential enrichment of surface
Pt was observed for surfaces annealed to 800 ıC.

In the case of the a surface partially covered by an
adsorbate layer, the signal due to the substrate atoms
is reduced due to blocking by the adlayer [26.48, 49].
Consequently, the form for the signal of the substrate
atoms (26.6) is modified to incorporate blocking by the
adsorbates as

Ss D Ip
e
tR�i .NS�˛Nads/ ; (26.8)

where Ns is the density of surface substrate atoms and
Nads that of adsorbate atoms; ˛ is a factor introduced
to describe how many substrate atoms are blocked by
a single adsorbate, and is determined by the adsorbate
geometry and scattering cross-section, which determine
the shape of the adsorbate’s shadow cone. At high cov-
erage, the shadow cones from neighboring adsorbates
merge and the shadowing coefficient decreases. The lat-
ter generally has a unitary order of magnitude, and if
known can be used to determine the coverage of an
adsorbate-covered surface. Similarly, this information
can be used to determine various aspects of the adsor-
bate geometry, discussed in more detail below.

26.3.2 Charge Transfer Processes

As discussed above, the fate of an ion in the 0:1�10 keV
energy range incident upon a surface can follow one of
several paths. While ions that undergo binary collisions
without being neutralized provide the most straight-
forward evaluation of the surface composition, under-
standing neutralization and reionization can give insight
into the sensitivity of the measurement toward differ-
ent materials and structures. The processes underlying
charge exchange between a surface and a fast projec-
tile are complex, and a comprehensive discussion is
available elsewhere [26.48, 50] and is beyond the scope
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permission from Elsevier)

of this chapter. Here we present a qualitative review
of the basic principles of neutralization and reioniza-
tion that are of significance for LEIS measurements.
Figure 26.18 shows a scheme depicting the principle
charge exchange processes that give rise to neutral-
ization and reionization of ions in the LEIS regime.
When a fast, typically positively charged projectile ap-
proaches a surface, image charges induced in the solid
lead to a broadening and can decrease the binding en-
ergy of the electronic states of the projectile due to
repulsion between the electrons of the projectile and
surface, leading to an increase in the energy of the
highest electronic levels of the projectile relative to vac-
uum [26.62]. As the distance between the surface and
projectile becomes increasingly small, the states of the
projectile can begin to interact with those of the surface.
In the process of resonant neutralization (RN), electrons
in the conduction band of the crystal are resonant with
unoccupied states of the projectile and proceed to tun-
nel into the unoccupied states, as depicted in Fig. 26.18.
In the reverse process (resonance ionization, RI), elec-
trons from the highest occupied orbital of a neutral
projectile atom tunnel into the conduction band of the
crystal, and the projectile becomes reionized. In quasi-
resonant neutralization (qRN), electrons in a core-level

of the surface may be nearly resonant with the ground
state of the projectile, and tunneling between the levels
can lead to neutralization. Such processes are heavily
dependent on the energy of the projectile atom, since
the probability for tunneling oscillates as a function
of the time integral of the potential energy difference
between the incoming (ionized) and outgoing (neutral-
ized) states. This effect leads to strong oscillations in
the ion fraction as a function of the incident projec-
tile energy that are also dependent on the matrix, and
such oscillations have been observed in systems such
as HeC scattering from Pb [26.63] and NeC scatter-
ing from Au [26.64]. In Auger neutralization (AN),
an electron from the substrate neutralizes the projec-
tile, either by directly decaying to the ground state
or through an intermediate metastable excited state, in
conjunction with excitation of another substrate elec-
tron or plasmon. Alternatively, a substrate electron can
fill a core-hole of the projectile, leading to emission of
an Auger electron originating from an excited state of
the projectile in a process known as indirect Auger de-
excitation. Lastly, neutralization of an incident ion or
reionization of a neutralized projectile can occur via
collision-induced processes [26.65]. Here, a neutralized
projectile atom becomes reionized when it approaches
sufficiently close to a target atom as to promote a core-
level state (e.g., the He 1s) to an energy that, at a certain
critical distance from the target atom, is equal in energy
to an excited (ionized) state. Consequently, an elec-
tron can be transferred to the target, and the projectile
scatters in an ionized final state. Similarly, the reverse
process can occur to yield collision-induced neutraliza-
tion. Importantly, reionization provides a pathway of
detection for which ions that become neutralized pene-
trate the surface and, through multiple scattering events,
return to the surface.

The cycle of neutralization and reionization comes
with an energy cost. It has been reported that for He
projectiles in general, the complete neutralization and
reionization process costs a total of 20C" eV to transfer
an electron to a He level at an energy " above the Fermi
level of the substrate. Thus, ions detected from reion-
ization processes are always detected at energies below
that of the binary collision peak. Take for example
the hydrogen-terminated Si(111) surface. Figure 26.19
shows 3 keV HeC spectra taken from Si.111/�H sur-
faces prepared by HF and NH4F etching as-prepared
and after sputtering with ArC to remove the adsorbed
H and yield a clean Si(111) surface. While in the case
of the clean surface a clear, intense Si binary collision
peak is observed, the H-terminated surface shows only
a weak peak due to blocking of the Si atoms by atop
H. In addition, the Si peak in this case appears shifted
by � 20 eV to lower energy. The physical interpreta-
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Fig. 26.19 3 keV HeC LEIS spectra of hydrogen-termi-
nated Si(111) before (red) and after (black) ArC sputtering,
demonstrating a� 20 eV shift of the Si peak

tion for this effect is that the incident HeC ions have
undergone multiple scattering processes, initially with
adsorbed H, that allowed them to penetrate the surface
and scatter from Si atoms before being reionized. This
neutralization and reionization cycle occurs at an en-
ergy cost close to 20 eV, leading to a lower apparent
energy at which the Si atoms are detected.

26.3.3 Analysis of Subsurface Signals

Projectile ions that penetrate the surface and undergo
multiple scattering trajectories within the bulk suffer
additional energy losses as a result of various elastic
and inelastic processes. Of the fraction of these particles
that scatter back to the surface and are reionized, the
total energy lost will be greater than the minimum re-
quired for the neutralization and charging cycles. With
the appropriate a priori knowledge of the system, these
signals can provide important information on the iden-
tity, location, and density of subsurface atoms. For
example, Fig. 26.20a shows an 8 keV HeC LEIS spec-
tra of a multilayer system comprising a 1:2 nm HfO2

film with a 2 nm Al2O3 cap. Here, the surface peaks for
Al and O are at their expected positions for a binary
collision based on (26.5), but the Hf peak is shifted to

lower energy than that expected for surface Hf. In gen-
eral, for the subsurface signals, the redshift in the peak
position correlates with the depth of the scattering el-
ements, while the width of the peak is related to their
depth distribution or thickness. Brüner et al. [26.54]
developed a method for quantification of these subsur-
face signals using a variation of the transport of ions
in matter (TRIM) code [26.66] developed for Ruther-
ford backscattering (RBS) data, known as TRBS. The
approach involves calculating the scattering trajectory
of a neutral projectile of a given energy for a particu-
lar model structure. The charge state of the projectiles
is taken into account by assuming that the measured
spectra are the product of the energy distribution of
backscattered neutral particles with the ion fraction of
the surface. In general, the material-dependent param-
eters needed for the calculations are not necessarily
known, in particular the electronic stopping correc-
tion factor, which determines the projectile energy lost
through nuclear and electronic processes within the ma-
terial, and the reionization function, which determines
the probability that an ion of a particular energy will be
reionized at the surface. Fortunately, these parameters
can be evaluated through the measurement of the appro-
priate standards in conjunction with TRBS modeling.
The electronic stopping factor for a given material
can be determined by comparing measurements of thin
film structures of thickness known from other meth-
ods with TRBS simulations to determine the value that
accurately reproduces the characteristics of the exper-
iment. The probability for reionization at the surface
or ion fraction is a function that is acutely dependent
on the composition of the surface, and therefore must
be determined specifically for the surface of interest.
In practice, measurements of standards are performed
over a reasonably large energy range such that the func-
tional dependence of the ion fraction can be accurately
determined and is unobscured by low-energy features
due to secondary sputtered ions. Once measured, the
surface peaks are subtracted off, and the measured
spectrum is assumed to be the product of the ion
fraction with the spectrum of backscattered neutrals;
therefore, the ion fraction is determined by dividing
the experimental spectrum by the simulated spectrum.
Once these parameters have been determined, simulated
LEIS spectra can be calculated for arbitrary structures
for comparison with experiment. Brüner and cowork-
ers found that for the case of the Al2O3=HfO2 system
used for the initial study, the approach described above
was largely successful for determining the thicknesses
of the respective components of the heterostructures
(Table 26.1) despite some minor discrepancies in one
sample.
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Table 26.1 Nominal sample structure determined through
x-ray reflectivity (XRR) and LEIS+TRBS simulations
in work by Brüner et al. (Reprinted by permission
from [26.54], © Am. Inst. Phys. Publ. 2014)

Sample XRR measurements
(nm)

LEIS and TRBS simulation
(nm)

Al_2O_3
cap

HfO_2
layer

Al_2O_3
cap

HfO_2
layer

1 2.0 1.2 2.0 1.2
2 1.0 1.8 1.8 1.8
3 2.8 0.7 2.8 0.5

Sample XRR measurements
(nm)

LEIS and TRBS simulation
(nm)

Al_2O_3
cap

HfO_2
layer

Al_2O_3
cap

HfO_2
layer

1 2.0 1.2 2.0 1.2
2 1.0 1.8 1.8 1.8
3 2.8 0.7 2.8 0.5

26.3.4 Structural Analysis

LEIS measurements, in addition to providing the com-
plete elemental composition of a surface, can yield
valuable information on surface atomic structure. De-
pending on the measurement configuration, projectile
characteristics, and numerical analysis, different types
of information and degrees of detail on the structure of

surfaces can be obtained. Such structural information
can range from qualitative orientation of adsorbates and
surface terminations to local symmetry and identity of
nearest neighbor atoms, and even crystallographic stud-
ies yielding the complete structure of the surface unit
cell.

The first and most straightforward approach to char-
acterization of the surface atomic structure employs the
principle of shadowing to make qualitative inferences
regarding the bonding position of different elements on
the surface. With some a priori knowledge of the sur-
face structure, the idea that atoms that lie within the
shadow cone of another atom will be invisible in single-
scattering peaks can be used to qualitatively deduce the
locations of the atoms of interest. Some of the earliest
demonstrations of the strength of LEIS were in evalu-
ating the surface terminations of non-centrosymmetric
crystals such as CdS and ZnS [26.67]. Early studies on
the opposite h111i polar faces of ZnS and the h0001i
faces of CdS detailed the termination of these crys-
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tals. In the case of ZnS, 1 keV NeC spectra (Fig. 26.21)
showed terminations in which only Zn and S, respec-
tively, were detected for the opposite faces, suggesting
a bulk termination as a reasonable approximation of the
surface structure. Similar results were obtained for the
opposite faces of CdS.

The approach in which the shadowing of atoms is
employed to deduce their relative location can be fur-
ther used to characterize adsorbate structures, as was
done for an early study of CO adsorption on poly-
crystalline Ni [26.68]. Here, 1:8 keV HeC LEIS spectra
were taken from Ni foils dosed with CO, and an O
peak of area approximately five times that of C was ob-
served. The author noted that, with the similar masses
and therefore scattering cross sections of O and C, a ra-
tio of approximately 1 W 1 would be expected if the C
and O atoms were randomly distributed on the surface.
The observation of such a larger magnitude of the O
peak was taken to mean that the CO molecules bonded
perpendicular to the surface via the C atom, leading
to increased visibility of O relative to C. This conclu-
sion was in agreement with structural models derived
from previous IR [26.69] and LEED [26.70] studies
on similar systems. While the interpretation here is
straightforward and could have been derived by com-
plementary techniques alone, other cases in which the
symmetry of the surface is evaluated by LEED are of-
ten less straightforward, as a given LEED pattern could
originate from a number of potential structures. One of

many such instances in which LEIS data have aided in
structure determination is in the O=Ag(110). Heiland
et al. [26.71] used LEIS in conjunction with LEED to
determine the structure of the (2� 1) reconstruction of
the Ag(110) surface formed after dosing with 7000L
oxygen. In their work, they measured the ion yield for
500 eV HeC ions scattered along the [100] and [110] di-
rections (parallel and perpendicular to the atomic rows
of the (110) surface) and observed a very strong vari-
ation in the O signal along these different directions
(Fig. 26.22a). On the basis of this variation, they were
able to discriminate between three possible structural
models that could give rise to a (2� 1) LEED pattern
(Fig. 26.22b–d). From inspection, the structure depicted
in Fig. 26.22b would not be expected to give strong az-
imuthal shadowing dependence, since the O is situated
in the outermost plane and its nearest neighbors along
the [100] direction are spaced comparatively far apart.
Similarly, it was argued that only a moderate shadowing
effect could be expected for the structure in Fig. 26.22c.
In contrast, the structure depicted in Fig. 26.22d would
be expected to give a strong shadowing effect for scat-
tering perpendicular to the atomic rows due to the close
proximity of the bridge site to the Ag nearest neighbors,
which are situated at an elevated position relative to the
O atoms. Arguments of this nature can be used to dif-
ferentiate between different structural models, and the
approach is most favorable in the case of well-ordered
crystalline substrates.
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Fig. 26.22 (a) Experimental HeC LEIS spectra of O-covered Ag(110) taken along different crystallographic orientations.
(b–d) Potential structural models for O on Ag(110) that could give rise to a (2�1) LEED pattern (Reprinted from [26.71],
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A second approach to atomic structure characteri-
zation using LEIS employs the principles of multiple
scattering to infer information about the relative po-
sitions and identities of nearest neighbor atoms. In
addition to undergoing binary collisions, an incident ion
can undergo multiple collisions involving smaller scat-
tering angles that add up to the total scattering angle.
The final projectile energy in such a process is greater
than that which would be measured for a single binary
collision with the same total scattering angle, which
can be seen by applying (26.5) twice. While this effect
can be undesirable in the identification or quantifica-
tion of surface elements, it can yield valuable insight
into local structural environments. The final energy of
the projectile after two or more collisions is dependent
on the masses of all target atoms involved, and mul-
tiple scattering peaks can be used to infer the identity
and potentially the location of nearest neighbor atoms.
Some early theoretical work was performed to correlate
multiple scattering features with underlying structures
by employing simple models of the surface, such as
simple atom chains [26.72], and this approach was
largely successful for qualitatively reproducing many
of the physical aspects of the experiments. Quantita-
tive structural analysis, however, requires the use of
indirect methods for structure determination through
simulation of ion scattering experiments for different
structural models [26.72–75]. Even so, in the case of
close-packed and well-ordered surfaces, multiple scat-
tering features in experimental data can often yield the
identity of nearest neighbor atoms by inspection. Mul-

tiple scattering effects tend to be most pronounced in
the case of low energies, heavy projectiles, and small
angles of incidence and scattering angles. Therefore,
while the use of high energies is typically used to cir-
cumvent multiple scattering features in experimental
spectra, the use of heavy, (e.g., NeC, ArC) projectiles
at low energy (� 500 eV) can be used to amplify the
measurability of multiple scattering features. In addi-
tion, the use of alkali projectiles has been shown to
increase the ion fraction significantly [26.76, 77], and
therefore the prospects for observing features due to
multiple scattering are much more favorable.

Brongersma and Mul [26.78] performed measure-
ments on the .111/ and .N1N1N1/ surfaces of GaP, as shown
in Fig. 26.23. Here, the measurements are performed
in a specular geometry along the

˝
11N2˛ direction with

350 eV NeC and a scattering angle of 45ı. The sur-
faces measured at room temperature are dominated by
a broad feature due to recoiled Ga and P atoms; this
effect is circumvented when the measurements are per-
formed at 450 ıC. In the case of the (111) surface,
a binary collision peak due to Ga was observed in con-
junction with new peaks due to Ga�P and Ga�Ga
scattering, whereas only a Ga single-scattering peak
was observed from measurement of the .N1N1N1/ surface.
The observation of the latter peak was indicative of
surface reconstruction, since in the case of the unrecon-
structed surface, calculations indicated that blocking by
P would make double scattering by nearest-neighbor Ga
atoms impossible. This assessment was in agreement
with a previous LEED study showing a (2� 2) LEED
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Fig. 26.24 Experimental geometry
from ICISS. Backscattered ions are
measured as a function of incidence
angle. For angles less than some
critical angle ˛c, shadowing effects
prevent backscattering, so that
angle-dependent measurements can
yield the dimensions of the shadow
cone (Reprinted from [26.52], with
permission from Elsevier)

pattern on the same surface upon annealing to 500 ıC.
In addition, the observation of a Ga�P peak indicated
a position of the surface P atoms different from that of
the bulk, and the authors suggested that additional mea-
surements as a function of scattering angle and azimuth
could further clarify the details of the reconstruction.

The most quantitative approach for determina-
tion of the atomic structure of surfaces originates
from methods that measure the shape of the shadow
cone. In impact-collision ion scattering spectroscopy
(ICISS) [26.52, 55], the energy distribution of a beam
of scattered ions is measured as a function of incidence
angle at grazing angles along specific crystallographic
directions. Rather than measuring the specularly re-
flected beam, the ions which are backscattered through
a scattering angle of approximately 180ı are measured.
The principle of the measurement of the shadow cone
can be understood by considering a chain of atoms
as in Fig. 26.24a. For incidence angles greater than
some critical angle ˛c, the shadow cones of neighboring

atoms completely block one another, and no backscat-
tering occurs. As the angle of incidence approaches
the critical angle, backscattering begins to increase. By
considering the geometry of the system, it can be seen
that the angle at which backscattering becomes possi-
ble is directly related to the interatomic spacing and
the radius of the shadow cone. Since the shadow cone
is specific to the element under consideration, the di-
mensions of the shadow cone for a particular element
can be determined by measurement of systems in which
the lattice constants are known and then applied to the
unknown system. Importantly, for this geometry, only
shadowing effects affect the measured data, and the
combined effects of shadowing and blocking that are
intractable in specular scattering are decoupled.

Aono et al. [26.79] used ICISS to study the (2� 1)
reconstruction of Si(100), performing measurements as
a function of both the polar (incident) angle and az-
imuthal angle of the surface with respect to h110i, as in
Fig. 26.25a. In particular, the spectra measured at graz-
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ing incidence (magnified in Fig. 26.25b) show several
distinct minima due to shadowing effects, accompa-
nied by maxima at their periphery due to channeling.
These minima, along the [110] direction and along di-
rections rotated by 13ı with respect to [100], indicate
shadowing effects in orientations different from those
expected for the bulk-terminated surface (along both
[110] and [100], Fig. 26.25c), as was expected. Rather,
these observations are consistent with the asymmetric
dimer structure, as shown in Fig. 26.25d. Here, shad-
owing effects are expected for the [110] azimuth and
for azimuths at some angles denoted ı from [100], in
good agreement with the measured data. From the mea-
sured value of ı, the authors where able to determine
the Si�Si dimer bond length of 2:4Å. Such approaches
have been used to investigate the structure of a number
of systems ranging from metals to adsorbate systems
and defect analysis [26.80–86].

26.3.5 Matrix Effects

In all cases discussed above, matrix effects, in which
the ion yield is determined by its surrounding environ-
ment, can have a significant impact on the quantitation

of LEIS data. Previous reviews have discussed in de-
tail the origin of matrix effects arising from different
charge transfer processes, and Brongersma et al. [26.50]
discussed several methods for identifying whether ma-
trix effects are present in a given system in con-
junction with approaches to remedy matrix effects of
different physical origins. The most straightforward of
these approaches, in an approach developed by Jacobs
et al. [26.87], involves comparison of the energy depen-
dence of the ion yield of the elements in the sample of
interest. Because the ion fraction is acutely dependent
on the incident ion energy, any potential differences in
the neutralization probability between the unknown and
standard samples will be highlighted. In the absence of
matrix effects, the ratio between the LEIS intensity of
a given element in the unknown and reference samples
should remain constant as a function of energy. Sim-
ilarly, another approach for evaluating whether matrix
effects are present involves plotting the logarithm of
the ion fraction against the perpendicular component
of the projectile velocity. A linear relation is expected,
and its slope is given by a characteristic velocity that
should be the same for a given element in different ma-
trices, assuming that neutralization via Auger processes
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is dominant. Additional experimental checks on matrix
effects are described in detail in [26.50]. These include
examination of the energy dependence of the ion yield
ratios in the case of compounds, which should be in-
dependent of incident energy on the basis of the above
arguments, measurement of the angular dependence of
the ion yield, and use of the total signal in the case of
binary compounds in which samples of varying compo-
sition are available.

Once it has been established whether matrix effects
play a significant role in the system of interest, quan-
tification can proceed in one of several ways. In the
absence of matrix effects, evaluation of the concentra-
tions of surface atoms can be done in a straightforward
manner using the appropriate calibration samples and
appropriately applying (26.6). If it is determined that
matrix effects are present, the manner in which the
quantification proceeds is dependent on the type of neu-
tralization mechanism. For the case in which the matrix
effects arise from b-RN, oscillations in the ion yield
as a function of energy are observed and represent the
dependence of the probability for tunneling between
core-level states of the target and discrete states of the
projectile given the projectile velocity. It was pointed
out, given a survey of systems with known matrix ef-
fects, that effects of this origin can almost always be
circumvented by using NeC as the projectile rather than
HeC [26.50]. In addition, working at higher energies
(> 3 keV) can suppress the matrix effects, since the am-
plitude of the oscillations of the ion yield is damped at
high energies. In general, the use of higher energies is
effective in suppressing matrix effects of different ori-
gins, as the perpendicular component of the projectile
velocity is increased and the time of interaction between
the projectile and target is reduced.

The other primary class of matrix effects is found
with low-work-function systems; here, the situation
is more complicated because the effects of the matrix
on the ion yield cannot be attributed to one specific
neutralization mechanism, since energy-dependent
RN processes play a large role in addition to other
mechanisms, particularly collision induced (CI)
neutralization. While the use of higher energies can po-
tentially alleviate matrix effects in low-work-function
systems, a more rigorous approach to quantification for
low-work-function materials was presented by Corten-
raad et al. [26.88]. Here, it is assumed that when the

work function of the surface reaches a sufficiently low
value, RN becomes pronounced- and the ion fraction is
determined by the population of the projectile atomic
level at a distance from the target atoms known as the
freezing distance. The ion fraction associated with RN
processes can then be described as

PCRN D exp

�
�C j"a� "Fj

v

�
; (26.9)

where "a is the energy of the first excited state of the
projectile at the freezing distance, "F is the Fermi en-
ergy, v is the perpendicular component of the projectile
velocity, and C is a constant. In the correction process,
the ion fraction is first determined as a function of the
work function range of interest, enabling determination
of the constant C in (26.9). With this information, the
contribution to the ion fraction from RN can be de-
termined. If the contribution to the ion fraction from
other mechanisms is known from, e.g., low coverage
measurements, then the contribution from RN can be
discriminated. From such a process one can generate
a curve of the ion fraction due to RN as a function of
work function, enabling subsequent quantification for
surfaces of arbitrary elemental composition.

26.3.6 Conclusions

LEIS has been shown to be a highly sensitive tool
for the determination of the elemental composition of
the outermost layer of a surface. Quantification in the
majority of cases is straightforward, with the use of
appropriate standards with known surface concentra-
tions. The presence of matrix effects, in which the
ion fraction of a given element is determined by its
surroundings, can be readily identified using standard
methods. While quantification can be more challeng-
ing in these few cases, a number of methods exist to
circumvent these challenges and perform quantitative
analysis. Beyond the determination of the surface com-
position, LEIS measurements afford the possibility of
performing static depth profiles in the outer 5�10 nm
of the surface region, enabling examination of multi-
layer structures and diffusion processes. Lastly, the high
surface sensitivity of LEIS can be exploited to extract
structural details of surfaces and, under certain mea-
surement conditions, perform surface crystallography.

26.4 Combining IR, XPS, and LEIS Measurements

The previous two sections have described the principles
of IR absorption and LEIS spectroscopy in investigat-
ing a variety of surface phenomena. Here, we illustrate

how the combination of all three techniques (IR, LEIS,
XPS) is a necessary and powerful means for deriving
quantitative information regarding surface composition,
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Fig. 26.26 Schematic of MAsA functionalization of Si.111/�H and subsequent MLD process. As-grafted surfaces con-
tain MAsA coordinated via monodentate Si�O�As bonds to the substrate. Annealing to 600 ıC results in loss of the
organic tail and subsequent diffusion of As into the bulk

structure, and reactivity that would not have been ac-
cessible in experiments with one or even two of these
techniques taken on their own. We have selected rela-
tively recent examples of systems that are important for
microelectronics, catalysis, and energy (e.g., gas stor-
age).

26.4.1 Ultrashallow Doping with
Methylarsenic Acid=Si(111)�H

Progressive device downscaling and new device struc-
tures have given rise to challenges in semiconductor
device manufacturing, as many of the approaches for
materials engineering used in existing device technol-
ogy have reached fundamental limits in the length
scales for which they are practical. For example, the
design of 3-D ultrashallow junctions requires precise
and shallow doping, which is not possible with con-
ventional doping processes such as ion implantation.
Consequently, monolayer doping (MLD) has recently
been developed [26.89, 90] for doping semiconductor
nanostructures that circumvents this issue. In the MLD
process, a semiconductor surface is first functional-
ized with an organic molecule containing the desired
dopant (e.g., P, B, As). The essential attributes of this
molecule are the ability to chemically bondwith the sur-
face (Si�H or SiO2�OH) and to self-assemble on the
surface thanks to an organic tail. The procedure then
involves annealing to sufficiently high temperature to
decompose the ligands of the adsorbed functional group
and subsequently drive the dopants into the bulk via
diffusion processes. Initially, it was not clear whether
the dopant atom might evaporate during this annealing
step, and an oxide capping layer was deposited on the
organic layer. However, the example below shows that
such a capping layer is not necessary. While this ap-
proach has shown great promise for doping ultrashallow
surface regions [26.89–95], quantitative mechanistic

studies of these processes are needed to obtain sufficient
information to properly engineer the combined process.

For instance, Longo et al. [26.96] examined MLD
of H-terminated Si(111) and Si(100) surfaces using
methylarsenic acid (MAsA) to achieve n-type doping
via As diffusion into the bulk. Here, a combination
of in situ transmission IR absorption (Brewster’s an-
gle incidence), XPS, and LEIS measurements were
used as experimental probes to guide the ab initio
modeling of the entire MLD process. Si.111/�H sur-
faces were prepared using conventional HF and NH4F
treatments [26.22] and functionalized with MAsA by
immersion into a 10�3 mol methanol solution at 65 ıC
in a glove box for 12 h [26.96]. Specifically, the MAsA
is chemically attached to Si�H in a monodentate struc-
ture by reaction of one of its As�OH bonds to form
a Si�O�As bond as in Fig. 26.26, similar to grafting of
methylphosphonic acid to H-terminated Si(111) [26.92,
97]. Figure 26.27a shows the absorption spectrum of the
as-grafted surface referenced to the surface following
HF etching. The data showmodes associated with C�H
stretching of methyl groups (2800�3000 cm�1), AsDO
stretching (1180 cm�1), As�O stretching (1080 cm�1),
and As�O-H bending (925 cm�1). Analysis of the
Si�H stretching mode from ex situ IR spectra of the
functionalized surfaces indicated that, due to steric in-
teractions, the MAsA coverage was approximately two-
thirds monolayer, with the rest of the surface remaining
H-terminated. For this study, all subsequent annealing
was performed in a UHV cluster system combining
separate chambers for LEIS, IR, and XPS measure-
ments, with in situ UHV sample transfer. As illustrated
in Fig. 26.27b, the IR absorption spectra recorded as
a function of annealing temperature provided insight
into the thermally driven evolution of the adlayer; upon
annealing to 600K, loss of the hydrocarbon stretching
band and a blueshift of the Si�H stretching band were
observed, indicating the decomposition of the molecule
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with the insertion of one oxygen atom in the Si�Si
back-bonds. In addition, an increase in the intensity of
the As�O stretching mode at 1100 cm�1 was observed,
likely due to changes in the dynamical dipole mo-
ments associated with the vibration following the loss
of the organic tail, accompanied by relaxation of the

geometric structure. Upon annealing to 700K, the hy-
drocarbon band intensity continued to weaken, and the
appearance of further blueshifted Si�H stretch bands
indicated that additional oxygen atoms from the AsOx

groups were incorporated into the Si back-bonds into
higher oxidation states for Si (O2�Si�H at 2200 cm�1
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and O3�Si�H at 2270 cm�1). The incorporation and lo-
cal agglomeration of oxygen was clearly identified by
the appearance of SiOx TO and LO Si�O phonon bands
at 960 and 1178 cm�1, respectively, involving Si�O�Si
stretching vibrations [26.98–100]. Finally, upon anneal-
ing to 800K, a loss of intensity of the As�O band at
1100 cm�1 was observed with a consolidation of the
Si�H stretch band at 2270 cm�1, associated with the
O3�Si�H groups, indicating complete decomposition
of the arsonate groups and further incorporation and
agglomeration of O atoms into the substrate. In sum-
mary, the IR absorption data provide good markers for
chemical modification (e.g., loss of organic tail, oxygen
incorporation in Si) but cannot determine exactly the
behavior of As. In particular, it cannot be established
whether As desorbs.

XPS measurements provided complementary infor-
mation by determining the oxidation state of As and
the evolution of C and O atoms during the annealing
process, as illustrated in Fig. 26.28. For instance, the
carbon concentration originating from the organic tail
of the molecules starts to decrease at 500K, at which
stage the oxidation state of the As begins to change,
as seen by the emergence of a shoulder of lower bind-
ing energy in the As 2p3=2 spectrum. Further reduction
of the As atom continues at higher temperatures, un-
til the C 1s core level is below the limit of detection
by 1000K, an important finding given that prior MLD
studies found that incorporated capping layers suffered
from residual C contamination [26.89].

While the chemical evolution of all species (As, O,
C, H) could be determined from IR and XPS measure-
ments, providing a guide as to the chemistry taking
place as a function of temperature, these techniques
provided no information on the spatial diffusion of As,
and even the fact that As would not desorb from the
surface. To answer this question, LEIS is by far the best
technique, as it can track and quantify the As concentra-
tion in the near-surface region. Using 3 keV HeC ions
that are best suited to detecting both light (C, O) and
heavier (As) atoms, spectra were recorded as a func-
tion of temperature. Figure 26.29a shows the energy
range corresponding to the As binary collision region
(Fig. 26.29a), providing evidence that little change
takes place between 300 and 973K apart from inten-
sity variations due to blocking effects. Upon annealing
to 1023K, however, a low-energy tail emerged; by
1073K, the binary collision peak had split into a dou-
blet with a redshifted component at 2300 eV, and the
intensity of the surface peak at 2375 eV had decreased
dramatically. Annealing to 1125K resulted in a reduc-
tion of the surface peak to below the detection limit,
and only the 2300 eV peak remained; further anneal-
ing led to an additional low-energy peak at 2225 eV,
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Fig. 26.29 (a) 3 keV HeC LEIS spectra in the As bi-
nary collision region for MAsA=Si.111/�H surface as
a function of UHV annealing. (b) Determination of the
reionization function for the Si(111) surface annealed
to 1123 K. (c) Broadband IR spectra showing the low-
frequency Drude behavior and broad absorption band be-
tween 3000 and 5000 cm�1 due to an interband transition
(Reprinted adapted with permission from [26.96]. Copy-
right (2016) American Chemical Society)

with a broadened distribution of the intensity in that
region. The origin of these peak shifts can only be at-
tributed to diffusion of As into the subsurface region.
In Sect. 26.3, it was shown that LEIS can detect sub-
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surface elements via neutrals that penetrate into the
bulk and subsequently become reionized at the sur-
face following backscattering by subsurface atoms, as
demonstrated for Al2O3=HfO2=SiOx multilayers. Here,
the progressive shifts to lower energy and the intensity
decreases of the As peak are attributed to the migra-
tion of As below the surface, and the depth of the As
was inferred by TRBS simulations in a manner sim-
ilar to that demonstrated by Brüner et al. [26.54] for
the Al2O3=HfO2=SiOx multilayer system. The initial
shift seen at 1073K corresponds to a depth of 0:7 nm,
and the systematic shift to lower energy demonstrates
unambiguously the diffusion of As into the bulk. Fur-
thermore, quantification of the signal allows for the
extraction of the dopant concentration. The reionization
function of the surface can be determined, as discussed
in Sect. 26.3, by dividing the measured LEIS spectrum
by the spectrum simulated by TRBS for backscattered
neutrals with the same projectile/target combination
and experimental geometry. The resulting function has
a linear dependence on energy, as was observed for
the case of HfO2 (Fig. 26.29b). With this knowledge,
the concentration of As could be extracted, and was
found to be 3�1021 As=cm3. These values are consis-
tent with all the As penetrating into the Si substrate,
even though there was no oxide capping layer to confine
the dopant (thought to be necessary in previous stud-
ies) [26.89, 90, 102, 103]. The doping effect was further
demonstrated by broadband IR spectra (i.e., focusing
on the electrical response of the Si substrate) recorded
over a large temperature window (Fig. 26.29c). Spec-

tra obtained by referencing 973K data to 573K, for
instance, show a characteristic Drude response and
a broad high-frequency absorption band between the
conduction band and unoccupied higher-lying bands
(Fig. 26.29c), an unequivocal demonstration of n-type
doping. Thus, the combination of these three tech-
niques, supplemented with first-principles modeling,
was essential to derive a rigorous quantification of the
complete MLD process for As doping of oxide-free
Si(111) surfaces. This work provides a methodology
that is applicable to other systems with arbitrary sub-
strate/dopant concentrations.

26.4.2 Metal Oxide Growth: VOx=Pt(111)

Vanadium oxides have interesting physical and chem-
ical properties, particularly valuable for heterogeneous
catalysis, as they support a number of reactions [26.104,
105]. In light of the appealing properties of supported
VOx catalysts (and similar systems), fundamental stud-
ies on the relationships between film structure and
oxidation states with functional properties such as cat-
alytic activity and selectivity are of importance for their
development and optimization. In one such study, Tang
et al. [26.101] combined LEIS, XPS, HREELS, and
IRRAS to study the growth and oxidation of ultrathin
vanadium films on Pt(111) substrates. Here, ultrathin
films (0�3ML) were deposited under ultrahigh vacuum
(UHV) by evaporation of V onto a clean Pt(111) crystal,
followed by oxidation under different conditions. Initial
oxidation was done by exposing the VOx-evaporated
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layer to 10�7 Torr O2 for 10min at 623K. Different du-
rations of evaporation and subsequent oxidation were
used to control the coverage and number of monolay-
ers deposited. LEIS and Auger electron spectroscopy
(AES) were used to monitor the surface coverage and
termination of the VOx films. HREELS and IRRAS
measurements were used to characterize the bonding
between V and O, while XPS correlated the oxidation
states of the films with the oxidation treatments.

Figure 26.30 shows the variation in the LEIS and
AES signals observed as a function of V deposition
time and subsequent VOx coverage 	 after 10�7 Torr
O2 oxidation. For low coverage, 0ML< 	 < 1ML, the
signal due to the Pt substrate gradually decreases un-
til becoming undetectable as a complete monolayer is
formed. Taken with the Auger data, these results pro-
vide a measure of the coverage of the substrate. In
addition, the O=V intensity ratio extracted from the
LEIS spectra show a marked decrease for coverage
greater than 0:5ML. The O=V ratio remains nearly con-
stant between 1 and 2ML, before undergoing a sharp
increase for > 2ML.

Figure 26.31a shows HREELS spectra taken from
the corresponding coverage in Fig. 26.30. For cover-
age � 0:5ML, the spectra are dominated by a single
peak at 128meV (1032 cm�1), attributed to vanadyl
VDO stretching, originating from structures such as
those depicted in Fig. 26.32a. At coverage greater
than 0:5ML, the 128meV peak disappears, and a new
mode at 69meV is observed, similar to that observed
in s-V2O3. Thus the data indicate that as the cover-

age increased, isolated VOx groups coalesced to form
a continuous layer in which the VDO double bonds
are broken to link neighboring VOx groups. On the ba-
sis of mode-counting arguments, the authors were able
to distinguish between potential ML structures, citing
a structure of the type shown in Fig. 26.32b(a) as most
consistent with the data. The decrease in the O=V LEIS
intensity ratio for coverage less than 0:5ML is con-
sistent with this model, given the more open structure
in Fig. 26.32b(a) than that in which the O atom is di-
rectly on top of the V, as in Fig. 26.32a(a)–(c). This
mechanism, in which the isolated VOx units coalesce
at high coverage to form bridging O at the expense
of vanadyl groups, was further verified by performing
co-adsorption studies in which CO was dosed for cov-
erage < 0:5mL; here again the authors observed only
the 69meV band and concluded that the isolated VOx

units are compressed into continuous V2O3 units due to
competition for adsorption sites.

For overlayers between 1 and 2ML, the struc-
ture formed is more complex and is observed in con-
junction with a (3

p
3� 6) LEED pattern. The phonon

modes observed in the HREELS spectra in this regime
(Fig. 26.31b) show new features below 100meV, but no
modes indicative of vanadyl groups. A band is observed
at 62meV, and its intensity increases at the expense of
the 69meV band intensity; furthermore, the frequency
of this feature can be used to infer a bonding configura-
tion as shown in Fig. 26.32c(a) based on the frequencies
expected for VOx in different oxidation states. For films
between 2 and 3ML, new modes at 80 and 90meV are
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Fig. 26.32a–d Potential structures
of VOx overlayers for coverage of
(a) < 0:5ML, (b) 1ML, (c) 2ML,
(d) 3ML (Reproduced from [26.101]
with permission of The Royal Society
of Chemistry)
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Fig. 26.33a,b IRRAS spectra of
(a) 0:9ML VOx exposed to 1 Torr O2

at room temperature and (b) 3ML VOx

exposed to 1 Torr O2 at indicated tem-
peratures (Reproduced from [26.101]
with permission of The Royal Society
of Chemistry)

observed in conjunction with the reappearance of the
mode at 128meV, while the mode at 62meV remains,
suggesting that the formation of the third monolayer did
not perturb the structure of the underlying 2ML. In ad-
dition, above 2ML, the intensity ratio O=V extracted
from the LEIS of O and V increases quickly, and to-
gether with the reappearance of the 129meV band, these
observations point to a vanadyl termination. Thus, struc-

tural models such as those shown in Fig. 26.32d(a)–(c)
describe the complete 3ML structure.

In an attempt to further increase the V oxidation
state, samples with 1 and 3MLVOx layers were brought
to a high-pressure chamber connected to theUHVcham-
ber and oxidized with 1 Torr O2 at different times and
temperatures while in situ IRRAS measurements were
performed (Fig. 26.33a). In both the 0.9 and 3ML sam-
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Fig. 26.34 (a) V 2p
and O 1s spectra of
3ML VOx exposed
to 10�7 Torr O2

(top) and 0:3 Torr
O2 (bottom), with
corresponding
LMM Auger
spectra shown in (b)
with comparison to
V=VOx standards
(Reproduced
from [26.101] with
permission of The
Royal Society of
Chemistry)

ples, additional oxidation could be achieved by forma-
tion of additional vanadyl units, as evidenced by a strong
mode at the VDO stretching feature at 1038 cm�1 in
the IRRAS spectra. The fact that the exposure to higher
partial pressures of O2 led to oxidation states greater
than that observed for V2O3 was further verified byXPS
measurements, as shown in Fig. 26.34a,b. Here, 3ML
VOx films oxidized with 10�7 Torr O2 and 0:3 Torr O2

were examined; analysis of small core-level shifts to-
ward higher binding energy by careful deconvolution of
the spectrum of the sample oxidized with 0:3 Torr O2 re-
vealed the presence of higher oxidation states as inferred
from IRRAS measurements. While these data are com-
plicated by the overlapping Pt 4p3=2 line of the substrate,
the VLMM Auger lines from the XPS data also show the
same trend when compared with standards of V, V2O3,
VO2, and V2O5. Together with the V 2p spectra, the data
indicate that the 3ML films oxidized using 10�7 Torr O2

are in the oxidation state of V2O3, while films oxidized
with 0:3 Torr O2 are in mixed valence states that appear
similar to a mixture of VO2 and V2O5. Thus, the com-
bination of vibrational spectroscopy (in this case both
IR and HREELS measurements) with LEIS and XPS
was again essential to derive quantitative information on
the atomic structure and bonding configurations of thin
films. This work demonstrates a powerful approach for
studying growth reactions.

26.4.3 Catalyst Surface Structure:
Au-Pd Alloys on Mo(110)

Bimetallic alloys have long been recognized for their
unique, often enhanced or selective catalytic activity,

which is generally very different from that of the con-
stituent components [26.106]. As catalytic processes
are dominated by the interaction between the target
molecules and the outermost atoms present at the cat-
alyst surface, a thorough understanding of the surface
composition and structure is essential for a mechanistic
understanding and optimization of catalytic reactions.
In these systems, it is generally thought that both lig-
and effects (due to heteronuclear charge transfer) and
ensemble effects (due to a particular number of atoms
in some geometric orientation) potentially play a role
in catalytic activity. XPS, LEIS, and IR measurements
are frequently used for the characterization of catalyst
materials and associated reactions, as in situ techniques
can yield information including the complete surface
composition, chemical state of the elements at the sur-
face, and details regarding the identity and structure of
adsorbates under reaction conditions. When performed
in parallel, the combination of these approaches can
provide a comprehensive picture of surface chemistry
that can then be linked to catalytic activity.

Goodman and coworkers [26.107, 108] performed
such mechanistic studies to establish the correlation of
surface structure with catalytic activity for Pd-Au al-
loy surfaces. Such Pd-Au catalysts are effective for CO
oxidation, vinyl acetate synthesis, hydrodechlorination
of CClF2, hydrogenation reactions, and other surface
reactions [26.109–112]. For these studies, they synthe-
sized the alloys by physical vapor deposition of Pd and
Au onto Mo(110) substrates followed by annealing to
various temperatures to tune the surface composition.
To investigate a potential role of the order in which
the respective metals were deposited, experiments were
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Fig. 26.35a,b Binding energy of the Au 4f7=2 (a) and Pd 3d3=2 (b) levels from Au-Pd alloys as a function of temperature
determined from XPS measurements (Reprinted adapted with permission from [26.107]. Copyright (2005) American
Chemical Society)
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Fig. 26.36 (a) LEIS spectra of Pd=Au=Mo.110/ as a function of annealing temperature, and (b) extracted surface con-
centrations for Au-Pd alloys annealed to different temperatures for films in which Pd was deposited first (circles) and Au
was deposited first (squares) (Reprinted adapted with permission from [26.107]. Copyright (2005) American Chemical
Society)

carried out for both 5ML Au=5ML Pd=Mo(110) (i.e.,
Pd deposited first) and 5ML Pd=5ML Au=Mo(110)
(Au deposited first). Figure 26.35 shows the binding en-
ergies, measured by XPS, of the Au 4f7=2 and Pd 3d3=2
peaks following deposition and subsequent annealing.
Clearly, similar results were observed for both Pd de-
posited first and Au deposited first. Upon annealing to
700K, both the Au 4f and Pd 3d levels continuously
shift to lower binding energies by 0:45 and 0:15 eV,
respectively, as compared with pure Au and Pd. Upon
annealing to higher temperatures (1000K), the Pd 3d
level progressively shifts toward higher binding energy,
while Au begins to desorb (disappearance of Au 4f7=2

level). Some important results were derived from these
data. First, the core-level shifts provided direct ev-
idence of alloying following annealing. Second, the
core-level shifts observed were attributed to a charge-
compensation model, where Au gains sp electrons and
loses d electrons, whereas the opposite is the case for
Pd. Charge compensation such as that described above
falls under the classification of ligand effects, one po-
tential factor determining the catalytic properties of
bimetallic alloys.

LEIS was then used to determine the surface com-
position at each stage of annealing. Figure 26.36a shows
1:1 keVHeC LEIS spectra of the Pd=Au=Mo.110/films
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Fig. 26.37a,b
IRRAS spectra
from Pd-Au alloys
taken as a function
of CO exposure
in films annealed
to 600K (a)
and 800K (b)
(Reprinted adapted
with permission
from [26.107].
Copyright (2005)
American Chemical
Society)

as a function of deposition and processing. Deposition
of 5ML Au ontoMo(110) leads to a total disappearance
of the Mo peak, indicating complete wetting of the sur-
face. Following deposition of 5ML Pd onto the 5ML
Au=Mo(110) surface, a peak emerges at the position ex-
pected for Pd, while a small feature due to Au is still
observable, indicating that some degree of intermixing
takes place at room temperature. Above 700K, the in-
tensity of the Au peak increases continuously, and the
relative Pd and Au intensities remain nearly constant
between 700 and 1000K. Upon annealing to temper-
atures > 1000K, the intensity of the Au peak begins
to decrease because of Au desorption, leading to a Pd-
enriched surface. From the measured data and use of the
appropriate standards, the authors are able to compute
the surface concentration of Au and Pd at each anneal-
ing temperature, as shown in Fig. 26.36b. Beginning
from room temperature, the surface Au concentration
increases continuously until a stable Au0:8Pd0:2 alloy is
formed at 700K, which remains until 1000K.

Further experiments studying the IR response of ad-
sorbed CO on surfaces prepared under different condi-
tions provided additional insight into the surface struc-
ture. Here, the surfaces were dosed with CO at 80K
and measured using the IRRAS geometry (discussed
in Sect. 26.2). Figure 26.37a shows IRRAS spectra ob-
tained from of a 5ML Pd=5ML Au=Mo.110/ film an-
nealed to 600K following exposure to different doses of

CO. Such annealing leads to a surface Pd concentration
of 27%. At low doses (0:1 L), two modes are observed
at 2087 and 1940 cm�1. The mode at 1940 cm�1 is char-
acteristic of CO bonded at a bridge site, while that at
2087 cm�1 is in the frequency region expected for CO
adsorbed at an atop site. Above 0:2 L, an additional
band is observed at 2105 cm�1 and saturates for doses
> 5 L. On the basis of existing literature, the 2105 cm�1
band is assigned to CO adsorbed at an Au atop site,
the band at 2087 cm�1 to a Pd atop site, and the band at
1940 cm�1 to a Pd bridge site. Similar experiments were
performed on an analogous sample annealed to 800K,
leading to a lower (18%) surface Pd concentration. Be-
low 0:1L, a single feature was observed at 2087 cm�1,
while a feature was observed at 2112 cm�1 with ad-
ditional exposure (> 0:1 L). In this case, no features
due to multi-coordinated CO are observed, supporting
the assignment of the 1940 cm�1 band as originating
from a Pd bridge site. Rather, only adsorption at Pd
and Au atop sites takes place at low Pd concentra-
tions. These observations point to the absence of Pd
ensembles (dimers, trimers, patches, etc.) on the 800K-
annealed surface, but clearly indicate their presence
on the 600K-annealed surface (containing 27% surface
Pd). With the combination of in situ IR, XPS, and LEIS
techniques, both ligand effects and ensemble effects can
be investigated in detail, and ultimately correlated to
catalytic reaction mechanisms and performance.
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26.4.4 Magnetic Surfaces: Metal Plasma
Cleaning and Nitridation

Ferromagnetic thin films form the basis for spintron-
ics devices, commonly used for memory and logic
applications [26.113]. For instance, multilayer struc-
tures have been constructed to separate ferromagnetic,
typically first-row transition metal, layers and insulat-
ing spin-filter layers. Central to the performance of
these devices is the chemical state of the interface be-
tween the ferromagnetic electrode and the spin-filter
layer, as antiferromagnetic oxide impurities can lead to
scattering and spin decoherence. Nitridation is one po-
tential route toward modification of such surfaces, and
transition-metal nitrides that interface easily with the
magnetic electrode layers could therefore be used as
barrier and/or spin valve layers. Additionally, transition
metals and their nitrides are becoming increasingly uti-
lized in a wide variety of catalytic processes [26.114–
118]. Consequently, understanding the surface compo-
sition, structure, and reactivity of these materials is of
high importance.

In one study, hydrogen and nitrogen plasmas were
used to etch the native oxide from Co thin films
and subsequently form an ultrathin surface nitride
layer [26.119]. In situ IRRAS, LEIS, and XPS were
employed to thoroughly investigate the surface compo-
sition and structure during each step of the treatment.
In this study, Co thin films on Si were first cleaned in
UHV using an H2=Ar inductively coupled plasma (ICP)
with the sample maintained at 200 ıC, and the surface
chemical composition was monitored by in situ IR-
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Fig. 26.38 In situ IRRAS spectra
taken from Co surfaces at 473K as
a function of exposure to hydrogen
plasma

RAS measurements performed as a function of plasma
exposure time. The IR spectra were collected in re-
flection during plasma exposure and referenced to the
reflectivity of the surface immediately before plasma
exposure (Fig. 26.38). The dependence on the plasma
exposure measured by IRRAS revealed that surface car-
bonates (1400�1600 cm�1) were etched first, and that
the metal oxide (� 600 cm�1) was etched only after
the carbonates were removed, presumably due to ini-
tial protection of a cobalt carbonate overlayer. The O 1s
and Co 2p XP spectra associated with plasma-cleaned
surfaces (Fig. 26.39) showed Co primarily in its metal-
lic form, with a submonolayer coverage of O primarily
in the form of adsorbed hydroxyl groups with relatively
little metal oxide (Fig. 26.39c). The respective coverage
of hydroxyl and metal oxide was estimated from mea-
surements to be 21 and 4% of a monolayer, respectively.
It was postulated that the relatively high partial pressure
of water present when backfilling the UHV chamber
with an H2 plasma (> 10�8 Torr, measured from a mass
spectrometer after turning off the plasma source) was
mainly responsible for both hydroxyl and metal oxida-
tion during H2 plasma treatment.

Nitridation of the cleaned surface was then achieved
at room temperature via nitrogen ICP under UHV con-
ditions, after removal of the native metal oxide. As
in the case of the hydrogen plasma treatment, IRRAS
measurements were performed in situ to monitor the
evolution of the surface species as a function of N2

plasma exposure time, as shown in Fig. 26.40. Sev-
eral important features were noted. First, a band at
1795 cm�1 in the spectrum collected within the first
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Fig. 26.39a–c XPS spectra of as-received and plasma-
cleaned Co films. (a) Co 2p and (b) O 1s levels, (c) decon-
volution of the O 1s spectrum into peaks due to hydroxyl
(533 eV) and metal oxide (530:5 eV)

2:5min of plasma exposure was attributed to adsorbed
NO. With progressive exposure to the plasma, the in-
tensity of this band diminished concomitantly with the
emergence and growth of a band at 2187 cm�1, associ-
ated with NOC. The presence of NO likely originated
from interactions between the N2 plasma and the oxy-
gen in the silica tube of the plasma source, initially
leading to the incorporation of oxygen into the film
in the form of NO. In addition to these sharp vibra-
tional features, a change in the broadband absorption
was noted (centered around 1700 cm�1), assigned to
internal transitions between degenerate d levels split

by spin–orbit coupling, which was observed in many
compounds containing Co in the 2+ state, including
CoO [26.120]. Finally, a weak positive contribution at
600 cm�1 was attributed to Co�N stretching vibrations.
The observation of an upward-pointing band associated
with bond formation was unusual for the case of an
absorbing layer on a metal substrate, as ordinarily the
presence of an absorbing moiety on a metal surface will
result in a downward-pointing band in the reflectivity
spectrum (signifying light absorption). The observation
of an upward-pointing band due to Co�N bond forma-
tion was ultimately determined to result from a complex
optical effect arising from the intense broadband elec-
tronic absorption due to spin–orbit split d–d excitations.
An investigation employing optical modeling of the
substrate and overlayer dielectric functions revealed
that the CoN electronic resonance induces a strong dis-
persion of the dielectric function in the low-frequency
region in which the Co�N peak was observed, leading
to a positive contribution of the Co�N band relative
to the baseline. The weak features between 1000 and
1300 cm�1 were attributed to incomplete cancellation
of the SiO2 phonons of the underlying SiO2 layer,
arising from differences in the degree of attenuation fol-
lowing nitridation.

An analysis of the Co 2p core-level position (0:4 eV
shift from the metallic Co position) and the relative in-
tensities of the Co 2p and N 1s core levels in the XPS
measurements (Fig. 26.41a,b) indicated that the ultra-
thin surface layer is CoN, with a Co=N stoichiometry
of 1 W 1. Based on the attenuation of the substrate signal
(Fe 2p core level), the intensity of thickness of this layer
was derived to be 1:5 nm.

To determine the chemical composition of the sur-
face layer, LEIS measurements were performed after
surface nitridation. Interestingly, the LEIS spectra of
the nitrided surface displayed only a very weak Co
peak (Fig. 26.41c,d), shifted with respect to its posi-
tion on the clean surface by 10�20 eV, indicating that
the Co atoms are subsurface. This finding is consis-
tent with the first layer being fully passivated by N and
O. In addition, measurements performed as a function
of ArC sputtering showed that the O signal was local-
ized at the outer surface, and not present throughout
the entire 1:5 nm of the film. Through the application
of these three combined techniques, the chemistry of
the near-surface region could be tracked at each stage
of treatment to show that (i) an ultrathin CoN layer is
formed when clean Co surfaces are exposed to nitro-
gen plasma, (ii) oxygen is incorporated into the films
from the plasma source in the form of NOC, and (iii)
the oxygen impurities are predominantly localized at
the outermost surface and not throughout the entire ni-
trided region.
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Fig. 26.40 IRRAS spectra obtained
during nitrogen plasma treatment
of Co surfaces. Here, the reference
measurement is that of the clean
surface before exposure to nitrogen
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A similar approach was employed to study the
more complex but industrially relevant alloy surface
CoFeB [26.121]. In that case, the films were crystal-
lized by annealing to 673K, followed by ArC sputtering
to remove the remaining oxide. In situ IRRAS spectra
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Fig. 26.41 (a) N 1s
and (b) Co 2p spec-
tra from nitrided
Co films. Peaks
labeled I, II, III, and
IV in (c) are due
to surface-shifted
CoN, fully coor-
dinated CoN, Co
oxynitride, and
NOC, respectively.
Peaks V and VI
in (d) are due to the
underlying Co sub-
strate and the CoN
overlayer, respec-
tively. (c,d) 3 keV
HeC LEIS spectra
from the same films
taken as a function
of ArC sputter-
ing (Reprinted
from [26.119], with
the permission of
AIP Publishing)

taken during nitrogen plasma treatment showed trends
similar to those observed for Co nitridation, with the
formation of NOC and a variation in the broadband
absorbance throughout the mid-IR. In this case, two
vibrational bands were observed in the Co�N=Fe�N
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Fig. 26.42
(a) Fe 2p3=2 and
(b) Co 2p3=2 spectra
of sputter-cleaned
and nitrided CoFeB
films. (c) 5 keV
NeC LEIS spectra
of sputter-cleaned
and nitrided CoFeB
films (Reprinted
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the permission of
AIP Publishing)

stretching region, consistent with the formation of
a nitrogen-rich film, such as Fe2N3.

XPS and LEIS measurements were collected for the
clean surface and following nitridation. The XPS spec-
tra revealed a substantial shift of the Fe 2p core level
but not the Co 2p core level, the intensity of the lat-
ter being much more heavily attenuated (Fig. 26.42a,b).
These results suggest a preferential reactivity of the Fe
atoms with nitrogen in the alloy and little reactivity
of Co, which was further supported by LEIS measure-
ments using 5 keV NeC to resolve the similar masses
of Co and Fe. The LEIS measurements showed that
both Fe and Co were initially present on the clean
surface, but only Fe was detectable following nitrida-
tion (Fig. 26.42c), consistent with Co absorption into
the film after Fe reaction with N to form iron ni-
tride. These results suggest that the formation of iron
nitride is energetically more favorable than cobalt ni-
tride. Quantification of the Fe 2p and N 1s spectra
suggest that the stoichiometry of the iron nitride film
is Fe2N3, significantly higher than the FeN obtained
through plasma nitridation of an Fe(100) single crystal.

This finding is further supported by the number, fre-
quencies, and relative intensities of the bands observed
in the Fe�N stretching region. Additional measure-
ments of the surfaces following annealing showed that
the process was partially reversible, and that the Fe2N3

layer decomposed following annealing to 673K, leav-
ing some residual N likely occupying interstitial sites
in the form of Fe4N [26.122]. The Fe=Co surface con-
centration did not reach the original level observed for
the clean surface, but rather had a Co surface concen-
tration less than half that of the clean surface, pointing
to a potential method to tune the Fe=Co ratio of the
surface of CoFeB alloys relative to the bulk. This exam-
ple illustrates again how the three techniques are used
in a complementary fashion, each providing critical in-
formation that would not have been unambiguous from
the individual techniques taken on their own. Further-
more, the in situ capabilities of the system used in this
work enabled all three techniques to be performed on
the exact same sample without contamination during
transfers, providing an extra degree of confidence in the
results.
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26.4.5 Dielectric Surfaces:
Termination of HF-etched Si_3N_4

Silicon nitride (Si3N4) is employed for a number of
applications in microelectronic devices, such as di-
electric spacers and diffusion barriers. The surfaces
of Si3N4 films readily oxidize when exposed to am-
bient conditions to form a Si-rich N-depleted region,
which can interfere with applications dependent on
the surface composition (functionalization or integra-
tion with other materials). It is therefore important to
remove the native oxide or oxynitride and to control
and understand the resulting termination after oxide re-
moval typically achieved by HF etching. HF etching
of Si3N4 had been studied by several groups [26.124–
127], with conflicting reports on the resulting surface
species present after etching, ranging from complete
NHx termination to surficial Si�H and Si�F. To clar-
ify the relationship between the chemical termination
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Fig. 26.43 (a) Transmission IR absorption spectra of HF-etched Si3N4 films and (a) directly dried with N2 with no water
rinsing, (b) dried with nitrogen and soaked in toluene overnight, (c) dried with nitrogen and soaked in methanol overnight,
(d) directly rinsed with dimethyl sulfoxide and dried with nitrogen, (e) directly rinsed with acetonitrile and dried with
nitrogen, and (f) directly rinsed with deionized water and dried with nitrogen. (b) F 1s XP spectra of Si3N4 films etched
with different concentrations of HF and directly rinsed with water. (c) 3 keV HeC LEIS spectra of Si3N4 etched with 1%
and 10% HF and directly rinsed with water (Reprinted from [26.123], with the permission of AIP Publishing)

of the etched surfaces and conditions used for HF treat-
ment and subsequent rinsing, Liu et al. [26.123, 128]
performed a combination of IR absorption, XPS, and
LEIS measurements as a function of chemical treat-
ment. Figure 26.43 shows the IR absorption spectra
of the Si3N4 samples following HF etching and ei-
ther direct nitrogen drying or rinsing with toluene,
methanol water, acetonitrile (ACN), or dimethyl sulfox-
ide. The intense negative peaks at 838 and 1122 cm�1
are associated with the weakening of Si3N4 phonon
modes associated with etching of the bulk nitride. When
HF-etched surfaces were not immediately rinsed in
deionized (DI) water, intense modes were observed at
3330 and 1440 cm�1 associated with N�H stretching
and bending vibrations, respectively. However, a more
careful examination of these spectra revealed that they
could not be due to NHx termination of the Si3N4 sur-
faces. Instead, the frequency of the 1440 cm�1 mode is
known to be characteristic of the bending mode of NHC4
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ions, pointing to the adsorption of ammonium salts on
the surface.

Indeed, subsequent atomic force microscopy (AFM)
measurements of surfaces prepared without immedi-
ate rinsing or rinsing with a nonpolar solvent clearly
showed the presence of deposits at the surface with typ-
ical dimensions> 100 nm. On the basis of the reactants
involved and position of the observed IR modes, these
particles were determined to be .NH4/2SiF6 salts. The
finding that improper rinsing could yield IR features that
were previously interpreted as originating from NHx

surface chemical functionalities explained these previ-
ous observations of HF-etched surfaces, since imme-
diate rinsing was not reported, particularly because IR
measurements of surfaces that were immediately rinsed
with appropriate solvents showed only a very weak band
at 1550 cm�1 (instead of 1440 cm�1) that could origi-
nate from nomore than� 10%of a NHx monolayer, and
its quantification is discussed below. Furthermore, no
features that could be attributed to surficial Si�H bonds
were detected. Thus, despite reports claiming complete
hydrogen termination of the HF-etched surfaces, the
data pointed to the need for a more refined model for the
composition of the etched surface.

XPS (Fig. 26.43b) and LEIS (Fig. 26.43c) measure-
ments were employed to identify the elements present
at the surface and their chemical state. Both HeC LEIS
and XPS measurements showed the presence of Si, F,
and O at the surface, in relative amounts that were inde-
pendent of the HF concentration used for etching (from
0.1 to 10%). The F 1s core level (Fig. 26.43b) is charac-
terized by a single symmetric peak at 688:3 eV binding
energy, consistent with the formation of a Si�F bond
and not N�F bonding, indicating a single-chemical en-

F 1s O 1s

Binding energy (eV)

Intensity (arb. u.)a)

684686688690692694

2 ×102

Binding energy (eV)

Intensity (arb. u.)b)

530532534536538

1×102

Fig. 26.44 F 1s (a) and O 1s (b)XP spectra of HF-etched Si3N4 films prepared with proper water rinsing as a function of
GCIB sputtering. The spectra correspond to the following GCIB-sputtering sequence: no sputtering, 5 kV 30 s and 1min
net sputtering, followed by 10 kV for net sputtering times of 15 s, 45 s, 2min, 6min, 11min, and 16min (Reprinted
from [26.128], with the permission of AIP Publishing)

vironment for surface F atoms. Residual physisorbed
atmospheric contaminants were ruled out as the ori-
gin of this signal, as the F signal did not initially
disappear as gentle gas-cluster ion beam (GCIB) sput-
tering (Fig. 26.44) was used to remove weakly adsorbed
species in a gradual layer-by-layer fashion. Interest-
ingly, prolonged GCIB bombardment of the surface
led to complete elimination of F, but not of O; rather,
there was an additional component in the O 1s spec-
trum shifted by � 0:6 eV toward lower binding energy
(after accounting for charging effects). The redshifted
position, and the fact that this peak persists even after
all surface F is removed, point to the fact that some
O atoms are located in the subsurface region. All the
observations taken together suggest that there are two
chemically distinct oxygen moieties as a result of HF
etching: a surficial hydroxyl group and O atoms inserted
into the Si back-bonds to form Si�O�Si.

Quantification of the relative amounts of the surface
species present (atop F, hydroxyl, and amine groups)
posed a challenging problem that required a multi-
faceted approach to yield physically meaningful results.
Often, XPS coverage is evaluated based on the attenu-
ation of the substrate due to an adlayer, and the degree
of attenuation is determined from measurements of the
substrate under identical conditions with and without
the adlayer. Unfortunately, since the substrate com-
prises largely light elements, even the comparatively
gentle GCIB method used to remove the F and O lead to
preferential sputtering of the N in the substrate, render-
ing this approach inaccurate. An alternative method was
used to circumvent this problem: a system with a well-
defined one-third monolayer coverage [26.129] of atop
Si�F species was produced and measured as a calibra-
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tion for XPS intensities. With this information, it was
possible to then quantify the amount of F present at
the surface of the HF-etched Si3N4 surfaces: � 70% F
monolayer.

Quantification of the coverage of �NH2 groups at
the surface cannot be accomplished through the XPS
measurements with calibrations standards, as the N 1s
is dominated by the signal from the substrate; an al-
ternative method for evaluating the coverage involved
performing a chemical titration of existing NHx sur-
face groups via surface reactions and quantification of
the resulting reaction products. In particular, the IR
intensity of the C�H stretching modes in organic alde-
hydes, known to be preferentially reactive toward amine
groups, were used to quantify the amount of �NH2

initially present. In this manner, the total number of
molecules reacted with the HF-etched surface was es-
timated at 17˙ 5% of a monolayer, when an organic
functionalized SiO2 surface was used to calibrate the
C�H stretching intensity of a complete monolayer.

Similarly, quantification of surface Si�OH was
achieved using a target molecule that reacts preferen-
tially with hydroxyl groups, in this case chlorodimethy-
loctadecylsilane (CDMODS). Following reaction, the
measured loss at the O�H stretch intensity was� 37˙
16% of the loss following identical reaction conditions
with a fully OH-terminated SiO2 surface. Assuming
complete reaction with all surface hydroxyl groups, the
OH coverage is therefore estimated at 37˙16% mono-
layer. Interestingly, despite having lost considerably
less OH than for the corresponding reaction on SiO2,
the etched Si3N4 surface showed hydrocarbon content
nearly equal to that observed for SiO2, suggesting ad-
ditional potential reaction sites. LEIS measurements
of CDMODS-functionalized Si3N4 (Fig. 26.45) after
annealing to remove the organic groups showed an
F=Si ratio of 76˙ 11% of that observed for the etched
Si3N4 surface with similar thermal treatment but no
CDMODS functionalization, indicating that surficial F
atoms are removed during the reaction to expose ad-
ditional reactive sites as one additional route toward
incorporation of CDMODS onto the surface.

In this complex and inhomogeneous system, identi-
fication and quantification of the final surface termina-
tion was particularly challenging, as several chemical
moieties were present depending on the treatment, and
no technique taken on its own was sensitive to all
species present at the surface. Only the combination
of IR, XPS, and LEIS made it possible to identify
and control the HF-etched Si3N4 surface and arrive at
a method for selective functionalization, by first per-
forming a Schiff base reaction with aldehydes and the
NH2 groups, and then reaction with silanes and the OH
groups, using molecules with different head groups.
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Fig. 26.45 3 keV HeC LEIS spectra of HF-etched Si3N4

films (a) immediately after water rinsing, (b) after anneal-
ing the film in (a) to 873K, (c) etched and CDMODS-
reacted Si3N4 measured at 303K, and (d) the film
in (c) measured after annealing to 873K (Reprinted
from [26.128], with the permission of AIP Publishing)

26.4.6 Mass Transport in Complex
and Irregular Surfaces
and Nanostructures

Metal–organic frameworks (MOFs), crystalline nano-
porous materials comprising metal ions or clusters
linked by organic ligands, are emerging as key ma-
terials for applications such as energy storage, gas
capture and separation, sensors, and even biomedicine.
A major challenge in optimizing their performance for
these applications is the relatively weak adsorption en-
ergy and therefore inefficient retention of many target
molecules. While modification or functionalization of
the ligands is one route toward selective retention of
specific molecules, Tan et al. [26.130] examined a new
and more universal approach to enable retention of
molecules in MOFs by adding a capping layer to the
surface of the MOF channels to prevent out-diffusion
following gas loading. Focusing on a particular MOF
with a channel structure (MOF-74, Fig. 26.46a), they
demonstrated that by introducing a sticky molecule
(4 Torr) such as ethylenediamine (EDA) after CO gas
loading (40Torr), a monolayer-thick molecular cap was
formed, preventing the escape of loaded CO molecules.
The rationale for this approach was to block the channel
structure with a relatively bulky molecule that interacts
sufficiently with the MOF surface to remain adsorbed
and prevent out-diffusion of the trapped molecules, as
shown by the schematic in Fig. 26.45b.
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a b
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Fig. 26.46 (a) Schematic of the MOF-74 structure. (b) Optimized geometry of EDA adsorbed at the channel openings
(Reprinted by permission from [26.130], © Nature 2016)
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Fig. 26.47 (a) Top
panel: IR absorption
spectra following
CO loading and
capping as a func-
tion of evacuation
time. Middle panel:
thermal stability of
the loaded/capped
system. Bottom
panel: IR absorp-
tion spectra as
a function of evacu-
ation time following
CO loading in the
absence of an EDA
cap. (b) Integrated
area of the CO
stretching features
in Fig. 26.39a
as a function
of evacuation
time (Reprinted
by permission
from [26.130],
© Nature 2016)

The gas loading, capping, and pump-down process
was monitored in situ and as a function of time using
IR spectroscopy. The measurements were performed
in a high-pressure cell enabling normal incident
transmission measurements on pressed powders of
the MOF material. Figure 26.47a shows differential
IR spectra taken as a function of time following CO

loading, EDA capping, and pump-down. The data
show modes assigned to the C�O stretch of the
trapped molecules and C�N stretching of the adsorbed
EDA, both of which remain nearly constant over the
course of the two hours during which the experiment
was performed. In contrast, the bottom panel shows
analogous measurements taken on samples loaded
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Fig. 26.48 (a) O 1s, N 1s, C 1s, and Ni 2p core-level spectra of loaded and capped Ni-MOF74 as a function of GCIB sputter
time. (b) 3 keV HeC LEIS spectra of loaded and capped Ni-MOF74 as a function of sputtering using 5 keV NeC (Reprinted by
permission from [26.130], © Nature 2016)

identically with CO but not capped with EDA; the
data show that, following evacuation for 2 h, the CO
signature is reduced to less than 10% of its initial value.
To quantify the temporal stability of trapped gases,
the integrated intensity of the C�O stretch recorded
as a function of time after pump-down is shown in
Fig. 26.47b for the experiments with and without the
EDA capping layer. Clearly, the presence of the EDA
has the effect of preventing the trapped CO molecules
from exiting the MOF through the pore channels, and
therefore serves to confine the gases within the MOFs.

To test the theory that the EDA was adsorbed on the
exterior surface of the channels, XPS and LEIS mea-
surements were performed. Figure 26.48a shows O 1s,
N 1s, C 1s, and Ni 2p XP spectra of the loaded, capped
MOF system as-prepared and as a function GCIB sput-
tering. Again, the GCIB can be regarded as a gentle
sputtering technique that is ideal for removing light el-
ements at the surface one layer at a time. The data show
that, as a function of GCIB sputtering time, the surface
N signal decreases to the detection limit of the instru-
ment, but the C, O, and Ni peaks, representative of the
bulk of the MOF, are maintained. These data point to
the fact that any N-containing moieties are located close
to the surface. LEIS measurements were performed on
loaded, capped MOF samples to further verify the lo-

calization of the EDA layers. Data collected with 3 keV
HeC (Fig. 26.48b) clearly show a peak due to N at
the surface of the MOF samples. The peak appeared
as a doublet with components centered at � 940 and
960 eV, showing unambiguously that N is present at
the outermost region of the surface, and supporting the
model of the EDA molecules residing in a position as
depicted in Fig. 26.46b to cap the channels. Prolonged
sputtering with 5 keV showed an elimination of the
960 eV component, and only the 940 eV component re-
mained. These data can again be interpreted as N atoms
lying directly below the surface, as the 20 eV shift ob-
served relative to the position of the surface peak is well
matched for the energy cost for a complete neutraliza-
tion and reionization cycle, as discussed in Sect. 26.3.
The persistence of this subsurface peak following fur-
ther sputtering was ascribed to the irregular geometry
of the (powder) samples, rendering many sites, such as
those residing at grain boundaries or regions blocked by
neighboring particles, invisible to the sputtering beam
but accessible through the process of multiple scat-
tering and reionization. This work thus demonstrates
an approach for characterizing surface reactions and
mass transport in complex and irregular surfaces and
nanostructures, even hybrid organic-inorganic materi-
als.

26.5 Conclusions and Outlook

This chapter has illustrated how combined vibrational
(in particular IR), XPS, and LEIS measurements en-

able quantitative, comprehensive analysis of studies of
adsorbate structures and bonding configurations, sur-
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face reactions, and mass transport for a wide variety
of systems. The examples presented above demonstrate
how the information derived from experiments com-
bining these techniques can unravel specific properties
(e.g., catalytic reactivity, thin film growth, semicon-
ductor doping) of the system of interest. From these
examples, several overarching conclusions are reached:

1. More often than not, a single experimental probe
is insufficient to fully understand a given surface
structure, reaction, etc. The combined assets of
the techniques discussed here can strengthen the
conclusions of each individual technique, enabling
quantitation and insight that would not be possible
for a single technique used alone.

2. The different interaction volumes of IR photons,
XPS photoelectrons, and LEIS ions can be used in
a complementary way to deduce the relative loca-
tion of a given species with respect to the surface. IR
absorption measurements probe the greatest depth
(throughout the complete sample for the case of
transmission and MIR measurements and one-half
the skin depth for the case of IRRAS with metal
surfaces, typically� 30 nm), but signals originating
only from the surface can be discriminated through
the use of a proper reference measurement. XPS ef-
fectively performs an average over the outermost�
5 nm weighted by the depth of the atom from which
the photoelectrons originate. The surface peaks in
LEIS originate from only the outermost 1�2 atomic
layers, although subsurface signals (characterized

by a shift in the energy of the backscattered ions)
can provide static depth profiles up to � 5�10 nm.
These effects can yield information on different as-
pects of a given system; for example, details on
chemical bonding of an adsorbate overlayer from
IR absorption, chemical state of the substrate from
XPS, and diffusion processes from LEIS.

3. While the examples presented here have shown
a synergistic marriage between IR, LEIS, and XPS
measurements, other combinations of surface-sen-
sitive techniques are also clearly valuable for stud-
ies of bonding configurations, surface reactions, and
mass transport. For example, many of the studies
discussed in this chapter combine LEIS or IR mea-
surements with LEED in the study of ordered struc-
tures, which can provide further structural insight
into many systems. Similarly, combining the spec-
troscopic techniques discussed above with scanning
probe microscopy such as STM can provide fur-
ther information on coverage, surface morphology,
bonding configurations, and surface electronic struc-
ture [26.9]. As is often the case, themost useful com-
binations (e.g., STM and IR) are also the most diffi-
cult to realize in practice, but the efforts are worth it!

As experimental developments have continued to im-
prove, and initial results on these combined techniques
have demonstrated the value of this multi-technique ap-
proach, the motivation for developing other synergistic
combinations increases. Hopefully, this chapter will add
to this motivation.
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Part G deals with the gas–surface interaction, a pro-
cess that is pivotal to our understanding of catalysts
and sensors and their optimization. Interactions be-
tween gas species and surfaces depend on the nature
and strength of the bond between the atom or molecule
and the surface, the site occupied by the admolecules
(for nondissociative adsorption) or the fragments or
adatoms (if bond breaking occurs), the formation of
ordered overlayers, and the interactions between the
adsorbates. This information is required to obtain a fun-
damental understanding of adsorption and desorption
processes. Adsorption may be governed by physical
forces alone (van der Waals interactions between the
atom/molecule and the substrate responsible for ph-
ysisorption) or by the formation of chemical bonds with
the substrate (chemisorption). In the former case, the
molecule is barely affected, and its vibrational modes
are almost unchanged. In the latter case, the internal
bonds may be significantly modified and the frequen-
cies of the vibrational modes exhibit important shifts.
The chemisorption interaction can then lead to partial or
complete dissociation of the reactants, and the resulting
radicals can act as promoters or poisons in catalytic re-
actions. Interactions between adsorbates and their abil-
ity to diffuse on the surface can lead to the formation of
ordered adlayers stabilized by either direct interactions
between the admolecules or substrate-mediated interac-
tions. Such ordered structures can be used as templates
or active coatings in applications.

Chapter 27 provides an introduction to the topic of
this section, and describes recent first-principles meth-
ods employed to calculate the adsorption energy. These
methods are explored in great length by examining the
subtleties of CO adsorption on a number of metal and
nonmetal surfaces. Surface reactions are then addressed
using transition state theory and activation energy cal-
culations performed via first-principles methods. The
chapter also discusses the solution to the so-called CO
puzzle—the long-standing disagreement between ex-
perimental results and theoretical predictions regarding
the adsorption site of CO on Pt(111).

Chapter 28 covers nonadiabatic effects in most
common gas–surface reactions in the local density fric-
tion approximation (LDFA). In particular, the chapter
describes the roles of friction and energy dissipation in
the scattering of atoms and molecules, in their disso-
ciation, and in the subsequent relaxation of hot atoms.
It also addresses Eley–Rideal and hot-atom abstraction
processes as well as desorption induced by intense fem-
tosecond laser pulses, thus exemplifying the power of
the LDFA approach.

Chapter 29 provides an overviewof self-assembling
monolayers (SAMs) formed by organic molecules at
surfaces. This topic is particularly relevant to molecular

electronics, sensor design, pharmacology, biocompati-
bility, hygiene, and biofouling. The formation of cova-
lent structures and the self-assembly of thiols and amino
acids are given as examples. The apparently huge num-
ber of possible arrangements is rationalized by consid-
ering the relative magnitudes of the interactions of the
molecules with the substrate and each other, as well as
the constraints imposed by the structure of the substrate
on which the overlayer is grown.

Chapter 30 deals with the energetics of adsorption.
The chapter reviews data obtained with a single-crystal
calorimeter for the adsorption of simple molecules
at single-crystal surfaces, as well as more recent re-
sults regarding the adsorption of molecules at clus-
ters and the adhesion of metal atoms at oxide surfaces.
Microcalorimetry can provide information on atom/-
molecule–surface interaction strengths that is not attain-
able with other experimental methods, and can act as
a benchmark to test state-of-the-art theoretical calcula-
tions.

Chapter 31 describes a rigorous kinetic approach
to adsorption, diffusion, desorption, and surface re-
actions in terms of macroscopic variables such as
rate equations for local coverage or partial coverage.
When local equilibrium is not applicable, an approach
based on nonequilibrium statistical mechanics involv-
ing time-dependent distribution functions is required.
The chapter covers the theory for adsorbates that remain
in quasi-equilibrium throughout the desorption process
and the theory for a lattice gas model with multiple
interactions. Examples are provided for the adsorption
and desorption of hydrogen on Rh(311) and the cou-
pled desorption and site conversion of coadsorbates for
(NOCO)=Ru(001). In the final part, recent advances
in the theory of kinetic lattice gas models regarding
nondissociative adsorption and precursor-mediated ad-
sorption and desorption are discussed.

Chapter 32 reviews results on the dependence of
the sticking probability on the vibrational and rota-
tional states of the reactants in the gas phase. Initially,
information about the role of the internal degrees of
freedom in adsorption was obtained by examining
the internal states of scattered molecules and making
use of a detailed balance. Later, methods of preparing
gas-phase molecules in well-defined rotational and
vibrational states were developed. This permitted the
direct measurement of the sticking probability in at
least partially defined quantum states. Selected results
obtained by preparing molecules in supersonic beams
through laser, hexapole, and collisional alignment
are presented. These demonstrate the pivotal role of
stereodynamics in the reaction at hand and the role
of vibrational and rotational energy in overcoming
activation energy barriers.
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27. Gas Surface Interaction and Surface Reactions

Ziyun Wang, Peijun Hu, Qingfeng Ge

The gas–surface interaction and surface reactions
are important aspects of surface science. In this
chapter, fundamental concepts along with some
of the latest findings in these two subject areas
are reviewed, with a focus on the results of first-
principles calculations. The chapter is divided into
two parts, with the first exploring the gas–surface
interaction (Sect. 27.1) and the second discussing
surface reactions (Sect. 27.2).

In the first part, we summarize recent devel-
opments in the use of first-principles methods to
calculate the adsorption energy of a gas on a sur-
face, and we illustrate these developments using
the adsorption of CO as an example. Furthermore,
the relationship between surface electronic struc-
ture and adsorption energy is explored for the
adsorption of a gas on surfaces of both metallic
and sp2-carbon materials. Two models for pre-
dicting adsorption are then considered, and an
example of catalyst screening using the chemical
potential is given.

In the second part of the chapter, we first ex-
plain transition state theory and show how to
calculate the activation energy using first-
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principles methods. The Brønsted–Evans–Polanyi
(BEP) relationship and representative surface re-
action mechanisms are then reviewed. After that,
the characteristics of active sites on the surfaces
of metals and metal oxides are illustrated with
examples. Finally, a short perspective on the fu-
ture of research into gas–surface interactions and
surface reactions using first-principles methods is
provided.

The gas–surface interaction and surface reactions are
of great importance in surface science and heteroge-
neous catalysis, so they have been extensively studied
using many experimental techniques. However, the mi-
croscopic details of gas–surface interactions and (es-
pecially) surface reactions are still unclear due to the
limited time and size resolutions of such techniques.
First-principles calculations offer an alternative method
of studying gas–surface interactions and surface reac-
tions at atomic scales. In the last few decades, a large
number of investigations of gas–surface interactions
and surface reactions have been carried out using first-
principles calculations. Indeed, due to increased com-

puting power and the development of computational
algorithms, first-principles calculations have become
one of the most important tools used in surface science
and heterogeneous catalysis research. In this chapter,
the results of first-principles calculations are used to
review some theories regarding gas–surface interac-
tions and surface reactions. Some examples of these
kinds of interactions and reactions are included for
illustrative purposes. We also discuss some related
computational methods and their development. This
chapter is divided into two sections corresponding to
gas–surface interactions and surface reactions, respec-
tively.
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27.1 The Gas–Surface Interaction

Gas–surface interactions have many important appli-
cations in physics and chemistry. In particular, such
interactions are crucial to heterogeneous catalysis. Al-
most all gas–solid reactions in heterogeneous catalysis
start with the adsorption of the reactant molecules on
a surface. The adsorption of the product species that
form on a surface following a catalyzed reaction is
dependent on their interaction with that surface. The
gas–surface interaction influences the level of catalytic
activity and selectivity during heterogeneous catalysis
and is central to the behavior of many getter materials,
such as zeolites and activated carbon.

The adsorption energy is one of the main proper-
ties associated with any gas–surface interaction. This
energy can be determined using first-principles calcula-
tions: the energy of a gas molecule adsorbed on a sur-
face and the corresponding energies of the gas molecule
and the surface alone can be calculated directly by
solving the Schrödinger equation, and the energy differ-
ence between these states yields the adsorption energy.
However, approximations are used in first-principles
methods, especially in density functional theory (DFT),
which is the most widely used first-principles method,
and this utilization of approximations can lead to low
accuracy when using first-principles methods to cal-
culate the adsorption energies for some systems. For
instance, DFT fails to correctly predict the adsorption
energy and site for CO on some metal surfaces; this is-
sue is known as the CO puzzle [27.1]. In an attempt to
solve the CO puzzle, many computationalmethods have
been applied to improve the accuracy of the adsorp-
tion energies generated by first-principles calculations.
In this section, we provide a general overview of the use
of first-principles calculations to derive adsorption en-
ergies, and we discuss the development of new methods
that could be used to solve the CO puzzle by providing
a more precise description of the gas–surface interac-
tion.

A detailed knowledge of the electronic structure
of the surface involved is essential when probing gas–
surface interactions. This is because a deep understand-
ing of the relationship between the surface electronic
structure and the gas–surface interaction is needed to
elucidate the changes in the surface electronic struc-
ture that occur upon the adsorption of a gas molecule at
a surface and the differences in gas adsorption strength
between different surfaces. Therefore, some studies of
the relationship between electronic structure and ad-
sorption energy are discussed in Sect. 27.1.2.

As mentioned above, the gas–surface interaction is
crucial to the activities of many catalytic and getter
materials. The adsorption strength is a very important

influence on the activities of these materials. Indeed,
better catalysts have been developed by tailoring the
adsorption energy through appropriate engineering of
the surface structure [27.2, 3]. Furthermore, the rational
design of catalytic materials can be achieved by search-
ing for surface structures with desirable adsorption
energies [27.4]. Therefore, understanding the relation-
ship between adsorption energy and surface structure
is key to speeding up the discovery of novel materials
with particular gas–surface interactions. In Sect. 27.1.3,
some recent results on the relationship between adsorp-
tion energy and surface structure are discussed.

In Sect. 27.1.4, we present an example of deter-
mining the gas–surface interaction using first-principles
calculations. This example illustrates catalyst design
based on the calculation of adsorption energy using
density functional theory. The application of the con-
cept of chemical potential to heterogeneous catalysis,
which represents the most recent approach to under-
standing catalytic activity based on the adsorption en-
ergy, is also discussed. Finally, an example involving
the design of an active counter electrode (CE) material
for application to the triiodide reduction reaction in dye-
sensitized solar cells is provided.

27.1.1 Calculating the Adsorption Energy

Before describing first-principles calculations of the
adsorption energy in gas–surface interactions, it is im-
portant to introduce the model used to describe the
surface in the calculations. Two basic models are used
in adsorption energy calculations: the cluster model and
the slab model. The former normally treats the adsor-
bate, the adsorption site atoms, and the nearby surface
atoms as a supermolecule (cluster), whereas the latter
considers the surface to be a periodic slab. One of the
advantages of the cluster model is that, because it in-
volves fewer atoms, less computation is needed than for
the slab method. However, the accuracy of the cluster
model is usually insufficient. Thus, although the slab
model normally requires more computational effort, it
gives a more accurate description of surface structure
and properties in general. Advances in computational
power have therefore led to the increasing use of the
slab model to study gas–surface interactions. Herein,
we focus on adsorption calculations performed using
the slab model.

Figure 27.1 shows a typical example of a slab
model of a CO molecule interacting with Pd(111),
where Pd(111) is modeled using a (2� 2) periodic
unit cell containing four surface Pd atoms. In normal
first-principles calculations of adsorption energy, the
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a) b)

Fig. 27.1a,b Illustration of the slab model of the interac-
tion of a CO molecule with Pd(111). Pd, C, and O atoms
are shown in blue, gray, and red, respectively

adsorption energies of the adsorbate at different adsorp-
tion sites are determined in turn, and the most stable site
is treated as the adsorption site. As shown in Fig. 27.1,
the most favorable adsorption site of CO on Pd(111)
is the threefold hollow site. The adsorbate is replicated
through the application of periodic boundary conditions
(Fig. 27.1). Therefore, the size of the unit cell needs
to be large enough to avoid interactions with the ad-
sorbate in neighboring unit cells. Alternatively, a small
unit cell can be employed to measure the adsorbate–
adsorbate interaction when the surface coverage is high.
Using the slab model, the adsorption energy of the gas
molecule on the surface (Eads) can be obtained as the
difference between the energy of the gas bonded with
the surface (EgasCsurf) and the sum of the energies of the
gas molecule (Egas) and surface (Esurface) when they are
not interacting, i.e.,

Eads D EgasCsurf �Egas�Esurf : (27.1)

According to this definition, the more negative the
adsorption energy, the stronger the gas surface inter-
action. Using this method and model, the adsorption
energies associated with both physical adsorption and
chemisorption of the gas molecule on the surface can
be calculated. The accuracy of the calculated adsorp-
tion energy value depends on the first-principles method
applied. In most cases, especially for metal surfaces,
DFT gives values that are reasonably close to the corre-
sponding experimental values; however, rather inaccu-
rate adsorption energies and even incorrect adsorption
site predictions are generated for some systems using
normal DFT methods. This section begins with a dis-
cussion of one of the most famous failures of DFT:
its inability to accurately calculate the adsorption en-
ergy of CO on Pt(111). The reasons for this CO puzzle
are discussed in terms of the electronic structures of
the CO molecule and the surface, and some corrections
based on an understanding of these electronic structures

are also explored. The last section focuses on the uti-
lization of different calculation methods (DFTCU and
the random phase approximation) to solve this puzzle.
The process of solving the CO puzzle illustrates how
first-principles methods are used and developed to bet-
ter understand the electronic structures of gas–surface
interactions and to more accurately predict adsorption
energies and sites.

The CO Puzzle
The CO puzzle refers to the strong disagreement be-
tween the adsorption sites of CO on (mainly) Pt(111)
predicted by first-principles calculations and those ob-
served experimentally. This discrepancy was first dis-
cussed by Feibelman et al. [27.1]. Experimentally, CO
is found to prefer atop or bridge sites on Pt(111). For
example, Blackman et al. [27.5] examined a disordered
one-third monolayer of CO on Pt(111) at 160K using
diffuse low-energy electron diffraction analysis. Their
results suggested that (88˙5)% of the CO molecules
are located at atop sites while (12˙5)% are at bridge
sites. Furthermore, Schweizer et al. [27.6] developed
an empirical potential energy surface for CO=Pt.111/
by fitting infrared measurements of the CO stretch fre-
quency and peak width at different temperatures and
for various CO coverages. They found that the dif-
ference between the atop and bridge sites was around
60meV upon extrapolating to zero coverage, and that
the atop site was more favorable. Similar results have
also been obtained using many different techniques,
such as diffraction, vibrational spectroscopy, and scan-
ning probe microscopy, which are reviewed in the
original paper on the CO puzzle [27.1]. Experimental
results indicate that each CO molecule binds to a sin-
gle Pt atom and agree with the theoretical determined
energy difference between adsorptions at atop sites and
bridge sites. Threefold hollow adsorption was only very
rarely observed in the experimental studies.

Interestingly, most DFT methods fail to predict
the preferred adsorption site. Feibelman et al. [27.1]
calculated CO adsorption on Pt(111) using different cal-
culation methods and codes, as shown in Table 27.1,
including the Vienna ab initio simulation package
(VASP) with ultrasoft pseudopotentials (USP), Blöchl’s
projector augmented wave (PAW) approach, the Da-
capo code with USP, and full-potential, linearized,
augmented plane wave (FP-LAPW). The exchange-
correlation functionals in both the local density approx-
imation (LDA) and the generalized gradient approxima-
tion (GGA) were considered too. A series of coverage
values were taken into account, ranging from 1=12 to
1=3. The results shown in Table 27.1 suggest that the
binding energies at the fcc hollow site are stronger than
those at the atop site—a conclusion at odds with the
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Table 27.1 Binding energies at a fcc hollow site relative
to those at an atop site on CO=Pt.111/ for different su-
percells, coverages (	), methods, and exchange-correlation
(XC) functionals. The binding energy is defined as shown
in (27.1), so a more negative value indicates stronger bind-
ing. All data are adapted from the paper by Feibelman
et al. [27.1]
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experimental results. This disagreement is known as
the CO=Pt.111/ puzzle. In addition to Pt(111), calcu-
lations on Cu(111) also predict the wrong preferred
adsorption site: angle-resolved photoemission extended
fine structure (ARPEFS) and spectroscopic analysis in-
dicated that CO prefers atop sites at a coverage of
1=3ML, while DFT-GGA calculations predicted that
the hcp hollow site would be the most stable. On the
other hand, DFT-GGA calculations correctly predicted
that CO=Pd.111/ and CO=Ni.111/ were the threefold
sites.

Feibelman et al. [27.1] also explored some possible
reasons for the disagreement between the experimen-
tally observed and theoretically deduced preferred sites
for CO adsorption. First, they proposed that the ex-
perimentally observed phenomenon may be due to the
adsorption of CO at a Pt adatom on Pt(111). They cal-
culated the CO adsorption energy at a Pt adatom on
Pt(111) and found it to be 40meV greater than that at
a fcc hollow site. However, the energy gain is not suffi-
cient to stabilize Pt adatoms on Pt(111), as the adatom
formation energy is unfavorable by 1:07 eV. Secondly,
the possible influence of hydrogen atoms on the ex-

perimentally observed adsorption energy and sites was
examined using a model that included subsurface hy-
drogen. However, the inclusion of subsurface hydrogen
did not make the atop-bridge configuration more fa-
vorable than the hollow sites. Thirdly, the relativistic
correction and spin polarization were accounted for,
but neither led to a preference for atop-site bonding.
Lastly, the effects of correcting for the zero-point en-
ergy and the vibrational entropy were examined. The
zero-point energies of CO adsorbed at the atop and fcc
sites were found to be 218 and 196meV, respectively,
meaning that the zero-point energy destabilizes the atop
site more than the fcc site. The vibrational entropy
contribution, calculated via the harmonic approxima-
tion, is 0:083meV=K higher for an atop site than for
a fcc site at � 300K. Consequently, even though the
entropic contribution stabilizes adsorption at the atop
site by 25meV at 300K, this contribution is not enough
to make the atop site more stable than the fcc site at
300K. Furthermore, most surface science experiments
are performed at low temperatures, which reduces the
entropic contribution. Therefore, DFT calculations un-
derestimate the preference of CO for adsorption at
low-coordination sites.

The HOMO–LUMO Gap and the Singlet–Triplet
CO Excitation Energy

As mentioned above, normal DFT methods fail to cor-
rectly predict the preferred site for the adsorption of CO
on Pt(111). In order to solve this CO puzzle, a better
understanding of the adsorption of CO on Pt(111) is re-
quired. The Blyholder model [27.7] is one of the most
widely accepted models of CO adsorption on a tran-
sition metal surface. With some modifications [27.8,
9], this model can be used to probe the difference be-
tween adsorption at atop sites and adsorption at hollow
sites. According to the model, there are two main con-
tributions to CO adsorption on Pt(111): 5� donation
and 2� backdonation. The former refers the mixing of
the highest occupied molecular orbital (HOMO) of CO,
5� , with the dz2 states of the surface, while the latter
corresponds to the interaction between the lowest unoc-
cupied molecular orbital (LUMO) of CO, 2� , and the
dyz and dxz states of the surface. Donation from 5� and
backdonation to 2� occur during CO adsorption at both
atop and hollow sites, although donation from 5� tends
to make CO adsorb at the atop site whereas 2� backdo-
nation favors the hollow sites.

Kresse et al. [27.10] investigated CO adsorption on
Pt(111) using four different PAW potentials generated
with different core radii. The adsorption energies at atop
and hollow sites obtained with the four potentials are
quite different, as shown in Table 27.2. As the pseu-
dopotential core radius increases, the adsorption energy
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Table 27.2 Difference in binding energy �E between CO
adsorption at an atop site and CO adsorption at a fcc sites
on Pt(111), the adsorption energy for a fcc site Efcc, and the
one-electron DFT HOMO–LUMO (5� � 2�) gap Egap for
various PAW potentials. The pseudopotential core radius
of the p wavefunction rc and the optimized CO bond length
d are also listed for each PAW potential. The binding en-
ergy is defined as shown in (27.1) (i.e., a more negative
value indicates stronger binding). All the data are adapted
from the paper by Kresse et al. [27.10]
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Soft PAW 1.85 1.18 6.48 �243 �1:91
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PAW 1.7 1.162 6.71 �180 �1:83
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of CO at fcc Pt(111) strengthens. At the same time, the
HOMO–LUMO gap decreases. The downwards shift of
the LUMO enhances the interaction between the 2�
orbital and d states. As discussed above, 2� backdona-
tion contributes more to adsorption at the hollow sites
than adsorption at the atop sites. Thus, the decrease in
the HOMO–LUMO gap leads to a preference for the
hollow site, as shown in Table 27.2. Based on the afore-
mentioned facts, increasing the HOMO–LUMO gap
may be a promising way to make atop sites more favor-
able than hollow ones. However, there is an upper limit
on the HOMO–LUMO gap within the PAW approxima-
tion, which gives an energy difference of �105meV,
as shown in Table 27.2. A DFTCU-inspired method of
shifting the LUMO of CO further upwards was pro-
posed by Kresse et al. [27.10]. DFTCU is a revised
electronic method based on the framework of traditional
DFT. The basic idea of DFTCU is to treat the strong on-
site Coulomb interaction of localized electrons with an
additional term that is not correctly described by LDA
or GGA. The correction proposed by Kresse et al. is

EDFTCU D EDFTC U

2

2X

�D1

2X

iD1

�
��i � ��i ��i

�
; (27.2)

where EDFTCU and EDFT are the modified and conven-
tional density functionals; � is an index for the spin, and
��i are the occupancies of the two LUMO orbitals for
the up and down spins. Kresse et al. [27.10] found that
when U equals 0:5 eV, the adsorption energies given
by this DFTCU functional for both atop and hollow
sites are the same. When U D 0:75 eV, the atop site is
60meV more favorable than the hollow site and the ad-
sorption energies decrease from 1.72 to 1:39 eV, which
is in better agreement with experiments. These results
suggest that the position of the LUMO plays an impor-
tant role in the site preference prediction.
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Fig. 27.2 Relationship between the adsorption energy of
CO on Pt(111) Echem and the singlet–triplet excita-
tion energy �ES�T for five pseudopotential sets (cir-
cles). (Reprinted with permission from [27.11], Copyright
(2004) by the American Physical Society)

The DFTCU-type functional mentioned above pro-
vides one possible solution to the CO puzzle. However,
the value of U is not known and can only be determined
by fitting the experimental data, which is a difficult task.
Mason et al. [27.11] proposed a first-principles extrap-
olation method to evaluate CO adsorption energies on
a series of metal surfaces, including Pt, Rh, Pd, and
Cu. They found that, like the HOMO–LUMO gap, there
was a linear relation between the CO adsorption energy
Echem and the singlet–triplet excitation energy �ES�T,
as shown in Fig. 27.2. Similar linear relationships were
also observed for the other investigated surfaces, in-
cluding Pt(111), Rh(111), Pd(111), Cu(111), Pt(100),
Rh(100), Pd(100), and Cu(100).

The value of �ES�T obtained from coupled-cluster
and configuration-interaction (CI) quantum-chemical
calculations is very accurate and agrees well with the
experimental value of �ES�T (6:095 eV). However,
Mason et al. [27.11] showed that the DFT-GGA always
underestimates the value of �ES�T no matter which
pseudopotential set is used, which is one of the main
reasons that the adsorption energies of CO on transition
metal surfaces are overestimated by DFT-GGA. This
led to the proposal of a first-principles extrapolation
method based on the aforementioned linear relation and
the�ES�T value from the coupled-cluster and CI meth-
ods,

Ecorr
chem D EGGA

chemC
�
�ECI

S�T��EGGA
S�T

� •EGGA
chem

•EGGA
S�T

; (27.3)

where Ecorr
chem and EGGA

chem are the corrected adsorption en-
ergy determined by this extrapolation method and the
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original energy from DFT-GGA, respectively. �ECI
S�T

and �EGGA
S�T are the CO singlet–triplet excitation ener-

gies from the CI and DFT-GGA methods, respectively.
•EGGA

chem=•E
GGA
S�T is the slope of the linear relation shown

in Fig. 27.2b. Using this extrapolation method, the ad-
sorption site for CO on Pt(111) was correctly predicted,
as the adsorption energy at the atop site 0:163 eV was
found to be more favorable than that at the hcp hol-
low site. Furthermore, the adsorption energy of CO on
Cu(111) was calculated as 0:621 eV at the atop site
and 0:610 eV at the bridge site, respectively, which re-
produce the experimental results mentioned in the last
section. In general, the average error of this extrapo-
lation method was found to be 0:16 eV (13%)—much
lower than the average error of 0:38 eV (30%) of PBE,
which is a simple yet reasonably accurate method for
correcting the results of normal DFT.

Hybrid DFT and the Random Phase
Approximation

In the previous section, the CO puzzle was mainly
attributed to the incorrect estimation of the HOMO–
LUMO gap fromDFT calculations. Two different meth-
ods based on parameter fitting with respect to the
experimental values and high-level quantum chemistry
calculations were introduced. However, these methods
can only be used for the adsorption of CO on transition
metals and similar systems with known experimental
results. General methods that more accurately reflect
the electronic structures of both the gas molecule and
the surface, thus providing a better quantitative descrip-
tion of the gas–surface interaction, are necessary to
solve the CO puzzle for all systems. In this section, two
successful state-of-the-art methods of predicting the ad-
sorption site for CO=Pt.111/ are reviewed: hybrid DFT
and the random phase approximation (RPA).

The exact exchange-correlation (XC) functional
should be a truly nonlocal quantity that depends on the
electronic density at two different points. However, the
most popular DFT methods use either LDA or GGAXC
functionals, which are local and semilocal, respectively.
Furthermore, the use of independent exchange and cor-
relation causes a general self-interaction error in DFT.
One way to reduce the errors caused by these issues
is to use a hybrid DFT method with a Hartree–Fock
exchange component. Reimers and coworkers [27.12]
showed that the hybrid PBE0 XC functional can pre-
dict the correct adsorption site for CO on Pt(111). The
Hartree–Fock exchange component is included in the
PBE GGA functional by introducing an extra parame-
ter, i.e.,

EPBE0 D ˛EexxC .1�˛/EX
PBECEc

PBE ; (27.4)

where Eexx is the Hartree–Fock exchange and EX
PBE

and Ec
PBE are the exchange and correlation energies for

the PBE GGA functional, respectively. The parame-
ter ˛ is optimized to 0.25 for PBE0. Using the hybrid
DFT method, the HOMO–LUMO gap energy is cal-
culated to be 9:42 eV, which is more than 2 eV higher
than the HOMO–LUMO gap energies given by all of
the local and semilocal functionals. The PBE0 HOMO
and LUMO energies are � 10:01 and � 0:60 eV, re-
spectively, while PBE gives � 8:40 eV for the HOMO
energy and �1:37 eV for the LUMO energy. Therefore,
the HOMO–LUMO gap for gas-phase CO calculated
using PBE0 is much higher than that calculated by
PBE, which indicates that PBE0 and PBE should give
significantly different adsorption energies based on the
discussion in the last section. The PBE0-calculated ad-
sorption energy of CO at the atop site is � 1:80 eV
according to Reimers and coworkers [27.12], which is
0:27 eV higher than that provided by PBE. Interestingly,
the PBE0-derived adsorption energy of CO at the fcc
site is � 1:67 eV, indicating that PBE0 correctly pre-
dicts the preferred adsorption site. Therefore, hybrid
DFT offers one way to solve the CO puzzle without
using fitted parameters from experiments (except for
the exchange contribution ˛ in (27.4)). However, as
suggested in the original paper [27.12], a band gap
is artificially introduced by the hybrid functional for
calculations of the Pt(111) surface, even though Pt is
a conductor with a continuous band structure. In sum-
mary, even though the hybrid DFT method correctly
identifies the preferred adsorption site, some minor de-
fects in the approach it uses to calculate the band
structures of conductors may limit its use in metal sys-
tems.

Besides their inability to correctly identify the pre-
ferred adsorption site, Schimka et al. [27.13] suggested
that semilocal density functionals also tend to under-
estimate the surface energy. As shown in Fig. 27.3,
there is a linear relation between the adsorption ener-
gies and the adsorption energies of CO at Pt atop and
Rh atop sites for various semilocal and hybrid func-
tionals. However, the experimental values for Pt and Rh
(the orange points in Fig. 27.3) are far from the lines,
suggesting that none of these functionals can accurately
reproduce the experimental values for both the adsorp-
tion energy and the surface energy at the same time.
Therefore, it is necessary to trade off accuracy in the
adsorption energy for inaccuracy in the surface energy
or vice versa. For instance, the Becke–Lee–Yang–Parr
(BLYP) functional, a strong gradient correction, gives
an accurate value for the adsorption energy of CO on
Rh(111) but fails to precisely predict the surface en-
ergy. One the other hand, PBEsol, which corresponds to
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an extremely weak semilocal gradient, reproduces the
surface energy reasonably well but overestimates the
adsorption energy. In order to solve this issue, Schimka
et al. [27.13] implemented a state-of-art RPA method,
GW-RPA [27.14], with exact Hartree–Fock exchange
and RPA correlation energy. As shown in Fig. 27.3,
the CO adsorption energies and surface energies of
both Pt and Rh calculated using GW-RPA are not cor-
related with any of the other functionals. The points
relating to GW-RPA data for both Pt and Rh (the green
points in Fig. 27.3) are close to the corresponding points
for the experimental data (orange points). Furthermore,
the GW-RPA-predicted adsorption sites on various sur-
faces (e.g., Cu, Rh, Ru, Pd, and Pt) agree with those
observed experimentally. The electronic structures of
CO and the surfaces were also obtained using differ-
ent methods and then compared. The PBE functional
was found to give a good fit to the electronic structure
of Pt(111) but to underestimate the HOMO–LUMO
gap of the CO molecule, as mentioned above. Hybrid
functionals are electronic methods that admix a cer-

0.4 0.6 0.8 1.0
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Fig. 27.3 (a) CO adsorption geometries considered for
a (2�2) surface cell. (b) Plot of the adsorption energy at the
atop site versus the surface energy (specified per unit area,
u. a.) for Pt(111) and Rh(111). The data obtained using var-
ious semilocal functionals are plotted. (From [27.13])

tain amount of Fock exchange with a local or semilocal
density functional. One hybrid method, HSE, repro-
duces the experimental HOMO and LUMO positions
and the HOMO–LUMO gap rather accurately, but its
description of the band structure of Pt(111) is rather
inaccurate. GW-RPA, on the other hand, offers reason-
able fits to the electronic structures of both Pt(111)
and gas-phase CO. In summary, RPA is an excellent
parameter-free tool for calculating the adsorption en-
ergy in gas–surface interactions. With the development
of new first-principles methods, descriptions of gas–
surface interactions will become more accurate and will
be obtained more rapidly.

27.1.2 Electronic Structure
and Adsorption Energy

The relationship between the electronic structure of the
surface and the adsorption energy is very important for
gas–surface interactions. This relationship gives us con-
siderable insight not only into the electron transfer that
occurs in a gas–surface interaction but also into the
general trend in adsorption energy for metal surfaces
across the periodic table. One of the most popular mod-
els of electronic structure and adsorption energy is the
d-band center, which was first proposed by Hammer
and Nørskov to explain the inertness of gold [27.15].
In this section, we first review the d-band center model
to unravel the relationship between electronic structure
and adsorption energy. An example of the use of the
d-band center theory is given. Finally, a model that
allows us to understand the relationship between the
electronic structure and the activity of an sp2 material
is provided.

The d-Band Center
Gold is the noblest of all metals. It has the lowest
bond strength of most gas and liquid molecules. In or-
der to understand the nobility of gold, Hammer and
Nørskov [27.15] calculated the adsorption and desorp-
tion of a hydrogen molecule on four different surfaces
(Au, Cu, Ni, and Pt) using a self-consistent DFT
method. They found that the activities of these metal
surfaces increased in the order Au < Cu < Pt < Ni.
On Ni(111) and Pt(111), the dissociation of hydrogen
is barrierless and hydrogen atoms on these surfaces
are more stable than gas-phase hydrogen. On Cu(111),
there is a small barrier to hydrogen dissociation and the
enthalpy change involved is slightly negative. Au(111)
is the most inert surface. It is unfavorable for hydrogen
dissociation both thermodynamically and kinetically.

In order to elucidate why a gold surface is so no-
ble, Hammer and Nørskov studied electronic transfer
during the adsorption and dissociation of hydrogen on
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various surfaces. As shown in Fig. 27.4, two different
components contribute to the interaction between hy-
drogen and a transition metal surface. The first is the
interaction of the 1s state of hydrogen with metal s
bands (Fig. 27.4a), which causes the adsorption state to
broaden. Interactions with metal s bands should there-
fore be attractive, and they should be similar for all
four surfaces (Au, Cu, Ni, and Pt) because the s–s cou-
pling matrix element is similar for all metal surfaces.
The second component is the interaction between the
1s state of hydrogen and metal d states, which gives
rise to both bonding and antibonding orbitals, as shown
in Fig. 27.4b. If only bonding orbitals are occupied,
this interaction should be attractive, while there is no
hybridization energy if both bonding and antibonding
orbitals are filled. Therefore, the gas–surface interac-
tion depends strongly on whether an antibonding state
is filled. Because the antibonding states lie above the d
states, the energy of the center of the d states relative to
the Fermi level is a good indicator of the gas–surface
interaction. As shown in Fig. 27.5, there is only one
resonance on a metal surface with a low d-band cen-
ter position (DOS on the left in Fig. 27.5), indicating
weak chemisorption. Upon increasing the d-band center
position, the antibonding states become more signifi-
cant and the gas–surface interactions become stronger.
Therefore, the inertness of gold is due to its low d-band

a) E b) E

∆ (ε)

εa εa∆ (ε)

Fig. 27.4a,b The local density of
states (DOS) at an adsorbate for
interactions with (a) a metal s
band and (b) a transition metal d
band. (Reprinted from [27.16], with
permission from Elsevier)

ε – εF (eV)   

Weak chemisorption Strong chemisorption
Limit: Two-level problem
(perturbation theory applies)

d-bands

Adsorbate state
after interaction
with d-bands

0

–5

–10
Fig. 27.5 The local DOS projected
onto an adsorbate state interacting
with the d bands at a surface.
(Reprinted from [27.16], with
permission from Elsevier)

center. It is worth mentioning that the inertness of gold
(as compared to other group 11 metals) is also due to
the relativistic effect. The relativistic effect scales as ap-
proximately Z2 and therefore becomes very important
for heavy elements. The stability of the 6s2 configu-
ration of gold due to relativistic contraction makes it
much harder for gold than for Ag and Cu to adsorb hy-
drogen.

The d-Band Center and Adsorption Energy
The d-band center model is one of the most successful
models, and the d-band center position has been found
to be correlated with the adsorption energy in many dif-
ferent systems. In this section, the relationship between
the d-band center position and the adsorption energy on
near-surface alloys (NSAs) is reviewed.

NSAs are alloys where a solute metal is present
near the surface of a host metal. Such alloys are
used in heterogeneous catalysis to tune the adsorption
properties. For example, the CO adsorption energy on
thin platinum layers over Ru(0001) is lower than that
on Pt(111) [27.17]. Greeley and Mavrikakis [27.18]
screened the hydrogen adsorption and dissociation pro-
cesses on a group of NSAs using DFT calculations. Two
different NSA models were considered, namely over-
layers and subsurface alloys. Overlayer alloys have one
layer of solute metal on the host metal surface, whereas
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the surface and bulk atoms in subsurface alloys are host
metal atoms and there is one layer of solute metal in the
subsurface.

Greeley and Mavrikakis first evaluated the stabil-
ities of the NSAs using two different criteria: the
segregation energy and the difference in hydrogen bind-
ing energy between the solute and the host metal (more
details can be found in [27.18]). The hydrogen atom ad-
sorption energies and hydrogen molecule dissociation
barriers on stable NSAs were calculated. The hydro-
gen atom adsorption energies were found to be lower
than those on pure metals. The adsorption energies on
the NSAs were generally weaker than those on most
pure metal surfaces, and the adsorption strengths on the
NSAs were mostly found to be weaker than those on Pt
and comparable to those on Cu and Au. As discussed
in the last section, Cu and Au do not permit hydro-
gen adsorption and dissociation at their surfaces; thus,
given their similar adsorption strengths to Cu and Au,
these NSAs should not permit hydrogen dissociation.
Interestingly, the dissociation barriers on all the NSAs
were found to be below 0:6 eV, and most were as low
as 0:2 eV, making them much lower than the barriers
on Cu and Au. In order to understand the trends in
adsorption energy on these NSAs, the position of the
d-band center was calculated for each NSA. As shown
in Fig. 27.6, a linear relation was observed between the
binding energy of a hydrogen atom and the position of
the d-band center for the alloy. As the d-band center in-
creases in energy, the bond energy of the hydrogen atom
increases, suggesting that the d-band center model is
sufficient to accurately model the gas–surface interac-
tions on NSAs. Note that three different linear relations
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Fig. 27.6 Correlation of the binding energy of atomic hy-
drogen, BEH, with the d-band center of the corresponding
surface. (From [27.18])

are evident in Fig. 27.6; this can be explained by the
different coupling matrix elements of the host metals.

Electronic Structures of Nonmetal Surfaces
In addition to metals, nonmetallic materials—
especially sp2-carbon materials—have attracted a great
deal of attention in the field of heterogeneous catal-
ysis. For example, Su and coworkers [27.19] found
that carbon nanotubes with modified surfaces can
efficiently catalyze the dehydrogenation of n-butane
to butenes with good recyclability. The relationship
between electronic structure and adsorption strength is
key to understanding the adsorption process in these
sp2-carbon materials and developing new catalysts
based on nonmetallic materials.

Hu and coworkers [27.20] investigated the adsorp-
tion energies of oxygen molecules and oxygen atoms
on graphene and graphene oxide with different oxygen-
containing groups at different sites. They considered
armchair edge, zigzag edge, and basal plane sites along
with five different groups: carboxyl, hydroxyl, ketone,
aldehyde, and epoxy groups. The dissociation barrier
for an oxygen molecule was also calculated. All of the
results are shown in Table 27.3. Based on these results,
the adsorption energy of an oxygen atom at particu-
lar sites on graphene without any oxygen-containing
groups decreases in the order armchair > zigzag > basal
plane. However, the introduction of oxygen-containing
groups affects the adsorption energy dramatically. In or-
der to understand the variations in adsorption energy
that occur upon changing the adsorption site and the
oxygen-containing group present, the electron trans-
fer process must be investigated. During the adsorption
and dissociation of the oxygen molecule, electrons are
transferred from the graphene surface to the antibond-
ing orbital of the oxygen molecule, weakening the O–O
bond. The easier it is for electrons to be transferred,
the more favorable the adsorption and dissociation of
oxygen molecules. On the other hand, the electrons are
in a delocalized orbital on the graphene surface. As
the electron transfers from the surface to the oxygen
molecule, the hybridization of the carbon changes from
sp2 to sp3, meaning that a new atomic p orbital can
bond with the adsorbed oxygen atom. Therefore, the
ease with which carbon atoms can switch from sp2 to
sp3 hybridization is another important indicator of the
adsorption energy.

Based on the discussion above, the trend in the ad-
sorption energy of oxygen at different sites on graphene
without oxygen-containing groups can be explained as
follows. The adsorption of oxygen molecules on the
basal plane requires that two carbon atoms change from
sp2 to sp3 hybridization. These two carbon atoms are in-
volved in four six-atom rings, so the reaction will affect
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Table 27.3 Results of DFT calculations of the initial state (IS) and the transition state (TS) and final state (FS) for the
dissociation of oxygen on graphene and graphene oxide. The chemisorption energy of O (Oatom) is also listed in the
table for comparison. All of the energies are given in eV with respect to the gas-phase molecule. All results are adapted
from [27.20]

Site Group IS TS FS Oatom

Armchair Graphene 0:62 1:19 0:33 �0:15
Ketone 0:61 0:99 �0:68 �0:26
Carboxyl 0:48 1:08 0:12 �0:32
Hydroxyl 0:28 0:88 �0:14 �0:29
Aldehyde 0:26 0:89 �0:41 �0:46
Epoxy 0:32 0:72 �0:02 �0:41

Zigzag Graphene 1:05 1:42 0:03 0:18
Ketone 0:69 1:29 �0:34 �0:16
Carboxyl 0:93 1:51 �0:07 0:18
Hydroxyl 0:83 0:96 �0:68 0:13
Aldehyde 0:83 1:31 �0:14 0:02
Epoxy 0:23 0:70 �0:69 �0:48

Basal plane Graphene 2:05 2:69 1:47 0:90
Hydroxyl 1:14 1:56 0:73 0:26
Epoxy 1:37 2:03 0:87 0:42

Site Group IS TS FS Oatom

Armchair Graphene 0:62 1:19 0:33 �0:15
Ketone 0:61 0:99 �0:68 �0:26
Carboxyl 0:48 1:08 0:12 �0:32
Hydroxyl 0:28 0:88 �0:14 �0:29
Aldehyde 0:26 0:89 �0:41 �0:46
Epoxy 0:32 0:72 �0:02 �0:41

Zigzag Graphene 1:05 1:42 0:03 0:18
Ketone 0:69 1:29 �0:34 �0:16
Carboxyl 0:93 1:51 �0:07 0:18
Hydroxyl 0:83 0:96 �0:68 0:13
Aldehyde 0:83 1:31 �0:14 0:02
Epoxy 0:23 0:70 �0:69 �0:48

Basal plane Graphene 2:05 2:69 1:47 0:90
Hydroxyl 1:14 1:56 0:73 0:26
Epoxy 1:37 2:03 0:87 0:42

the delocalization of the electrons in those four rings.
Therefore, shifts in hybridization are difficult for carbon
atoms in the basal plane. The weakest adsorption energy
of an oxygen atom in the basal plane is therefore 0:90eV.
For adsorption at zigzag edges, the oxygen molecule is
adsorbed on two carbon atoms, but only two rings are
affected in this case due to the structure of the zigzag
edge. Thus, the adsorption energy of an oxygen atom at
a zigzag edge is much more favorable than it is on the
basal plane. The adsorption of an oxygen atomat an arm-
chair edge is also favorable, with an adsorption energy
of �0:15 eV.When the oxygenmolecule is adsorbed on
the armchair edge, only one ring structure is affected (the
geometries of these surfaces are explained in [27.20]).
In summary, the adsorption at each site is related to the
number of six-atom rings that are affected by the adsorp-
tion, indicating the presence of a structural effect. This
variation in adsorption energy with site is, however, an
electronic effect, namely differences in the ease of de-
constructing the delocalized orbitals on graphene.

The effect of changing the oxygen-containing group
present does not seem to be as clear as the above-
described trend in adsorption energy upon changing
the adsorption site. Unlike the metal surface, the elec-
trons involved in the adsorption of the oxygen molecule
on sp2-carbon material are the delocalized electrons
(the pz electrons). The projected density of states
(PDOS) of the pz band of graphene with different
oxygen-containing groups was obtained using DFT. In
Fig. 27.7, PDOSs are shown for zigzag edges with-
out any oxygen-containing group (Fig. 27.7a), with an

epoxy group (Fig. 27.7b), and with a carboxyl group
(Fig. 27.7c). Due to the existence of different oxygen-
containing groups, the electronic structures of these
surfaces are quite different. To quantitatively evaluate
the difference between the electronic structures of these
surfaces, we introduced the concept of the pz-band cen-
ter, which is defined in a similar manner to the d-band
center. The position of the pz-band center for each of
the three graphene structures is indicated by a dashed
line in Fig. 27.7. This corresponds to � 3:53 eV for
the pure zigzag edge, � 3:02 eV for the zigzag edge
with an epoxy group, and �3:71 eV for the zigzag with
a carboxyl group. Interestingly, the oxygen dissociation
barrier on a zigzag edge is highest for the zigzag edge
with a carboxyl group (1:51 eV). The pz-band center has
the lowest value for the carboxyl group at all three sites.
The pz-band center of the epoxy group is the highest for
all three sites. The presence of this group also leads to
the highest oxygen dissociation activity at zigzag edges,
as shown in Table 27.3. A linear relation between the pz-
band center energy and the oxygen dissociation barrier
is shown in Fig. 27.7, suggesting that the pz-band center
is a good indicator of the activity of an sp2-carbon ma-
terial. A similar relation between the adsorption energy
of the oxygen molecule on zigzag edges with oxygen-
containing groups and the HOMO energy of a benzene
molecule with the corresponding groups was found by
Hu and coworkers [27.20]. Both energies depend on the
level of electron delocalization, illustrating the effects
of oxygen-containing groups on the delocalized elec-
trons.
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Fig. 27.7a–d The pz partial density of states (pz-PDOS) and the pz-band center for (a) zigzag edges, (b) zigzag edges
with epoxy groups, and (c) zigzag edges with carboxyl groups; (d) the correlation between the energy of the pz-band
center and the energy of the TS. The dashed lines indicate the positions of pz-band centers

27.1.3 Predicting the Adsorption Energy

The ability to accurately predict the adsorption energy
is crucial when attempting to rationally design materi-
als with specific adsorption properties. In other words,
a quantitative description of the relationship between
surface structure and adsorption energy can enhance our
understanding of adsorption energy trends among vari-
ous materials and speed up the design of new materials.
The relationship between electronic structure and ad-
sorption energy mentioned in the last section permits
a deep understanding of the electron transfer involved in
gas–surface interactions. It can also be used to predict
adsorption energies. However, calculating the projected
DOS for surface atoms is a very time-consuming task
compared to calculating the adsorption energy, which
limits its applicability to the high-throughput screen-
ing of materials. Moreover, even though the electronic
structure of a material is one of its fundamental struc-
tural properties, it is hard to engineer the electronic

structure based on our current knowledge of surface sci-
ence. More direct properties need to be introduced if we
are to predict adsorption energies. In this section, two
examples of methods that allow adsorption energy pre-
diction are discussed for two different systems, namely
nanoparticles and alloys.

Generalized Coordination Numbers
Almost all surfaces have different types of sites (e.g.,
terrace, edge, and corner sites). Some of these sites are
associated with high catalytic activities; for instance,
B5 sites are important in ammonia [27.21] and Fischer–
Tropsch synthesis [27.22]. Furthermore, the activities
of some catalytic systems are correlated with particle
size. Thus, the relationships between the adsorption
energy and the properties of different sites on metal par-
ticles are very important.

Calle-Vallejo et al. [27.23] carried out a systematic
investigation of the prediction of adsorption energies
of various species on nanoparticles based on DFT cal-
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culation results. Palladium nanoparticles were chosen
due to their important applications in heterogeneous
catalysis and electrochemistry. They calculated the ad-
sorption energies of *O, *O2, *OH, *OOH, *H2O, and
*H2O2 (* denotes the adsorption site) on three differ-
ent nanoparticles: Pt201, Pt79, and Pt38 (more details on
the modeling performed can be found in the original
work [27.23]). One of the most important differences
between types of adsorption sites is the chemical envi-
ronment, namely the number of neighboring atoms—
the coordination number. This parameter is arguably
the easiest surface property which can be calculated di-
rectly. For example, a Pt atom on the Pt(111) surface is
surrounded by six surface atoms and three subsurface
atoms, giving a coordination number of nine. Calle-
Vallejo et al. [27.23] compared the adsorption energies
of *OH at different sites on nanoparticles. They are
plotted as the coordination numbers of the correspond-
ing adsorption sites in Fig. 27.8. In general, there is
a linear relation between the coordination number and
the adsorption energy: as the coordination number de-
creases, the adsorption energy increases because the
level of unsaturation at the adsorption site rises. How-
ever, the mean absolute error (MAE) in this relation is
0:09 eV and the maximum error is 0:33 eV, which could
be improved.

To improve the prediction accuracy for the adsorp-
tion energy, Calle-Vallejo et al. [27.23] introduced the
concept of the generalized coordination number (CN)
of an atom i with ni nearest neighbors, which they de-
fined as

CN.i/D
niX

jD1
cn.j/

nj
cnmax

; (27.5)

where cn.j/ is the coordination number of the j-th
neighboring atom and nj=cnmax is the weight of the
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Fig. 27.8a,b Plots
of the adsorption
energy of *OH
atop versus the
generalized (a)
and usual (b)
coordination
numbers of the
site to which
the adsorbate is
bound. (Reprinted
by permission
from [27.23], ©
2014 Wiley)

given atom. This definition incorporates the environ-
ments of neighboring atoms (note that examples of
the calculation of the generalized coordination num-
ber can be found in [27.23]). Using the generalized
coordination number instead of the usual coordination
number roughly halves the MAE (to 0:056 eV) and the
maximum error (to 0:161 eV), as shown in Fig. 27.8.
The adsorption energies of all the other species men-
tioned above were also found to correlate well with the
generalized coordination number, which therefore rep-
resents an efficient approach to adsorption prediction.
Recently, Calle-Vallejo et al. [27.24] proposed the use
of coordination–activity plots to predict catalytic ac-
tivity based on the generalized coordination number.
This approach led to the discovery of highly active sites
of Pt(111), which were subsequently confirmed experi-
mentally.

Bonding Contribution Equation
The generalized coordination number offers an efficient
approach to predicting adsorption energies at different
sites on nanoparticles. However, at present, only the
generalized coordination numbers of pure metal sur-
faces and nanoparticles are considered. This is a prob-
lem because surfaces containing more than one metallic
element, such as alloys, play a very important role in
heterogeneous catalysis. For example, the Pt3Ni(111)
alloy surface was found to be tenfold more active in
the oxygen reduction reaction than the pure Pt(111)
surface [27.2]. Given that there are a large number of
possible combinations of metals, and that the ratio of
the metals can also be varied, there are an enormous
number of possible alloys with a wide range of adsorp-
tion properties—an ideal situation for catalyst design.
Elucidating the relationship between alloy structure and
adsorption energy is therefore the key to accelerating
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the design of alloy surfaces with defined adsorption
properties.

We proposed an explicit equation with three chemi-
cally meaningful terms, which we denoted the bonding
contribution equation [27.25], to quantitatively account
for the surface structures and the adsorption energies of
alloy systems. To begin with, we considered the adsorp-
tion of oxygen atoms on alloys with one solute metal.
If the oxygen is adsorbed at a fcc hollow site, there are
four possible types of adsorption site atoms: an atom
connected to oxygen (type I), a surface atom near a type
I atom (type II), and two types of subsurface atoms
(types III and IV; the types of adsorption site atoms are
discussed in more detail in [27.25]). We found that the
adsorption energy of an oxygen atom on the surface of
an alloy with one solute metal can be evaluated using
the equation

Epredicted D gca ; (27.6)

where g is the generalized parameter, c is the contri-
bution factor, and a is the intrinsic bonding ability of
the solute metal. The intrinsic bonding ability is the ad-
sorption energy of oxygen on the close-packed surface
of solute metal atoms. The contribution factor is used to
distinguish between the different substitution positions.
A bond-counting contribution factor (BCCF) was intro-
duced, with values of 7=27, �2=9, �2=27, and �3=27,
respectively, for types I, II, III, and IV in a Pt(111)-
p.2� 2/ unit cell (more details are given in [27.25]).
We compared the adsorption energies predicted using
this equation with those calculated from DFT and found
that the MAE was only 0:07 eV, as shown in Fig. 27.9.

In real alloy systems, the surface may contain mul-
tiple solute metals or more substitutions. We therefore
extended the bonding contribution equation to consider
alloys with n substitutions and obtained

Ead D
nX

iD1
gciai : (27.7)

This equation can be used to calculate the adsorp-
tion energies of multiple solute metals in an alloy.
We randomly generated 100 alloy surfaces based on
Pt(111)-p.2� 2/ with two or three substitutions, and
a comparison of the energies predicted using this equa-
tion with those calculated using DFT is shown in
Fig. 27.9b. In general, the MAE for the comparison
of predicted and calculated adsorption energies was
0:10 eV. Considering that alloys are relatively compli-
cated systems, this MAE is reasonable and implies that
the equation could be used as a prescreening method
during catalyst design. To further test the generality

of our bonding contribution equation, we also con-
sidered alloy surfaces with a different unit cell size,
namely Pt(111)-p.3� 3/ (Fig. 27.9c), and a different
adsorbate, namely CO (Fig. 27.9d). The corresponding
MEAs were found to be below 0:12 eV, suggesting that
the bonding contribution equation accurately predicts
the adsorption energy.

27.1.4 Catalyst Design Based
on the Adsorption Energy

The adsorption energy plays an important role in cat-
alytic activity, and effective catalysts should facilitate
adsorption energies that are in the optimal range for re-
actants, intermediates, and products. Determining this
optimal range is a pivotal step when designing or
screening catalytic materials. In this section, we discuss
how this interval can be evaluated based on the chemi-
cal potential. Design work that uses this interval is then
briefly reviewed.

To obtain the optimal adsorption energy interval,
Cheng and Hu [27.26] introduced chemical potentials
into the theory of heterogeneous catalysis [27.26]. In
their work, using the Langmuir adsorption paradigm,
they expressed the chemical potential of surface species
i as

�.T; 	i/D �0
i .T/CRT ln

�
	i

	�

�

D EtotalC��i.T/CRT ln

�
	i

	�

�
; (27.8)

where 	i and 	� are the coverage of species i and the
free-site coverage, respectively, while �0

i .T/ is the stan-
dard chemical potential of i at temperature T , which can
be calculated by applying a thermal correction ��i.T/
to the total energy Etotal. The process of a normal re-
action involving heterogeneous catalysis starts from the
reactant in the gas phase. After a series of adsorption
and surface reactions, the key intermediate forms. Then,
after surface reactions of the intermediate, the products
desorb from the surface. During this catalyzed process,
the chemical potentials should decrease step by step
from reactants to intermediates to products, i.e.,

�R > �I > �P : (27.9)

Based on (27.9), the chemical potential of the interme-
diate state is

�I D �0
I CRT ln

�
	I

	�

�
: (27.10)

Furthermore, as proposed in [27.26], the coverage of
free site 	� is often on the order of 10�2�10�1 ML in
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Fig. 27.9a–d Comparison of the adsorption energies predicted using the bonding contribution equation with those cal-
culated using DFT for (a) oxygen on alloys of Pt(111) p.2� 2/ with one substituted atom, (b) oxygen on randomly
generated alloys of Pt(111) p.2� 2/ with two or three substituted atoms, (c) oxygen on alloys of Pt(111) p.3� 3/ with
one substituted atom, and (d) CO on alloys of Pt(111) p.2� 2/ with one substituted atom. (This figure is from our
unpublished work [27.25])

the steady state, which leads to a coverage-dependent
term RT ln.	I=	�/, denoted ", which takes values in the
small interval 0:1�0:2 eV at 500K. In other words, the
chemical potential of intermediate I for a good catalyst
should be

�0
I C " > �I > �

0
I � " or �I � �0

I : (27.11)

Combining (27.10) and (27.11) yields a general princi-
ple for identifying a good catalyst,

�RC " > �0
I > �P� " ; (27.12a)

or approximately

�R > �
0
I > �P : (27.12b)

Based on this principle, a good catalyst can be identi-
fied using the following approach. A chemical potential
region (the blue zone in Fig. 27.10) is formed which has
the chemical potential of the reactants�R and the chem-
ical potential of the products �P as upper and lower
bounds, respectively. A catalyst with a chemical poten-
tial in this zone is most likely to be reactive according
to (27.12) (e.g., catalyst C with �0

I;C in Fig. 27.10). Due
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Fig. 27.10 Searching for good catalysts based on their
chemical potentials. (Reprinted by permission from
[27.26], © 2011 Wiley)

to the coverage-dependent term ", the region can be ex-
tended (red zone in Fig. 27.10). The chemical potential
of a good catalyst (such as catalyst D in Fig. 27.10)
should occur within this region, whereas catalysts with
chemical potentials outside the red zone (e.g., catalysts
A and B in Fig. 27.10) are unlikely to be good catalysts.

Based on the design strategy mentioned above,
a novel counter electrode (CE) material for use as
an catalyst in the triiodide reduction reaction (IRR)
employed in dye-sensitized solar cells was discov-
ered. In the IRR, the chemisorption energy of the key
intermediate—an iodine atom—on the catalyst should
be in the approximate interval 0:33�1:20 eV, as de-
rived from (27.12). The adsorption energies of an iodine
atom on many promising CE materials were calculated
and checked to see if they were within the adsorp-
tion energy window mentioned above. Several known
good catalysts for IRR were found to give adsorp-
tion energies within the desired range, including Pt,
WO3, WC, NiS, CoS, MoC, and MoN. Furthermore,
two surfaces that had not previously been consid-
ered in this context were also found to give adsorp-
tion energies within the required range, namely the
Fe2O3.012/ and Fe2O3.104/ surfaces of ’-Fe2O3. To
verify these theoretical predictions, pure-phase Fe2O3

was synthesized via a simple modified hydrothermal
method [27.27]. Based on its photovoltaic data, the
overall energy-conversion efficiency of this ’-Fe2O3

was found to be 6.96%, which is remarkably similar to
that of Pt (7.32%). These results suggest that ’-Fe2O3

is a suitable catalyst for the reduction of triiodide to io-
dide.

27.2 Surface Reactions

Surface reactions are another important area of surface
science. In heterogeneous catalysis, the adsorbed reac-
tants undergo a series of surface reactions that lead to
the final products. Understanding these surface reac-
tions is crucial if we are to optimize the activity and
selectivity of heterogeneous catalysts, determine the
limitations of current catalysts, and develop better cat-
alytic materials.

The reaction rate of a surface reaction is arguably
the most important kinetic property. In the first part of
this section, we introduce the use of transition state
theory to quantitatively evaluate the reaction rate in
terms of the activation energy.We then describe the cal-
culation of the activation energy using first-principles
methods and consider the details of the reaction pro-
cess at the atomic level. The BEP relation, one of the
most important relations in heterogeneous catalysis, is
also discussed.

The steps involved in a surface reaction (i.e., the re-
action mechanism) are a fundamental aspect of hetero-
geneous catalysis. Three different reaction mechanisms
are reviewed, using the most recent results from DFT
calculations as examples. We also briefly introduce the

concept of active sites and give examples of such sites
on a metal and a metal oxide.

Besides these topics, there are many other active
areas of research in surface reactions using DFT cal-
culations, such as microkinetic modeling, the effects
of surface reconstruction, the volcano curve, and new
catalytic materials. In this section, we choose three fun-
damental areas that have strong connections to surface
science and the gas–surface interactions discussed ear-
lier in the chapter.

27.2.1 Reaction Rate and Activation Energy

The reaction rate is one of the most important kinetic
properties of a surface reaction. For an elementary reac-
tion in which the reactants and products are located on
a surface, the reaction rate is related to the rate constant
of the reaction and the surface coverages of the reactant
and product species. In his well-known equation, Ar-
rhenius proposed that the rate constant (k) depends on
the temperature as

kD Ae�
Ea
RT ; (27.13)
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where A is the pre-exponential factor, T and R are
the temperature and the universal gas constant, re-
spectively, and Ea is the activation energy. When
this equation was proposed, the physical meanings of
the pre-exponential factor and the activation energy
were unclear. However, transition state theory (TST)—
introduced by Eyring, Polanyi, and Evans—provides
a solid theoretical foundation for the Arrhenius equa-
tion. TST assumes an equilibrium energy distribution
among all possible quantum states at all points along
the reaction coordinate. The probability of finding
a molecule in a particular quantum state is propor-
tional to the Boltzmann distribution expŒ�E=.kBT/�. It
is also assumed that a chemical reaction proceeds from
one local minimum (corresponding to the reactants) to
another (corresponding to the products) via a saddle
point (known as the transition state, TS) on the poten-
tial energy surface of nuclear coordinate space. If the
transition-state molecule is in equilibrium with the re-
actant, the reaction rate constant is given by

kD kBT

h
e�

�¤Gı
RT ; (27.14)

where �¤Gı is the standard Gibbs free energy differ-
ence between the IS and the TS, kB is Boltzmann’s
constant, and h is Plank’s constant, respectively. Using
the equation

�¤Gı D�¤Hı � T�¤Sı; (27.15)

the rate constant can be written as

kD kBT

h
e�

�¤Sı
R e�

�¤Hı
RT ; (27.16)

where �¤Hı and �¤Sı are the enthalpy and entropy
differences between the IS and the TS, respectively. In
TST, the reaction rate is directly linked to the activation
energy. The activation energy can be calculated as the
energy difference between the TS and the IS. We now
show how the transition state is located and the activa-
tion energy is calculated for CO oxidation on Pt(111)
using DFT, and we discuss the relation between the
change in enthalpy and the activation energy, which is
known as the BEP relation.

Transition State for CO Oxidation
CO oxidation is a typical surface reaction that is ef-
fectively catalyzed by certain transition metals such as
platinum, which has been used to remove CO and other
pollutants from exhaust emissions. Understanding the
process of CO oxidation and the reaction barrier on
platinum is therefore important both scientifically and
industrially. Alavi et al. [27.28] carried out a pioneering
study on the transition state for and activation energy of
CO oxidation on Pt(111).

Alavi et al. [27.28] used both the LDA and GGA
functionals to investigate the oxidation of CO on
Pt(111)-p.2�2/. The reaction was assumed to start with
the coadsorption of the oxygen atom and CO, with the
oxygen atom at the hollow site and CO at the atop
site. A new method of searching for the transition state,
namely the constrained minimization scheme, was in-
troduced to locate the transition state for CO oxidation.
The distance between the carbon atom in CO and the
adsorbed oxygen atom (O–CO) is fixed in this method,
and the structure is optimized by relaxing all remaining
orthogonal degrees of freedom. The state with van-
ishing forces along the reaction coordinate (O–CO) is
considered to be the transition state. The pathway for
CO oxidation from the IS to the FS via the TS was iden-
tified using this method, as shown in Fig. 27.11. In the
geometry of the IS (Fig. 27.11a), oxygen is adsorbed
at a hollow site and CO is adsorbed at an atop site
nearby. As the reaction proceeds, the CO moves from
the atop site to another neighboring atop site near the
oxygen atom (Fig. 27.11b–e), while the oxygen atom
also moves from the hollow site to a lower bridge site
(Fig. 27.11e). The forces on both CO and O vanish at
the geometry shown in Fig. 27.11e, suggesting that CO
and O are at atop and bridge sites, respectively, in the
transition state for the oxidation of CO on Pt(111). Af-
ter the transition state, the CO moves towards O, as
shown in Fig. 27.11f–h. Figure 27.11f shows the fi-
nal state of the CO oxidation process—a chemisorbed
CO2 molecule. This CO2 molecule is highly bent and
asymmetric, and the length of the newly formed CO
bond is significantly longer than that of the gas-phase
molecule. Regarding the changes in energy, the reac-
tion barrier is 1:01 eV when calculated using LDA and
1:05 eV according to GGA. This work reported the first
transition state and low-energy pathway for CO oxi-
dation on Pt(111), and the constrained minimization
scheme for locating the transition state is still widely
used today [27.29, 30]. This work suggests that DFT
calculations are a powerful tool for understanding sur-
face reaction processes and calculating the activation
energies of these reactions.

The oxidation of CO on other transition metals
such as Ru(001) and Rh(111) was also studied by Hu
and coworkers [27.31, 32] using the constrained mini-
mization scheme. They found that CO oxidation only
proceeds on these metal surfaces when (i) the surface
oxygen becomes activated upon shifting from the hol-
low site to the bridge site (as discussed above) and (ii)
the CO approaches the activated surface oxygen atom
from the correct direction. They also found that the en-
ergy change of the CO movement in the CO oxidation
is negligible, while the activation of the oxygen atom
upon moving from the hollow site to the bridge site
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a) b) c) d)

e) f ) g) h)

Fig. 27.11a–h Geometries along the
reaction pathway for the oxidation
of CO on Pt(111), ranging from the
initial state (a) to the final state (h).
The Pt atoms are represented by
the largest spheres, the O atoms are
denoted by the darkest spheres, and
the C atoms are shown as light brown
spheres. (Reprinted with permission
from [27.28], Copyright (1998) by the
American Physical Society)

requires a considerable amount of energy. Thus, the re-
action barrier is mainly determined by the scission of
the O–metal bond. One may ask why the oxygen atom
must move from a hollow site to a bridge site to become
activated for catalytic CO oxidation. In order to answer
this question, Zhang and Hu [27.31] investigated CO
oxidation on Rh(111) using DFT. They discovered that
the 2p orbitals of oxygen are almost completely filled
due to strong bonding with three metal atoms at the
hollow site. As shown in Fig. 27.12a, when the oxygen
atom is activated upon shifting from the hollow to the
bridge site, there is no significant change in the LDOS
along the px axis but the LDOS decreases considerably
along the py axis, which suggests that the py orbital is
activated and available to form a new bond. At the same
time, CO needs to diffuse to the atop site in the py di-
rection, as shown in Fig. 27.12. Therefore, the oxygen
atom is inactive at the hollow site because its 2p or-
bitals are almost fully occupied, so it must be activated
by moving to the bridge site before it can react with CO.

The BEP Relation
In previous sections, we discussed the calculation of the
adsorption energy and the activation energy—two of the
most important energetic results for gas–surface inter-
actions and surface reactions—using DFT. Are these
two properties, one of which is from thermodynamics
and the other is from kinetics, correlated? According
to DFT calculations, they are indeed related. The BEP
relation is a widely utilized relation between the ad-
sorption energy and the activation energy that is used to
analyze elementary surface reactions. The typical form
of the BEP relation for an elementary surface reaction
is

Ea D ˛�HCˇ ; (27.17)

where Ea and �H are the activation energy and the en-
thalpy change for this reaction, respectively. ˛ and ˇ are
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Fig. 27.12a,b Local density of states (LDOS) projected
onto a point 0:4Å away from the center of the oxygen atom
along the px axis (a) or the py axis (b) for the oxygen at the
hollow and bridge sites. The inset depicts the bonding of
the 2px and 2py orbitals of the oxygen atom with metal
atoms. (Reprinted with permission from [27.31], Copy-
right (2000) American Chemical Society)

the two BEP parameters, which vary with the type of
surface reaction considered. The BEP relation therefore
suggests that the activation energy is linearly correlated
with the enthalpy change for surface reactions of the
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Fig. 27.13a–d Plots of activation energy (Ediss
a ) against enthalpy change (�H) for (a) more than 50 elementary reaction

steps, (b) discrete adsorbate dehydrogenation reactions (class I); (c) diatomic dissociation and hydrocarbon cracking re-
actions (class II), and (d) triatomic dissociation reactions (class III). (Reprinted with permission from [27.33], Copyright
(2003) American Chemical Society)

same type. In other words, the more thermodynamically
favorable the reaction, the lower the activation energy is
likely to be. The BEP relation for surface reactions was
proposed by several groups around the year 2000 based
on DFT calculations. Pallassana and Neurock [27.34]
demonstrated that both the hydrogenation and dehy-
drogenation of ethylene follow the BEP relation on
bimetallic Pd alloy surfaces. Logadottir et al. [27.35]
found that the adsorption energy of N2 and the activa-
tion energy for N2 dissociation are linearly correlated in
ammonia synthesis. Two different lines with different
˛ and ˇ values are found for different reaction struc-
tures, namely terrace and step sites. Liu and Hu [27.36]
also developed a model that links the activation energy,
chemisorption energies, and the bonding energy. Fol-
lowing these pioneering reports, many other examples
of BEP relations for different reactions that explain the
activities of many surface reactions were reported; these
have been reviewed by van Santen et al. [27.37].

The parameters ˛ and ˇ in the BEP relation are very
important and are the key to predicting activation en-
ergies from enthalpy changes. They vary for different

types of reactions and reaction sites. In order to ex-
plore how these parameters vary for different reactions,
Michaelides et al. [27.33] investigated the activation
energies and enthalpy changes for more than 50 disso-
ciation reactions. As shown in Fig. 27.13a, they found
a linear relation between the activation energies and
enthalpy changes of all these reactions. Interestingly,
the reactions were classified into three different classes,
each of which had its own BEP relation. The first class
corresponded to dehydrogenation reactions, including
O–H and C–H bond cleavage. The values of the slope
and the intercept for the BEP relation in this case were
found to be 0.92 and 0.87, respectively (Fig. 27.13b).
The ˛ and ˇ values for class II reactions, correspond-
ing to diatomic dissociation and hydrocarbon cracking,
were very different from those for class I, as shown in
Fig. 27.13c. The third class of reaction corresponded
to triatomic activation (Fig. 27.13d), for instance the
dissociation of molecules such as CO2, NO2, and N2O.
Michaelides et al. suggested that the differences in the
BEP parameters of the three classes are related to the
activation energies of the reverse association reactions.
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27.2.2 Reaction Mechanisms

In the previous section, we described the use of DFT
to calculate the activation energy and locate the transi-
tion state. These results can then be used to determine
the detailed steps involved in the surface reaction, i.e.,
the reaction mechanism. In this section, we discuss
the investigation of reaction mechanisms using DFT.
Two main reaction mechanisms, namely the Langmuir–
Hinshelwood (LH) and Eley–Rideal (ER) mechanisms,
are reviewed using the oxidation of CO as an example.
The Mars–van Krevelen (MvK) mechanism, which is
widely used for metal oxide and some other surfaces, is
also introduced.

The Langmuir–Hinshelwood
and Eley–Rideal Mechanisms

There are two main widely accepted reaction mecha-
nisms for surface reactions: the LH and ER mecha-
nisms. The processes involved in these two mechanisms
are illustrated in Fig. 27.14. In the LH mechanism
(Fig. 27.14a), the reaction begins with the adsorption of
both reactants. The adsorbed reactant species then dif-
fuse across the surface, eventually coming into contact,
reacting, and generating the product species. Finally,
the products desorb to the gas phase. On the other
hand, only one reactant is initially adsorbed at the sur-
face in the ER mechanism, as shown in Fig. 27.14b.
The other reactant (the white ball in Fig. 27.14b) cou-
ples with the adsorbed reactant (the brown ball in
Fig. 27.14b) from the gas phase. The last step is the
desorption of the resulting products. Both mechanisms
are found to occur in various surface reactions; inter-
estingly, most catalytic surface reactions prefer the LH
mechanism [27.38].

To understand why the LH mechanism is gener-
ally preferred in catalytic surface reactions, Baxter and
Hu [27.38] investigated the LH and ER pathways for
CO oxidation on Pt(111). Both of these mechanisms
start with CO in the gas phase and oxygen atoms (gener-
ated by the dissociation of adsorbed oxygen molecules)

Langmuir–Hinshelwood mechanisma)

Eley–Rideal mechanismb)

Fig. 27.14a,b Schematics of the (a) Langmuir–Hinshel-
wood and (b) Eley–Rideal mechanisms. The brown and
white balls represent the two reactants

on the surface. In the LH mechanism, the CO is first
adsorbed on the surface. The CO then couples with sur-
face oxygen, forming CO2. In the ER mechanism, CO
from the gas phase couples directly with the surface
oxygen. Using the constrained minimization scheme,
Baxter and Hu located the transition states of both re-
actions [27.38]. Surprisingly, the activation energies of
the ER and LH mechanisms were calculated to be 0:72
and 1:05 eV, respectively. The same phenomenon was
also observed on the Ru(001) surface; in this case, the
activation energy for CO oxidation via the ER mecha-
nismwas found to be 0:41 eV lower than that for the LH
mechanism [27.39]. Furthermore, a linear relation be-
tween the total bond strength of the initial reaction state
and the reaction barrier was found [27.38]. This linear
relation helped to explain why the ER mechanism had
a lower activation energy than the LH mechanism: to
allow oxygen atoms to couple with gas-phase CO in the
ER mechanism, the bonding between the oxygen atoms
and surface metal atoms needs to be relatively weak. In
the LH mechanism, the surface CO and oxygen must
be activated before they can react, which requires more
energy than the ER mechanism. Therefore, the barrier
to the ER mechanism is generally lower than that to the
LH mechanism.

These findings obviously contrast with the state-
ment that most surface reactions follow the LH mecha-
nism. To answer this paradox, the energy profiles for
both mechanisms of CO oxidation on Pt(111) were
compared, as shown in Fig. 27.15. The ER mechanism
has two conditions: first, the gas-phase CO should be
located above the surface oxygen in the correct orien-
tation; second, the CO must possess enough energy to

TS (LH)

FS

O C

TS (ER)

C
O

O

O
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C

O

IS (LH)

IS (ER)

CO (g)

CO2 (g)

1.67 eV
1.05 eV

1.66 eV

0.72 eV

Fig. 27.15 Total energy profiles for CO oxidation on
Pt(111) via the LH and ER mechanisms. (Reprinted
with permission from [27.33], Copyright (2003) American
Chemical Society)



Part
G
|27.2

924 Part G Gas Surface Interaction

overcome the reaction barrier to the ER mechanism. On
the other hand, the adsorption energy of CO on Pt(111)
is 1:67 eV, so the adsorption of CO is favorable ther-
modynamically, and the surface coverage of CO should
be high. Thus, surface oxygen is more likely to couple
with surface CO than with gas-phase CO. Furthermore,
the entropy of gas-phase CO at the reaction tempera-
ture can also change the overall picture. When entropy
is taken into account, the barrier to the ER mechanism
increases due to the increase in the entropy of the gas-
phase CO. On the other hand, changing the entropy of
the gas-phase CO only affects the adsorption energy
of CO. Therefore, taking the effect of temperature into
consideration, the barrier to the ER mechanism will in-
crease whereas the barrier to the LH mechanism will be
almost unaffected. Thus, even though the total energy
barrier to the LH mechanism is higher than that to the
ER mechanism, CO prefers to react with oxygen via the
LH mechanism.

MvK Mechanism
Another common mechanism besides the LH and ER
mechanisms is the MvK mechanism. In MvK, the lat-
tice components of the surface are involved in the
reaction. For example, the lattice oxygen on a metal
oxide surface may react with an adsorbate, forming an
oxygen vacancy. The lattice oxygen is then regenerated
via the dissociation of a gas-phase oxygen molecule. In
this section, we explore the mechanisms for methane
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nickel site only
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CH3

+ CH4
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Fig. 27.16 Two reaction pathways for the complete oxidation of methane on a type I NiCo2O4(110)-B crystal. Path-
way A (red) involves dehydrogenation at a nickel site only, whereas pathway B (blue) also involves Ni but includes
dehydrogenation at a nearby Co site. V donates the oxygen vacancy

oxidation on nickel-doped cobalt oxide, which are typ-
ical examples of the MvK mechanism.

Nickel-doped cobalt oxide (NiCo2O4) was found to
be an excellent catalyst for complete methane oxida-
tion by Tao et al. [27.30]. This catalyst facilitates the
complete oxidation of methane at temperatures from
350 to 550 ıC. To investigate the reaction mechanism
for enhanced methane oxidation on NiCo2O4, DFT cal-
culations were implemented [27.30]. To begin with, the
stabilities of all the facets with low Miller indices were
evaluated based on the surface energies. NiCo2O4(100),
NiCo2O4(110)-A, and NiCo2O4(110)-B were found to
be stable, given their low surface energies. The barri-
ers to the dissociative adsorption of methane on these
three surfaces were then calculated to evaluate their ac-
tivities. The Ni on the NiCo2O4(110)-B surface was
observed to be the most active site for methane acti-
vation, with a dissociation barrier of 0:52 eV. Based on
all of the above knowledge, the mechanism for methane
oxidation on NiCo2O4(110)-B was investigated. Two
favorable reaction pathways were discovered, as shown
in Fig. 27.16; both are typical examples of the MvK
mechanism as they involve the lattice oxygen.

On the NiCo2O4(110)-B surface, both the nickel
and cobalt atoms are bonded to two lattice oxygen
atoms, as shown in Fig. 27.16. The reaction starts with
the dissociative adsorption of CH4, in which CH3 is ad-
sorbed at a nickel site while the dissociated hydrogen
atom is accepted by a nearby lattice oxygen, forming
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a OH group. It is then favorable for the CH3 to couple
with another lattice oxygen, yielding CH3O. Next, there
are two possible pathways: pathway A, which only in-
volves the nickel site, or pathway B, which involves
both nickel and cobalt sites. These pathways are de-
picted in red and black, respectively, in Fig. 27.16.

In pathway A, CH3O is dehydrogenated by the sur-
face OH group. The resulting H2O desorbs, leaving an
oxygen vacancy, and an oxygen molecule is adsorbed at
this vacancy (lower left in Fig. 27.16). The formation of
an oxygen vacancy and the regeneration of lattice oxy-
gen are central processes in the MvK mechanism. As
shown in Fig. 27.16, the C–H bond in CH2O then disso-
ciates with the help of the adsorbed oxygen molecule,
which leads to CHO and OOH species (middle left in
Fig. 27.16). Further dehydrogenation of CHO is fa-
vorable, and the H2O that is generated desorbs before
another oxygen molecule is adsorbed, just as in the step
described above. At the end of the reaction cycle, the
CO is oxidized by the oxygen molecule and the result-
ing CO2 desorbs to the gas phase.

Pathway B is similar to pathway A except that the
dehydrogenations of CH3O and CH2O are assisted by
the lattice oxygen of a nearby cobalt site. According
to DFT calculations, pathway B is more favorable than
pathway A, suggesting that the synergistic effect of the
nickel and cobalt sites is the reason for the enhanced
catalytic activity of NiCo2O4(110)-B. The lattice oxy-
gen plays very important roles in both pathways, which
are two typical examples of the MvK mechanism. The
assistance provided by lattice oxygen atoms in the de-
hydrogenation and oxidation steps and the regeneration
of the lattice oxygen are the main reasons for the unique
catalytic properties of metal oxide materials.

27.2.3 Active Sites

There are many reaction sites on most catalyst surfaces.
These sites possess different chemical environments,
oxidation states, and local geometries, and therefore
different catalytic behaviors. Normally only a few sites
exhibit high catalytic activities for a specific reaction.
These sites are known as the active sites. Some reac-
tions are catalyzed by only one specific site on a surface
(the other sites are completely inert). In heterogeneous
catalysis, a good understanding of the active sites is
required to appropriately engineer the structure of the
catalyst at the atomic level. In this section, we provide
examples of active sites with different oxidation states.

Under realistic reaction conditions (especially those
required for oxidation), there may be sites with dif-
ferent oxidation states, which tend to have different
catalytic activities and associated reaction mechanisms.
One well-known example is the so-called pressure gap

in catalytic CO oxidation at a ruthenium surface [27.40,
41]. Under ultrahigh vacuum conditions, the ruthe-
nium surface exhibits a low activity for CO oxidation,
whereas the surface can efficiently catalyze CO oxida-
tion under oxygen-rich conditions. The high activity of
ruthenium under these reaction conditions was discov-
ered to be due to the formation of a ruthenium oxide
film that is active in CO oxidation [27.41]. The reason
for the difference in activity between the metal and the
metal oxide is very complex. Below, we review a re-
cent DFT study of the dehydrogenation of cyclohexanol
on copper and copper oxide surfaces that highlights the
difference between a metal and a metal oxide in this
context.

The catalytic dehydrogenation of cyclohexanol to
cyclohexanone is of great importance in the manufac-
ture of nylon, and copper-based catalysts are among
the most promising. However, experimental studies
were unable to clarify the active site for cyclohex-
anol dehydrogenation on copper-based catalysts. There-
fore, to identify the active site and the mechanism
for cyclohexanol dehydrogenation on copper-based cat-
alysts, Wang et al. [27.42] carried out a DFTCU
study of the dehydrogenation of cyclohexanol on cop-
per and copper oxide. Two sites with different ox-
idation states—monovalent copper oxide and metal-
lic copper—were considered. Six facets were taken
into account: Cu(100), Cu(110), Cu(111), Cu2O(100),
Cu2O(110), and Cu2O(111). Based on their calculated
surface energies, the Cu(111) and Cu2O(111) were
found to be the most stable metallic and oxide facets,
respectively. As shown in Fig. 27.17, the surface struc-
tures of Cu(111) and Cu2O(111) are quite different:
there are four reaction sites on close-packed Cu(111),
namely the top, bridge, and two hollow sites (fcc and
hcp); whereas Cu2O(111) is hexagonally structured,
with two different copper sites—coordinatively satu-
rated (CuCSA) and unsaturated (CuCUS) copper. These
completely different surface structures are likely to re-
sult in different catalytic activities.

Using DFT calculations, the adsorption free energy
of the reactant cyclohexanol at the reaction temperature,
260 ıC, was found to be 0:74 and �0:45 eV on Cu(111)
and Cu2O(111), respectively. Therefore, reactant ad-
sorption on the metallic copper surface is unfavorable
under reaction conditions; adsorption on Cu2O(111)
is preferred. The adsorption sites on Cu(111) and
Cu2O(111) are the top and CuCUS sites, respectively.
Thus, the high adsorption energy on Cu2O(111) may
be due to the activity of the low-coordination copper
site. The dehydrogenation of cyclohexanol was then in-
vestigated, and the effective barriers on Cu(111) and
Cu2O(111) were calculated to be 1:77 and 1:53 eV,
respectively, which suggests that Cu2O(111) is likely
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a) b)fcc

Top

Bridge

hcp
CuCUS

OCUS

CuCSA

Fig. 27.17a,b The surface structures
of and the possible reaction sites
on (a) Cu(111) and (b) Cu2O(111).
The ball and stick notation is used
for surface atoms whereas all of the
subsurface atoms are depicted using
a point and line notation. (Reprinted
from [27.42], with permission from
Elsevier)

to be the active site in cyclohexanol dehydrogenation.
Based on this work, it is apparent that the significant
structural differences between sites with different ox-
idation states are a major reason for the difference in
catalytic activity between these sites.

Active site determination is one of the most com-
plicated aspects of modeling surface reactions. Aside
from oxide sites, carbide, hydride, sulfide, and/or ni-

tride sites may be active sites in some reactions. Fur-
thermore, there are many facets of metallic surfaces
with different structures, such as terrace, step, and kink
structures. The active sites for some novel catalysts
such as metal-organic frameworks, metal-free catalysts,
and single-atom catalysts are largely unknown. First-
principles methods may offer efficient approaches for
probing the active sites of these materials.

27.3 Perspectives

In this chapter, we have seen that first-principles cal-
culations are powerful tools that allow us to obtain
a deeper understanding of the gas–surface interaction
and surface reactions. Results for energy parameters
such as the adsorption energy and the activation energy
can easily be obtained from first-principles calculations,
as can structural details such as the geometries of the
adsorbed molecules, transition states, and intermedi-
ate states in surface reactions. These results lead to
a clearer understanding of gas–surface interactions and
surface reactions. Aided by first-principles calculations,
some new theoretical frameworks have been proposed,
including the d-band center theory, the generalized co-
ordination number, the bonding contribution equation,
and the BEP relation, all of which were reviewed in this
chapter. First-principles calculations were also found to
be helpful for understanding the reaction mechanisms
and the active sites of surface reactions, as mentioned
above. Even though first-principles calculations have
become an important tool in surface science, the fol-
lowing challenges must still be addressed:


 The affordable first-principles methods that are
currently used to investigate gas–surface inter-

actions and surface reactions are not yet accu-
rate enough to achieve high chemical accuracy,
while high-level first-principles methods are gener-
ally too expensive. Accurate first-principles meth-
ods for reasonably large systems are still to be
developed.
 Most of the energy values obtained using first-
principles methods are total energies. In real sys-
tems, free energies must be accounted for when
determining gas–surface interactions and surface
reactions. While it is straightforward to com-
pute free energy gas-phase molecules or species
on surfaces, it is quite time-consuming for sys-
tems containing liquids. Fast methods to calcu-
late the free energies of solid/liquid interfaces are
desirable.
 Under realistic reaction conditions, there are many
factors that may change the behavior of ideal mod-
els in first-principles calculations, such as the ef-
fects of water and the adsorbate–adsorbate inter-
action. These effects must be considered, as doing
so should lead to a better understanding of gas–
surface interactions and surface reactions in real
systems.



Gas Surface Interaction and Surface Reactions References 927
Part

G
|27

References

27.1 P.J. Feibelman, B. Hammer, J.K. Norskov, F. Wagner,
M. Scheffler, R. Stumpf, R. Watwe, J. Dumesic: The
CO=Pt(111) puzzle, J. Phys. Chem. B 105, 4018–4025
(2001)

27.2 V.R. Stamenkovic, B. Fowler, B.S. Mun, G. Wang,
P.N. Ross, C.A. Lucas, N.M. Marković: Improved oxy-
gen reduction activity on Pt3Ni(111) via increased
surface site availability, Science 315, 493–497 (2007)

27.3 V. Stamenkovic, B.S. Mun, K.J.J. Mayrhofer,
P.N. Ross, N.M. Markovic, J. Rossmeisl, J. Greeley,
J.K. Nørskov: Changing the activity of electrocat-
alysts for oxygen reduction by tuning the surface
electronic structure, Angew. Chem. Int. Ed. 45,
2897–2901 (2006)

27.4 Z. Wang, P. Hu: Towards rational catalyst design:
A general optimization framework, Philos. Trans. R.
Soc. A 374, 20150078 (2016)

27.5 G.S. Blackman, M.L. Xu, D.F. Ogletree, M.A. Van
Hove, G.A. Somorjai: Mix of molecular adsorption
sites detected for disordered CO on Pt(111) by diffuse
low-energy electron diffraction, Phys. Rev. Lett. 61,
2352–2355 (1988)

27.6 E. Schweizer, B.N.J. Persson, M. Tüshaus, D. Hoge,
A.M. Bradshaw: The potential energy surface, vi-
brational phase relaxation and the order-disorder
transition in the adsorption system Ptf111g-CO, Surf.
Sci. 213, 49–89 (1989)

27.7 G. Blyholder: Molecular orbital view of
chemisorbed carbon monoxide, J. Phys. Chem. 68,
2772–2777 (1964)

27.8 A. Föhlisch, M. Nyberg, J. Hasselström, O. Karis,
L.G.M. Pettersson, A. Nilsson: How carbon monox-
ide adsorbs in different sites, Phys. Rev. Lett. 85,
3309–3312 (2000)

27.9 H. Aizawa, S. Tsuneyuki: First-principles study of CO
bonding to Pt(111): validity of the Blyholder model,
Surf. Sci. 399, L364–L370 (1998)

27.10 G. Kresse, A. Gil, P. Sautet: Significance of single-
electron energies for the description of CO on Pt(111),
Phys. Rev. B 68, 073401 (2003)

27.11 S.E. Mason, I. Grinberg, A.M. Rappe: First-princi-
ples extrapolation method for accurate CO adsorp-
tion energies on metal surfaces, Phys. Rev. B 69,
161401 (2004)

27.12 Y. Wang, S. de Gironcoli, N.S. Hush, J.R. Reimers:
Successful a priori modeling of CO adsorption on
Pt(111) using periodic hybrid density functional the-
ory, J. Am. Chem. Soc. 129, 10402–10407 (2007)

27.13 L. Schimka, J. Harl, A. Stroppa, A. Grüneis, M. Mars-
man, F. Mittendorfer, G. Kresse: Accurate surface
and adsorption energies from many-body pertur-
bation theory, Nat. Mater. 9, 741–744 (2010)

27.14 L. Hedin: New method for calculating the one-
particle green’s function with application to the
electron-gas problem, Phys. Rev. 139, A796–A823
(1965)

27.15 B. Hammer, J.K. Norskov: Why gold is the noblest
of all the metals, Nature 376, 238–240 (1995)

27.16 B. Hammer, J.K. Norskov: Theoretical surface sci-
ence and catalysis – calculations and concepts,
Adv. Catal. 45, 71–129 (2000)

27.17 A. Schlapka, M. Lischka, A. Groß, U. Käsberger,
P. Jakob: Surface strain versus substrate interac-
tion in Heteroepitaxial metal layers: Pt on Ru(0001),
Phys. Rev. Lett. 91, 016101 (2003)

27.18 J. Greeley, M. Mavrikakis: Alloy catalysts designed
from first principles, Nat. Mater. 3, 810–815 (2004)

27.19 J. Zhang, X. Liu, R. Blume, A. Zhang, R. Schlögl,
D.S. Su: Surface-modified carbon nanotubes cat-
alyze oxidative dehydrogenation of n-butane, Sci-
ence 322, 73–77 (2008)

27.20 Z. Wang, B. Yang, Y. Wang, Y. Zhao, X.M. Cao, P. Hu:
Identifying the trend of reactivity for sp2 materials:
an electron delocalization model from first prin-
ciples calculations, Phys. Chem. Chem. Phys. 15,
9498–9502 (2013)

27.21 A. Logadottir, J.K. Norskov: Ammonia synthesis over
a Ru(0001) surface studied by density functional
calculations, J. Catal. 220, 273–279 (2003)

27.22 J. Cheng, P. Hu, P. Ellis, S. French, G. Kelly, C.M. Lok:
Some understanding of Fischer–Tropsch synthesis
from density functional theory calculations, Top.
Catal. 53, 326–337 (2010)

27.23 F. Calle-Vallejo, J.I. Martínez, J.M. García-Lastra,
P. Sautet, D. Loffreda: Fast prediction of adsorption
properties for platinum nanocatalysts with gener-
alized coordination numbers, Angew. Chem. Int.
Ed. 53, 8316–8319 (2014)

27.24 F. Calle-Vallejo, J. Tymoczko, V. Colic, Q.H. Vu,
M.D. Pohl, K. Morgenstern, D. Loffreda, P. Sautet,
W. Schuhmann, A.S. Bandarenka: Finding optimal
surface sites on heterogeneous catalysts by count-
ing nearest neighbors, Science 350, 185–189 (2015)

27.25 Z. Wang, P. Hu: Formulating the activity contribu-
tion equation in heterogeneous catalysis: A quan-
titative description of the relationship between
surface structure and adsorption energy (unpub-
lished)

27.26 J. Cheng, P. Hu: Theory of the kinetics of chemi-
cal potentials in heterogeneous catalysis, Angew.
Chem. Int. Ed. 50, 7650–7654 (2011)

27.27 Y. Hou, D. Wang, X.H. Yang, W.Q. Fang, B. Zhang,
H.F. Wang, G.Z. Lu, P. Hu, H.J. Zhao, H.G. Yang:
Rational screening low-cost counter electrodes for
dye-sensitized solar cells, Nat. Commun. 4, 1583
(2013)

27.28 A. Alavi, P.J. Hu, T. Deutsch, P.L. Silvestrelli, J. Hut-
ter: CO oxidation on Pt(111): an ab initio density
functional theory study, Phys. Rev. Lett. 80, 3650–
3653 (1998)

27.29 Y. Mao, Z. Wang, H.-F. Wang, P. Hu: Understanding
catalytic reactions over zeolites: A density func-
tional theory study of selective catalytic reduction
of NOx by NH3 over Cu-SAPO-34, ACS Catalysis 6(11),
7882–7891 (2016)

27.30 F.F. Tao, J.J. Shan, L. Nguyen, Z. Wang, S. Zhang,
L. Zhang, Z. Wu, W. Huang, S. Zeng, P. Hu: Under-
standing complete oxidation of methane on spinel



Part
G
|27

928 Part G Gas Surface Interaction

oxides at a molecular level, Nat. Commun. 6, 7798
(2015)

27.31 C.J. Zhang, P. Hu: Why must oxygen atoms be acti-
vated from hollow sites to bridge sites in catalytic
CO oxidation?, J. Am. Chem. Soc. 122, 2134–2135
(2000)

27.32 C. Zhang, P. Hu, A. Alavi: A general mechanism for
CO oxidation on close-packed transition metal sur-
faces, J. Am. Chem. Soc. 121, 7931–7932 (1999)

27.33 A. Michaelides, Z.P. Liu, C.J. Zhang, A. Alavi,
D.A. King, P. Hu: Identification of general lin-
ear relationships between activation energies and
enthalpy changes for dissociation reactions at sur-
faces, J. Am. Chem. Soc. 125, 3704–3705 (2003)

27.34 V. Pallassana, M. Neurock: Electronic factors gov-
erning ethylene hydrogenation and dehydro-
genation activity of pseudomorphic PdML/Re(0001),
PdML/Ru(0001), Pd(111), and PdML/Au(111) surfaces,
J. Catal. 191, 301–317 (2000)

27.35 A. Logadottir, T.H. Rod, J.K. Nørskov, B. Ham-
mer, S. Dahl, C.J.H. Jacobsen: The Brønsted–Evans–
Polanyi relation and the volcano plot for ammonia
synthesis over transition metal catalysts, J. Catal.
197, 229–231 (2001)

27.36 Z.P. Liu, P. Hu: General trends in CO dissociation on
transition metal surfaces, J. Chem. Phys. 114, 8244–
8247 (2001)

27.37 R.A. van Santen, M. Neurock, S.G. Shetty: Reactivity
theory of transition-metal surfaces: A Brønsted–
Evans–Polanyi linear activation energy-free-en-
ergy analysis, Chem. Rev. 110, 2005–2048 (2010)

27.38 R.J. Baxter, P. Hu: Insight into why the Langmuir–
Hinshelwood mechanism is generally preferred,
J. Chem. Phys. 116, 4379–4381 (2002)

27.39 C.J. Zhang, P. Hu, A. Alavi: A density functional
theory study of CO oxidation on Ru(0001) at low
coverage, J. Chem. Phys. 112, 10564–10570 (2000)

27.40 H. Over, M. Muhler: Catalytic CO oxidation over
ruthenium—bridging the pressure gap, Prog. Surf.
Sci. 72, 3–17 (2003)

27.41 H. Over, Y.D. Kim, A.P. Seitsonen, S. Wendt, E. Lund-
gren, M. Schmid, P. Varga, A. Morgante, G. Ertl:
Atomic-scale structure and catalytic reactivity of
the RuO2(110) surface, Science 287, 1474 (2000)

27.42 Z. Wang, X. Liu, D.W. Rooney, P. Hu: Elucidating
the mechanism and active site of the cyclohex-
anol dehydrogenation on copper-based catalysts:
A density functional theory study, Surf. Sci. 640,
181–189 (2015)

Ziyun Wang

University of Toronto
Toronto, Canada
ziyunwang.wang@utoronto.ca

Dr. ZiyunWang studied for his PhD (2012–2015) and research fellowship (2015–2017)
at Queen’s University Belfast with Prof. Peijun Hu and Prof. Chris Hardacre (Univer-
sity of Manchester). From 2017 to 2018, he was a postdoc with Prof. Jens Nørskov
and Dr. Thomas Bligaard at Stanford University. He is currently a postdoc with Prof.
Ted Sargent at the University of Toronto.

Peijun Hu

p.hu@qub.ac.uk Peijun Hu received a lectureship at Queen’s University Belfast in 1995,
where he was promoted to a reader in 2001 and to a professor in 2004.
In 2009, he was elected a member of Royal Irish Academy. Since joining
Queen’s University, he has developed a strong research group with a special
interest in theoretical chemistry, particularly heterogeneous catalysis, and
has developed some new theories for heterogeneous catalysis.

Qingfeng Ge

qge@chem.siu.edu Dr. Qingfeng Ge is a professor and Distinguished Scholar at the
Department of Chemistry and Biochemistry of Southern Illinois
University in Carbondale, as well as Associate Editor of the Journal
of CO2Utilization. Dr. Ge was educated in Tianjin University, worked
as a research associate at Copenhagen University and Cambridge
University, and was a research scientist at the University of Virginia
before joining SIUC in 2003.



Nonadiabatic
929

Part
G
|28

28. Nonadiabatic Effects in Gas-Surface Dynamics

Maite Alducin , Ricardo Díez Muiño , J. Iñaki Juaristi

In this chapter, we will provide the theoretical
foundations on which the local-density friction
approximation (LDFA) is based and examples of its
application to gas–surface interaction problems.
With this aim, first in Sect. 28.2 we will review the
derivation of the stopping power (energy lost per
unit path length) for an atom or molecule traveling
through a uniform electron gas in the strong cou-
pling limit, i.e., when its velocity is lower than the
Fermi velocity of the system. Real systems present
electronic density nonlinearities. For this reason in
Sect. 28.3, we show how this method for calcu-
lating the stopping power has been successful to
reproduce and explain experimental energy-loss
measurements for ions/atoms traveling through
real solids and interacting with metal surfaces. The
last part of Sect. 28.3 is devoted to the description
of the LDFA method that accounts for the effect
of energy losses in the dynamics of thermal and
hyperthermal gas particles interacting with metal
surfaces. Its implementation both in molecular
dynamics performed in precalculated potential
energy surfaces (PESs) and in ab-initio molecular
dynamics is also discussed. Finally, an overview
of the knowledge acquired during last years by
the application of the LDFA will be presented in
Sect. 28.4. In particular, we will analyze the im-
portance of electron–hole (e–h) pair excitations
in different gas–surface elementary processes that
involve atoms and molecules of practical interest,
such as H, N, H2, N2, and H2O. The analysis will
mostly review the results obtained for the dis-
sociative and nondissociative adsorption, for the
Eley–Rideal and hot-atom recombinations and for
the scattering of these gas species on different
metal surfaces. As a general conclusion, it will be
shown that e–h pair excitations are typically
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relevant for long-lasting processes. The last part
of this section will review recent applications of
the LDFA to model the desorption dynamics of
atoms or molecules induced by femtosecond laser
pulses. A summary of this chapter is provided in
Sect. 28.5.

In regard to metal surfaces, there is ample consen-
sus in accepting that low-energy electrons can already
be excited by thermal and hyperthermal atoms and
molecules. Still, the remaining open question is how the
different gas–surface elementary processes are affected

by such low-energy electronic excitations. Here, we re-
view recent progress in the theoretical understanding of
nonadiabatic effects in most common gas–surface el-
ementary reactions. The LDFA, which is the focus of
this chapter, provides the ideal theoretical framework to

© Springer Nature Switzerland AG 2020
M. Rocca, T.S. Rahman, L. Vattuone (Eds.), Springer Handbook of Surface Science, Springer Handbooks,
https://doi.org/10.1007/978-3-030-46906-1_28

https://orcid.org/0000-0002-1264-7034
https://orcid.org/0000-0001-8593-0327
https://orcid.org/0000-0002-4208-8464
https://doi.org/10.1007/978-3-030-46906-1_28


Part
G
|28.2

930 Part G Gas Surface Interaction

efficiently account for the low-energy electronic excita-
tions in present state-of-the-art gas–surface simulations
and, as such, the LDFA has been decisive in achiev-
ing this understanding. The LDFA has been applied to
study nonadiabatic effects in the scattering of atoms
and molecules, in the dissociation of molecules and
subsequent relaxation of the nascent hot atoms, and
also recently in Eley–Rideal and hot-atom recombina-
tive abstraction processes. All these studies provide us
with some hints to establish under what circumstances

these excitations become efficient and may, hence, af-
fect a specific process. A general observation is that the
nature of these excitations usually requires long-lasting
interactions at the surface in order to observe deviations
from the adiabatic behavior. As a final and interesting
remark, we will also show that the LDFA has been
successfully applied to simulate desorption processes
induced by intense femtosecond laser pulses, provided
that desorption is actually mediated by the laser–created
hot-metal electrons.

28.1 Modeling Gas–Surface Interaction

Modeling the interaction dynamics of thermal and hy-
perthermal molecules and atoms with metal surfaces
is relevant to understanding the mechanisms and prop-
erties that rule the reactivity of a given gas–surface
system. In the end, this understanding will pave the way
to the control of surface processes at the atomic and
molecular scale. Traditionally, theoretical studies of the
elementary processes arising in gas–solid interfaces re-
lied on the Born–Oppenheimer approximation (BOA),
which assumes that electrons adapt instantaneously to
the nuclear motion. As a consequence, the interaction
between the gas particle and the metal can be described
using a single adiabatic potential energy surface to per-
form either classical or quantum molecular dynamics
calculations.

Obviously, the adiabatic approximation facilitates
the theoretical treatment of these processes. Neverthe-
less, since the incidence energy of the gas particles is
quite low, in the range of tens of meVs up to a few
eV, an accurate theoretical description of the dynamical
gas–surface interaction usually requires first principles
at the level of density functional theory (DFT), as well
as inclusion of at least all the degrees of freedom of
the gas species involved in the event. Once these con-
ditions are fulfilled, there are various examples in the
literature proving the reasonable success of the adi-
abatic approximation in describing the fundamental
properties in most elementary gas–surface processes:
dissociation [28.1–7], recombination between incom-
ing gas-atoms and adsorbates [28.8–10], angular dis-
tribution and rovibrational states of the scattered gas

species [28.11–14], and diffraction peaks [28.1, 15–17],
to cite few.

However, since in a metal there is no energy
threshold for electronic excitations, even a slow atom/
molecule moving close to the surface excites e–h pairs.
The chemicurrents measured upon adsorption of ther-
mal atoms and molecules on metal surfaces provide
experimental evidence supporting this idea [28.18]. The
aim is then to understand how these low-energy ex-
citations revert on the different processes occurring
at the gas–solid interface. In this respect, the chal-
lenge in present gas–surface dynamics simulations is to
provide a reliable description of these electronic excita-
tions while keeping the level of accuracy reached with
the full-dimensional adiabatic calculations. Different
models have been developed to account for this energy-
dissipation channel in the scattering and adsorption of
gas species on metals [28.19–25]. Among them, one
method that allows us to include this effect in both of
the advanced approaches used in multidimensional dy-
namics simulations—molecular dynamics performed in
precalculated potential energy surfaces of DFT quality
and ab-initio molecular dynamics—is the local-density
friction approximation (LDFA) [28.23]. Briefly, in this
method a friction force is introduced in the classical
equations of motion. The corresponding friction coeffi-
cient is a function of the value of the surface electronic
density, calculated with DFT, at the position of the mov-
ing atom. The value of the friction coefficient itself is
also calculated with DFT for the same atom moving
through a uniform electron gas of that density.

28.2 Theory of Electronic Friction in a Free Electron Gas

The uniform electron gas model has been widely used
in condensed matter physics to describe metallic sys-
tems. Its origins go back to the early work of Drude,

Bohr, and Sommerfeld. According to the electron gas
model, the valence electrons of a solid move freely
through the volume. This approximation can be further
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supported with the use of the jellium model, in which
the solid ion cores are smoothed into a constant back-
ground of positive charge that compensates in average
the Coulomb interaction of a constant electronic density
n0.

For decades, the theoretical study of the interaction
between moving atomic particles and metallic media
was based on the electron gas picture. An ion travel-
ing through an electron gas creates a perturbation in
the electronic density. A rearrangement of the medium
electronic density is generated due to the Coulomb po-
tential of the projectile. The metal electrons are piled up
in a spatial region near the charge in order to screen the
long-range Coulomb interaction. In this framework, the
stopping power, i.e., the energy lost per unit path length
by the particle, is the retarding force that this screening
charge exerts on the atom.

Starting in the 1950s, a large body of literature on
stopping power based on linear theory emerged. In the
linear approximation, the moving projectile is consid-
ered a small perturbation to the electronic medium. The
response of the latter can, thus, be represented by a lin-
ear response function, quite often in the random-phase
approximation. Linear response is, however, quantita-
tively inaccurate in the regime in which the Sommerfeld
parameter Z=v is not much lower than 1 (Z=v � 1;
atomic units, a.u., are used throughout unless otherwise
stated). In the definition of the Sommerfeld parameter,
Z is the charge of the moving projectile, and v is the
relative velocity of the collision between the projectile
and the medium electrons. The relative velocity in the
collision v is roughly the projectile velocity, when this
is large enough. For very slow projectiles, however, v
can be estimated from the Fermi velocity of the medium
electrons. In practice, then, linear theory works well for
low charges, fast projectiles, or high-electron density
media. Under other circumstances, alternative nonper-
turbative models must be used.

In the strong perturbation regime, a customary way
to introduce the theoretical calculation of the energy
loss in an electron gas is scattering theory. The energy
lost by a projectile in motion inside a free-electron gas
is, thus, obtained from the change in linear momentum
arising in the collisions between the moving projec-
tile and the medium electrons. Taking advantage of
the difference in masses between the incoming atomic
projectile and the electrons, the rest frame of the pro-
jectile can be considered as the system of reference in
the calculation. The change in projectile velocity and,
therefore, the projectile energy loss is in this picture
a consequence of the momentum transfer in the elec-
tron scattering off the projectile potential.

The practical difficulties in this scheme are, in
principle, twofold. The first one is the calculation of

the scattering potential and the scattering properties in
an accurate way. In the limit of vanishing velocities
of the projectile, the scattering potential can be self-
consistently calculated using density functional theory
(DFT). For increasing velocities, however, the cal-
culation of the self-consistent potential can be more
involved. The second difficulty is a correct evaluation
of the flux of electrons colliding with the projectile. In
the case of vanishing velocities, again, the problem is
simplified, and only electrons at the Fermi level con-
tribute. For larger velocities, the level occupancy can be
described using the shifted Fermi sphere (SFS) descrip-
tion introduced by Schönhammer [28.26].

In 1999, Salin et al. showed [28.27] that this scat-
tering approach is equivalent to an adiabatic evolution
of the electron gas from its initial homogeneous dis-
tribution to a final state in which the projectile is
dynamically screened. They proved this equivalence by
using the ensemble Kohn–Sham (KS) method within
the local-density approximation. The equivalence re-
quires, of course, that the KS potential and the KS wave
functions are used to obtain the scattering properties.
In [28.27], it was demonstrated that the stopping power
must be linearly dependent with its velocity for low val-
ues and shows that, in practice, it is roughly linear up to
velocities similar to the Fermi velocity of the medium
electrons. It nicely also shows the connection between
the scattering theory of energy loss and DFT-like ap-
proaches based on the calculation of the asymmetric
change in the electronic density induced by the projec-
tile.

It is only in recent years that more sophisticated cal-
culations based on time-dependent density functional
theory (TDDFT) have become available. TDDFT pro-
vides a self-consistent, nonperturbative, time-domain
treatment of electron dynamics in many body sys-
tems. Therefore, TDDFT calculations of the energy
loss are, in principle, valid over the full range of ve-
locities, from the quasistatic limit to the high-velocity
regime, keeping the accuracy of nonperturbative meth-
ods. Quijada et al. used big jellium clusters to mimic
the stopping power in metallic solids [28.28]. Beyond
the electron-gas picture, TDDFT has been also used to
obtain the stopping power of atoms in solids [28.29–33]
and to study general electronically nonadiabatic effects
of slow atoms and molecules on metal surfaces [28.22,
34].

28.2.1 Scattering Theory

In the following, we will restrict ourselves to the case of
an atom or molecule moving inside an infinite homoge-
neous electron gas with a velocity v much lower than
the Fermi velocity of the electrons in the medium vF
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(v � vF). The mass of the projectile M is much larger
than that of the electrons in the medium (M� 1). We
will use the scattering-theory formulation to obtain sim-
plified expressions for the stopping power in terms of
some scattering magnitudes. We mentioned before that
this approach, even if based on classical binary colli-
sions between the moving projectile and the medium
electrons, is actually equivalent to a fully quantum-
mechanical DFT description of the energy-loss process.
We proceed with the scattering approach, nevertheless,
because it provides an intelligible picture of the mecha-
nisms that give rise to the energy exchange.

The density of the electron gas before the entrance
of the incident particle is constant n0. The electron gas
parameter rs can be obtained from the density through
1=n0 D 4 r3s=3 and is related to the Fermi momentum
kF through k3F D 9 =.4r3s /. For zero temperature, all oc-
cupied electron states have a momentum q lower than
kF, obeying a Fermi distribution g0.q/

g0.q/D 1

4 3
�.kF� q/ ; (28.1)

where �.x/ is the Heaviside step function. The elec-
tronic density of the electron gas is recovered by inte-
gration

n0 D
Z

d3q g0.q/ : (28.2)

The energy lost by the moving projectile arises from
the exchange of momentum with the medium electrons
due to sequential individual collisions along the trajec-
tory. The net momentum transferred to the projectile by
the flux of electrons is, thus, the origin of the retarding
force.

It is easier to calculate the momentum transfer in the
inertial system of reference of the moving projectile.
Under the infinite-mass approximation (M� 1), the
projectile system of reference actually coincides with
the center of mass of the system. Let us, respectively,
call PDMv and P0 DMv 0 the linear momenta of the
projectile before and after the collision. The change in
momentum of the projectile will be then �PD P0 �P.
In the same way, we define k and k0 as the momenta
of a single electron before and after the collision in the
center-of-mass reference frame;�kD k0 �k is thus the
change in momentum. Conservation of momentum and
energy requires that

�PD��k ; (28.3)

�ED��� ; (28.4)

where �E is the kinetic energy transferred to the pro-
jectile

�ED .P0/2

2M
� .P/

2

2M
(28.5)

and �� is the change in kinetic energy of the electron
after the collision

�� D .k0/2

2
� .k/

2

2
: (28.6)

Using these equations and substituting P0 D P��k in
(28.4), we find that

�ED 1

2M

h
.�k/2 � 2P�k

i

D P
M
.k� k0/D v .k� k0/ ; (28.7)

where terms of order � .1=M/ have been neglected.
This infinite mass approximation implicitly implies that
changes in the projectile velocity v during the collision
are negligible. Otherwise said, there is no recoil.

So far, we have obtained the energy transferred to
the moving projectile due to a well-defined collision
with a single electron. The next step is to obtain the
total energy transferred to the projectile due to the to-
tal flux of electrons encountered by the projectile per
unit time. In the system of reference of the projectile
(i.e., the center of mass), the homogeneous electron gas
moves with a velocity�v . The velocities of the incident
electrons are correspondingly shifted by a vector �v
following a simple Galilean transformation. Therefore,
again in the case of zero temperature, the occupancy
of the electronic states can be obtained from a shifted
Fermi sphere distribution g.k/

g.k/D 1

4 3
�.kF� jkC v j/ : (28.8)

The flux of electrons N.k/ with momentum k per unit
area and per unit time is, thus,

N.k/D k g.k/ d3k : (28.9)

In order to know how many of them emerge with
a final momentum k0 after the collision, we need to
introduce a new function, namely, the differential scat-
tering cross section �.k; k0/ [28.35]. In scattering theory
and for a fixed center of scattering, i.e., a static poten-
tial V.r/, �.k; k0/ measures the proportionality factor
between the number of particles scattered with a final
momentum k0 and the initial number of incident parti-
cles per unit area and per unit time with a momentum k.
It can be expressed in terms of the complex scattering
amplitude f .k; k0/ through

�.k; k0/D jf .k; k0/j2 : (28.10)

For a spherically symmetric potential V.r/, the angular
dependence is much simplified, and the scattering cross
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section �.k; k0/ only depends on the relative angle be-
tween k and k0. Here, we will, in principle, keep the
more general nonspherical case and go to the spherical
limit later. If there is no energy transferred to addi-
tional channels in the global collision, the scattering in
the center of mass is elastic, and the moduli are equal
kD k0. With these ingredients, and knowing the energy
transferred in a single collision given by (28.7), it is
easy to calculate the total energy transferred per unit
time to the projectile by the electron gas dE=dt as

dE

dt
D P

M

Z
d3k d˝k0 k g.k/ .k� k0/ �.k; k0/ :

(28.11)

Using that PDMv , we can obtain the stopping power
S, defined as the energy lost by the projectile per unit
path length as

SD� 1

v

dE

dt

D�uv
Z

d3k d˝k0k
2 g.k/ .uk � uk0/ �.k; k

0/ ;

(28.12)

where we have denoted ua as a unitary vector along
the direction defined by vector a and we use a global
negative sign to follow the traditional sign convention.
The stopping power has dimensions of force and can be
viewed as the retarding force acting on the projectile.

In scattering by a spherically symmetric poten-
tial, it is customary and useful to define an additional
magnitude, the momentum-transport cross section, or
transport cross section, for a given initial electron mo-
mentum k. For the general case of a nonspherical
potential, the correspondent magnitude � T.k/ keeps
a vectorial character and can be defined as

� T.k/D
Z

d˝k0 .uk �uk0/ �.k; k0/ : (28.13)

The combination of (28.12) and (28.13) conveys a sim-
plified expression for the stopping power

SD�uv
Z

d3k k2 g.k/ � T.k/ : (28.14)

If we call �T
v .k/D uv� T.k/, the component of the

transport cross section � T.k/ along the direction de-
fined by the velocity v and we explicitly express that
the integration over k is constrained by the shifted
Fermi sphere (SFS) distribution g.k/ defined by (28.8),
we can further simplify the equation for the stopping

V
kF

Fig. 28.1 Simplified sketch of the shifted Fermi sphere
distribution of electron momenta. The blue sphere repre-
sents the k-distribution of occupied electron states, shifted
by a vector v from the origin. The red sphere shows the
electron states that can be neglected in practice

force

SD �1
4 3

Z

SFS

d3k k2 �T
v .k/ : (28.15)

Figure 28.1 shows a graphical representation of the
SFS in k-space. Since the scattering is elastic in the
system of reference of the center of mass, the Pauli
principle forbids all scattering events within the orange
sphere. Effective scattering events are only available
from occupied states in the blue area into unoccupied
electron states, outside the Fermi sphere. In practice,
we notice that the imposed SFS restriction (i.e., the
Heaviside function �.kF� jkCv j/) only accounts for
all electronic states that are initially occupied. Due to
the Pauli principle, an additional constraint should be
imposed, namely that the final states with momentum
k0 must be unoccupied before the collision. However,
there is no need to enforce this condition in the cal-
culation because of the symmetry properties of the
scattering cross section. Time-reversal symmetry im-
plies that

�.k; k0/D �.�k0;�k/ : (28.16)

In addition, for potentials with parity symmetry [V.r/D
V.�r/], the following condition is fulfilled

�.k; k0/D �.�k;�k0/ : (28.17)

Therefore, the scattering from k to an occupied final
state k0, which is quantum mechanically forbidden, will
be in the calculation canceled by the contribution from
the process k0 ! k.

Under these symmetry properties, the overall angu-
lar integration, when the full solid angles˝k and˝ 0k are
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scanned, vanishes
Z

d˝k d˝k0 .uk �uk0/ �.k; k0/D 0 : (28.18)

The initial k states that contribute to the integration
must, therefore, fulfill the following conditions

jkj 	 kF� v
jkC v j � kF : (28.19)

In practice, the SFS constraint means that there are
some restrictions in the angular integration over the an-
gle˝k. If it were not the case, the total integration over
˝k and ˝ 0k in (28.11) would be zero (see (28.18)) and
so would be the energy loss dE=dt. If we call �kv the
angle between the vectors k and v , then

jkC v j D .k2C v 2C 2kv cos �kv /
1=2
: (28.20)

In the limit v ! 0,

jkC v j Dv!0 kC v cos �kv ; (28.21)

the allowed values of k are

kF� v � k � kF � v cos �kv ; (28.22)

and the stopping force of (28.15) can be approximated
as

SD lim
v!0

2

4 �1
4 3

Z
d˝k

kF�v cos �kvZ

kF�v
dk k4�T

v .k/

3

5 :

(28.23)

This limit can be easily obtained. If we call

FŒk�D
Z

dk k4 �T
v .k/ ; (28.24)

then the stopping force of (28.23) can be obtained
through a Taylor expansion

SD �1
4 3

Z
d˝k lim

v!0

2

4
kF�v cos �kvZ

kF�v
dk k4�T

v .k/

3

5

D �1
4 3

Z
d˝k lim

v!0

˚
FŒk�jkDkF�v cos �kv �FŒk�jkDkF�v

�

D �1
4 3

Z
d˝k


FŒkF�� v cos �kv

@FŒk�
@k
jkDkF

�
�
FŒkF�� v @FŒk�

@k
jkDkF

��

D �1
4 3

Z
d˝k .1� cos �kv / v k4F �

T
v .kF/ : (28.25)

Because of (28.18), the first term of the integral in
(28.25) vanishes, and we can keep a simplified expres-
sion for the stopping force

SD 1

4 3
v

Z
d˝k cos �kv k

4
F �

T
v .kF/ : (28.26)

Notice that this stopping force depends linearly on ve-
locity and, therefore, is a friction force. Quite often, the
friction force is written in terms of a friction coeffi-
cient � that is simply the proportionality factor between
S and v

�D S

v
D 1

4 3

Z
d˝k cos �kv k

4
F �

T
v .kF/ : (28.27)

28.2.2 Spherical Symmetry

Now let us go to the simplest case, in which the scat-
tering potential is spherically symmetric. When V.r/D
V.r/, the modulus of the transport cross section (28.13)
does not depend at all on the incident direction of the
electron momentum k. The only angular variable that
plays a role is the scattering angle ˇkk0 between the in-
cident momentum k and the exit momentum k0. The
angular integral in (28.13) can then be easily performed
by considering the k vector as the OZ-axis (Fig. 28.2).
In this way, ˇkk0 becomes the polar angle 	k0 , and the
integral over the azimuthal angle 'k0 keeps as contribu-
tions to the final output only the projections of uk0 over
uk. Therefore, the transport cross section in the spheri-
cal case can be obtained from (28.13) as

� T
sph.k/D 2 

Z
d .cosˇkk0/ Œ.1� cosˇkk0/
� �.k; cosˇkk0/ uk � : (28.28)

Formally speaking, this is still a vectorial quantity along
the uk-direction, which has been considered as the OZ-
axis. In practice, however, let us keep just the scalar

k
k–k'

k'
Fig. 28.2 The
geometry used
in momentum
space to perform
the integration.
The OZ-axis is
considered to be
along the direction
of the vector k
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value as

�T
sph.k/D 2 

Z
d .cosˇkk0/ .1� cosˇkk0/

� �.k; cosˇkk0/ ; (28.29)

which is the standard definition of the transport cross
section in scattering theory when applied to spherical
potentials [28.36].

The calculation of the stopping power in the spher-
ical case is now obtained directly from (28.26). The
component of the transport cross section on the v -
direction is

�T
v .kF/D �T

sph.kF/ cos �kv ; (28.30)

and the stopping force can be obtained as

SD 1

4 3
v

Z
d'kd.cos �kv / cos

2 �kv k
4
F �

T
sph.kF/

D 1

2 2
v k4F �

T
sph.kF/

1Z

�1
d.cos�kv / cos

2 �kv

D 1

3 2
v k4F �

T
sph.kF/

D n0 v kF �
T
sph.kF/ : (28.31)

Equation (28.31) again shows explicitly that, in the limit
of zero velocity (quasistatic limit), the stopping power
depends linearly on the velocity v . This linear depen-
dence is actually a consequence of the shift in the Fermi
sphere of occupied electronic levels. One can show,
however, that the linearity in v is kept for increasing val-
ues of the velocity, provided that the scattering potential
includes terms beyond the monopolar term [28.27].

One of the advantages of (28.31) is that it can
be used to simplify the actual calculation of the elec-
tronic stopping. For spherical potentials whose range
is shorter than the Coulomb potential, the transport
cross section �T

sph.k/ can be easily expressed in terms
of the phase shifts ıl.k/ of the continuum wave func-
tions. For each partial wave l, the phase shift measures
the difference in phase between the asymptotic forms
of the radial wave function with or without the scatter-
ing potential [28.35]. The phase shifts ıl.k/ determine
completely all properties of the scattering process at in-
finity. The transport cross section can be obtained from
the phase shifts as [28.36]

�T
sph.k/D

4 

k2

1X

lD0
.lC 1/ sin2 Œıl.k/� ılC1.k/� ;

(28.32)

and the electronic stopping, or friction force, can con-
sequently be written from (28.31) as

SD 4 

kF
n0 v

1X

lD0
.lC 1/ sin2 Œıl.kF/� ılC1.kF/� :

(28.33)

Let us here explicitly write the form of the friction
coefficient � that, according to (28.27), is just the pro-
portionality factor between S and v

�D 4 

kF
n0

1X

lD0
.lC 1/ sin2 Œıl.kF/� ılC1.kF/� :

(28.34)

In practice, the number of phase shifts that is re-
quired in the sum over l-components is usually very
limited. The calculation of the electronic stopping
power in the limit of zero velocities is, therefore, re-
duced to the obtention of a few partial-wave phase shifts
in a spherical scattering potential, which is a relatively
simple numerical problem. The accuracy of the final re-
sult for S will certainly depend on the accuracy of the
scattering potential employed.

In the case of a charged atomic projectile moving
inside a free-electron gas, accurate calculations date
back to the early 1980s and based the calculation of
the scattering potential on density functional theory
(DFT) [28.37]. DFT provides, in principle, an exact de-
scription of the scattering problem in the static limit,
although approximations are required to account for
the exchange-correlation term. The electronic density
around the projectile is calculated in a self-consistent
way, and so it is the effective potential.

Early DFT-based calculations of the electronic stop-
ping power already showed the necessity of using
a nonperturbative description of the projectile screening
and remarked the quantitative difference with previ-
ous calculations based on linear theory [28.37, 38] in
the quasistatic limit. Figure 28.3 explicitly shows this
difference for the case of hydrogen and helium projec-
tiles in an electron gas. A great success of DFT-based
calculations was the prediction of oscillations in the
stopping power dependence on the projectile charge,
the so-called Z1-oscillations [28.38]. The oscillating
structure is a signature of the formation of closed shells
and of the appearance of resonances in the continuum.
We will discuss these in further detail in Sects. 28.3.1
and 28.3.2.
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Fig. 28.3 Stopping power (here SD .dW=dR/=v ) of dif-
ferent atomic particles as a function of the electron density
parameter rs. Curves A and B show the results of lin-
ear response theory for hydrogen and helium, respectively.
Curve C is a different linear response calculation for
singly-ionized helium. Curves D and E, respectively, are
the DFT results for hydrogen and helium (Reprinted with
permission from [28.38]. Copyright (2016) by the Ameri-
can Physical Society)

28.2.3 Axial Symmetry

Although there is no additional complication from the
conceptual point of view, the algebra and numerics of
the computation of the electronic stopping power when
the scattering potential presents axial symmetry is more
cumbersome. This is the case, for instance, in the calcu-
lation of the stopping power for diatomic molecules or
in the study of the vicinage effect, which is defined as
the difference between the energy loss of the molecule
and that of the isolated atoms forming the molecule.

A convenient geometry in this case is to consider
that the velocity vector v lies on the XZ-plane and that
the symmetry axis of the potential is theOZ-axis. Let us
denote by ˛ the angle between v and the OZ-axis and
again by �kv the angle between k and v .

The vectorial transport cross section � T.k/ of
(28.13) can then be projected into two components,
namely �T

k .k/ and �
T
?.k/. They represent the compo-

nents parallel and perpendicular to the symmetry axis,
respectively. In the case of a moving dimer, for instance,
they would correspond to the components parallel and
perpendicular to the dimer axis. The stopping power or
friction force S is now a function of the angle ˛, i.e.,
of the angle between the velocity v and the symmetry
axis, and can be written as [28.39]

S.˛/D �k v cos2 ˛C �? v sin2 ˛ ; (28.35)

with

�k D k4F
4 3

Z
d˝k �

T
k .kF/ cos 	k ; (28.36)

and

�? D k4F
4 3

Z
d˝k �

T
?.kF/ sin 	k cos'k I (28.37)

�k and �?, respectively, are the friction coefficients for
an axially symmetric system moving in a direction par-
allel or perpendicular to its symmetry axis. Due to the
axial symmetry of the problem, the parallel component
�k accounts for the friction coefficient in both the OX
andOY-directions. For any other orientation of the sym-
metry axis, the friction force is a combination of �k and
�? through (28.35).

0.50

0.25

0.75

η (a.u.)

0.00
5432 6

rs (a.u.)

Fig. 28.4 Friction coefficients for H2 as a function of
the electronic density parameter rs. Solid line: H2 mov-
ing parallel to its axis (�k.H2/). Dashed line: H2 moving
perpendicular to its axis (�?.H2/). Dotted line: twice the
friction coefficient of atomic H (2�.H/). Dash-dotted line:
friction coefficient of He (�.He/). (Reprinted with per-
mission from [28.39]. Copyright (2016) by the American
Physical Society)
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The solution of the scattering problem in the ax-
ially symmetric case permits to go beyond the inde-
pendent atom approximation in the calculation of the
friction force. The energy lost by a dimer in a metal-
lic medium, for instance, is not equivalent to the energy
lost by its two atomic components independently. This
effect was quantitatively evaluated in [28.39] for the
case of a hydrogen molecule moving in a free-electron

gas. Figure 28.4 shows that the friction force of the
molecule, either with the axis aligned in a direction
perpendicular or parallel to the velocity vector, is of
the same order of magnitude as the friction force that
the two hydrogen atoms would suffer independently
considered. Some differences arise in the final value,
however, due to interference effects between the two
centers.

28.3 Fundamentals of the Local-Density Friction Approximation

As shown in the previous section, the energy loss in
the excitation of electrons by low-velocity atomic par-
ticles traveling through systems in which the electronic
density is constant is well established. However, in all
real systems, the electronic density is not uniform, and
it is a function of the position. In particular, this is
the case in the surface of a solid, where there exist
large density gradients, but also in the bulk of met-
als in which the electronic density is correlated with
the atomic positions and for which the uniform jellium
model represents just an approximation.

This section aims to show how the friction coeffi-
cients obtained within the jelliummodel have been used
to successfully describe the energy loss of atomic par-
ticles in real systems. We will first focus on the energy
loss of keV ions traveling with velocities lower than the
Fermi velocity of the electrons, both inside the bulk and
at the surface of metals. Next, we will describe how this
methodology has been extended in order for it to be
applied for thermal and hyperthermal gas–surface dy-
namics simulations within the so-called local-density
friction approximation (LDFA) [28.23]. The section
will end by presenting the latter developments, which
allow incorporating the LDFA into ab-initio molecu-
lar dynamics simulations (AIMD), in what is known
as ab-initio molecular dynamics with electronic friction
(AIMDEF) [28.40–43].

28.3.1 Energy Loss of keV Ions in Metals

The first comparison of the theoretical model of
Sect. 28.2 with experiments was performed for H pro-
jectiles in [28.44] shortly after introduction of the
model in [28.37]. Specifically, the stopping power (i.e.,
friction force) calculated via (28.33) was compared to
the experimental data measured in 20 different metals
and semiconductors. The energy of the H projectiles
was of the order of the keV, which implies velocities
lower than the Fermi velocity of the target. The level of
agreement between theory and experiments was con-
sidered satisfactory in all cases. At this point, some

clarifications on the comparison done in [28.44] are
in order. First, although the ions traveling through the
solid do necessarily probe regions of different elec-
tronic density, these variations were disregarded in this
work. In fact, the results for each solid depended on
just a single parameter, namely, the average valence
band electronic density. Second, (28.33) is, in princi-
ple, only strictly valid in the quasistatic limit (v ! 0)
in virtue of the approximations done in its derivation, as
explained above. However, the agreement with the ex-
periment was observed up to velocities of the projectile
close to the Fermi velocity of the target, i.e., the pro-
portionality of the stopping power with the projectile
velocity was kept up to these velocities. Lastly, no band-
gap effect was observed for semiconductors, which
showed the same behavior as metals. This last fact
is, indeed, related to the relatively high energy of the
projectiles used in these experiments. Note that in the
quasistatic limit, (28.33), which assumes no threshold
for electronic excitations, does not apply to semicon-
ductors.

The calculations were extended to projectiles with
atomic number Z1 > 2 in [28.38]. Remarkably, the ex-
perimentally observed Z1 oscillations in the stopping
power were naturally obtained within this level of the-
ory. These oscillations reflect the shell structure of the
atomic projectile. Briefly, the appearance of scattering
resonances close to the Fermi level for some values
of Z1 lead to relatively large values of the stopping
power. For increasing values of Z1, former resonances
become bound states, but at the same time, new scat-
tering resonances may appear at certain Z1. As a result,
a nonmonotonic dependence of the stopping power on
Z1 is found. Furthermore, note that the values of Z1,
for which the maxima and minima of the stopping
power take place, also depend on the screening, or in
other words, on the electronic density of the target.
In [28.38], the authors compared available experimental
data for 1� Z1 � 20 ions traveling within bulk car-
bon and aluminum with velocities in the range v D
0:25�0:83 a:u: [28.45–48] with the theoretical predic-
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tions for the stopping power. As done in [28.44], each
material was modeled in the calculations by the aver-
age valence electronic density. As an overall trend, the
experimental Z1 oscillations were qualitatively repro-
duced by the theory. However, quantitative agreement
was only obtained for Z1 < 7, while the stopping power
was underestimated by the theory for larger values of
Z1. Likely reasons for the quantitative differences could
be the neglect of electronic density variations inside
the solid, as well as deviation from straight trajecto-
ries not considered in the theoretical calculations. This
conclusion can be reached by a comparison with the
experimental data obtained for well-channeled ions,
which was also performed in [28.44]. In a given crystal
channel, the electronic density variations are lower than
for random conditions, therefore the neglect of elec-
tronic density variations and deviation in the trajectories
should be less important in this case. Experimental data
obtained for projectiles traveling through the h110i and
h111i channels of Si [28.49] were compared with the
theoretical stopping power calculated using the average
electronic density of each channel. In accordance with
the previous argument, it was observed that the quan-
titative agreement between experiments and theory in
this case was much better than for random conditions.
Subsequent works in which the experimental stopping
power for ions traveling through the h110i channel of
gold [28.50] was compared with the nonlinear theory
of [28.38], showed a similar good agreement for the Z1
oscillations [28.51, 52].

28.3.2 Energy Loss of keV Ions Scattered
off Metal Surfaces

A clear situation in which the electronic density probed
by the projectile along its trajectory is nonuniform
is that of an ion/atom scattered off a metal surface.
Typically, in these experiments, grazing incidence con-
ditions are used in order to keep the normal energy of
the projectiles low. The latter condition is important to
guarantee that the projectiles are reflected above the sur-
face without penetration even for incidence energies in
the keV range [28.53, 54].

For projectiles velocities larger than the Fermi ve-
locity of the metal electrons, an accurate description
of the energy loss at metal surfaces can be obtained
within linear response theory [28.55–60] (see also the
discussion of the Sommerfeld parameter in Sect. 28.2).
Briefly, one calculates the energy loss per unit path
length of an ion traveling parallel to the surface at
different distances from it in terms of the surface re-
sponse function. In this way, one obtains the so-called
distance-dependent stopping power that combined with

a calculation of the projectile trajectory allows one to
obtain the energy loss experienced by the reflected par-
ticle.

However, at velocities lower than the Fermi velocity
of the metal electrons, the projectile represents a strong
perturbation, and linear response theory is no longer
a valid description. A successful way to treat this prob-
lem has been to calculate the friction coefficient using
the formalism presented in the previous section. The
justification for using a bulk model to calculate the
electronic energy loss at the surface of a metal is that
most of the energy loss of the scattered particle takes
place in the part of its trajectory close to the turning
point [28.61]. In this region, the projectile is close to the
surface atomic layer, i.e., well embedded in the surface
electronic density, and, therefore, a bulk calculation of
the friction force must necessarily be a good approxi-
mation.

Several works have used this idea in order to un-
derstand experimental measurements of the energy loss
of keV atomic projectiles grazingly scattered off metal
surfaces. The simplest model that has been used is
based on the calculation of an interaction length L be-
tween the projectile and the surface. This interaction
length is defined as the length of the trajectory of the
projectile that lies within a given distance from the
surface topmost atomic layer. Typically, this distance
is of the order of the jellium edge. In order to obtain
the energy loss in a given trajectory, the interaction
length L is subsequently multiplied by the bulk stop-
ping power S, i.e., �ED LS. This approach has been
used successfully to explain, for instance, the channel-
ing effects in the energy loss of ions scattered off metal
surfaces [28.62, 63]. Another application has been the
study of the dependence on the charge state of nitrogen
ions scattered off aluminum surfaces [28.64, 65].

A step forward from the previous scheme consists
in evaluating distance-dependent stopping powers in
terms of the average electronic density at a given dis-
tance from the surface. Let us discuss in more detail the
combined experimental and theoretical work of [28.66],
in which this approach was used. In experiments per-
formed by Winter [28.66], the energy loss of ions with
atomic numbers 1� Z1 � 20 scattered off an Al(111)
surface was measured as a function of the incidence
angle �in. All ions had the same velocity v D 0:5 a:u.
By performing trajectory calculations using Moliere-
type interatomic potentials, these data allowed us to
extract the experimental distance-dependent stopping
powers Sexp.z/. The corresponding theoretical results
were obtained as follows. For each distance from the
surface z, the lateral average ab-initio electronic den-
sity of the aluminum surface n0.z/ was calculated.
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Fig. 28.5 Stopping power of ions with
velocity v D 0:5 a:u: as a function
of their atomic number Z1 moving
parallel to the Al(111) surface at
a distance of 0:6Å from the topmost
layer. The data from grazing scattering
experiments Sexp.z/ (solid circles) is
compared to the theoretical Stheo.z/
obtained using (28.33) for the lateral
average electronic density at 0:6Å
from the surface (open squares).
Dashed lines are used to guide the
eye. Data taken from [28.66]

Subsequently, the theoretical distance-dependent stop-
ping powers Stheo.z/ were obtained for the 20 ions by
introducing n0.z/ in (28.33). Figure 28.5 shows the
comparison between Sexp.z/ and Stheo.z/ for a distance
to the topmost layer of 0:6Å. The agreement is excel-
lent and shows the adequacy of the local density picture.
In fact, it is the most stringent test of the theory so far
and represents strong support for the use of the local
density friction model that we will present in the next
section. It should be mentioned that for larger distances
from the surface, the agreement was not that excellent,
mostly for ions with Z1 > 14. The discrepancies were
attributed to the nonuniformity of the density and the
increasing importance of the density gradients at large
distances from the surface. However, it must be stressed
that for ions with Z1 < 14, the order of magnitude of
the experimental and theoretical stopping powers were
the same. In fact, except for Z1 D 2 and Z1 D 3 at the
largest analyzed distances, the ratios between the two
quantities were well below a factor of 2.

28.3.3 The Local-Density Friction
Approximation (LDFA)

When going from keVs to thermal and hyperthermal en-
ergies, the chemical aspects of the interaction of atoms
and molecules with metal surfaces in a way becomes
richer. Thus, in addition to scattering events, a vari-
ety of elementary reactive processes can be identified:
adsorption of atoms and molecules, dissociation, re-
combination between gas-phase species and adsorbates,
desorption, etc. Considering that the incidence energy
of the gas particles is quite low, in the range of tens

of meV up to a few eV, accurate and precise theoret-
ical calculations based on DFT that accounts for the
full dimensionality of the problem are required in order
to understand the properties that rule all these pro-
cesses.

As stated in the introduction to this chapter, state-
of-the-art simulations of the dynamics of gas–surface
elementary process are based on the BOA and consist
in solving either classically or quantum mechanically
the equations of motion that are ruled by the adi-
abatic forces acting on those atoms involved in the
process. Typically, one defines the initial conditions
of the simulations by fixing the initial energy and an-
gle of incidence of the incoming atom/molecule, which
are usually the variables that are controlled in molecu-
lar beams experiments, and performing a Monte Carlo
sampling over the rest of the degrees of freedom. For
a given experimental situation, reliable statistics require
the calculation of a large number of trajectories that dif-
fer in the initial value of the dynamical variables that are
not controlled by the experimental setup.

The so-called ab-initio molecular dynamics
(AIMD) is a powerful and flexible method to deal
with gas–surface dynamics [28.67, 68]. In AIMD,
the adiabatic forces between the atoms in the system
are calculated at each integration step of the classical
dynamics equations using DFT and the Hellmann–
Feynman theorem. A clear advantage of AIMD is that it
enables the description of the surface-atom movement
in a natural way. Therefore, AIMD calculations are
instrumental in studying events where the gas–surface
interaction times are comparable to those of the surface
motion (phonons). As a disadvantage, we note that
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AIMD numerical calculations can be computationally
expensive. However, their use has become affordable
in the last years, even for multidimensional problems
requiring refined statistics. Thus, in Sect. 28.3.4, we
will describe how the effect of electronic excitations
has been incorporated into AIMD.

Nonetheless, in recent years, most state-of-the-art
calculations of gas–surface processes performed have
relied on the construction of the multidimensional adi-
abatic PES that can be later used for classical or
quantum calculations of the dynamics. Adiabatic PESs
are usually built from thousands of DFT-calculated en-
ergies that are subsequently interpolated following one
of the accurate numerical schemes developed for this
purpose [28.69–72]. Compared to AIMD, the great ad-
vantage of this alternative approach is that once the PES
has been constructed, the additional computational cost
of the classical dynamics calculations is negligible. The
latter enables us to run a large number of trajectories
to achieve a reliable statistical sampling of the process
under consideration. The main disadvantage of this ap-
proach is the difficulty to obtain high accuracy in the
interpolation procedure, which may affect the evalua-
tion of the energy exchange with the surface lattice and
temperature effects.

The (energy-conserving) adiabatic approximation
applied to either AIMD or molecular dynamics simu-
lations performed on multidimensional frozen-surface
PESs have been very successful in describing many
gas–surface interaction phenomena. Nevertheless, since
in a metal there is no energy threshold to create elec-
tronic excitations, any atom/molecule interacting with
a metal surface will generate these excitations and, in
principle, their effect should be included in the dynam-
ics.

Nonadiabatic effects due to low-energy e–h pair ex-
citations can be effectively introduced in the classical
equations of motion through a dissipative force acting
on the gas-phase species, as (28.33) suggests, and as
also derived within a different theoretical framework
in [28.19]. Determining a realistic value of the fric-
tion coefficient specific for each system has been the
focus of several theoretical studies [28.19, 20, 25, 73,
74]. Among these, the local-density friction approxi-
mation (LDFA) [28.23] provides an efficient framework
to calculate the position-dependent friction coefficient,
while capturing the relevant physical aspects of the
low-energy electronic excitations. The physics behind
the LDFA is grounded in the practical application
of (28.33) to the stopping power of atoms on metal sur-
faces described in Sect. 28.3.2. Within the LDFA, the
position-dependent friction coefficient �.ri/ of a gas-
phase atom i is simply a function of the (bare) surface-

electron density at the position of the atom, nsur.ri/. In
the original LDFA [28.23], nsur.ri/ was calculated with
DFT using the same conditions used to calculate the
adiabatic PES—but without including the gas-species.
The friction coefficient at each point of the trajectory
is, subsequently, approximated by that corresponding
to an electron gas with electronic density n0 D nsur.ri/.
As a further approximation when applied to molecules,
correlation effects in � between the atoms conform-
ing the molecule, i.e., the vicinage effect described in
Sect. 28.2.3, are neglected. Therefore, in the case of
a diatomic molecule and assuming the frozen-surface
approximation, the equation of motion for each of the
atoms of the molecule takes the following form

mi
d2ri
dt2
D�riV.ri; rj/� �.ri/dridt

; (28.38)

where ri; rj are the position vectors of atoms i; j of the
molecule, and mi is the mass of atom i. The first term
on the right-hand side of (28.38) is the adiabatic force
obtained from the six-dimensional (6-D) PES V.ri; rj/,
and the second term on the right-hand side is the dis-
sipative force experienced by atom i. Note that, for
simplicity, (28.38) assumes that the electronic system
is at 0K. This is a good approximation for the usual
surface temperatures employed in most gas–surface
experiments, since the e–h-pair distribution hardly devi-
ates from its ground state at 0K. In cases of extremely
high electronic temperatures (Te > 1000K), the effect
of the excited electrons on the gas atom/molecule can
be incorporated by adding a random force, as described
below. In Sect. 28.4, we review different studies that use
the LDFA formalism to analyze the effect of e–h exci-
tations in the reaction and scattering of hyperthermal
atoms and molecules at metal surfaces.

Although without using a DFT-based PES to calcu-
late the adiabatic force, molecular dynamics with elec-
tronic friction, in which the friction coefficient is calcu-
lated in terms of the local density and using (28.33),
have been performed by various groups. It is worth
mentioning the work of Li and Wahnström [28.75], in
which the dynamics of hydrogen diffusion in Pd was
analyzed using a potential based on the embedded-atom
method. Also Valdés and coworkers performed molec-
ular dynamics with local electronic friction to study
the energy loss of keV ions in different projectile–
surface interaction systems using parametrized in-
teratomic potentials and image potential corrections
[28.76–80].

Another interesting aspect is that the LDFA method
can be readily combined with the generalized Langevin
oscillator model (GLO) [28.81, 82]. This way, energy
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exchange with both lattice vibrations and electronic
excitations can be incorporated into the dynamics,
while keeping the accuracy of a multidimensional ab-
initio PES for the gas–metal interaction. The joined
LDFA+GLO dynamics formulation [28.83] has allowed
us to disentangle the relative importance of electronic
and phononic excitations in the scattering and adsorp-
tion of gas particles at surfaces, as well as in recombi-
native processes between gas particles and adsorbates,
as will be reviewed in Sect. 28.4.

Nonadiabaticity is undoubtedly the driving force
behind the ultrafast photochemistry on metals triggered
in femtosecond laser experiments [28.84]. The theoreti-
cal challenge is to disentangle the mechanisms that rule
this complex phenomena and, in this respect, the LDFA
can also be a powerful tool in certain cases, which we
describe next.

As was shown by Tully et al. [28.85, 86], molecular
dynamics with electronic friction based on precalcu-
lated multidimensional ground-state PESs can also be
used to simulate desorption of adsorbates from metal
surfaces induced by femtosecond laser pulses work-
ing in the so-called DIMET (desorption induced by
multiple electronic transitions) regime. In DIMET, the
desorption process is surface mediated [28.84]. The
laser pulse generates the excitation of the metal elec-
trons, and the energy is subsequently transferred from
the electronic system to the adsorbates that can even-
tually desorb. As a consequence, the simulation of
DIMET can be efficiently performed with a two step
approach. First, the excitation of the electronic system
by the laser pulse is accounted for in terms of a time-
dependent electronic temperature Te that is obtained
within the two-temperature model (2TM) [28.87]. In
this model, one solves the following coupled equations
for the electron Te and phonon Tph temperatures

Ce
@Te
@t
D @

@z
(
@Te
@z
� g .Te� Tph/C S.z; t/ ;

Cph
@Tph
@t
D g.Te� Tph/ : (28.39)

In these equations, Ce is the electron heat capacity, Cph

is the phonon heat capacity, ( is the electron thermal
conductivity, g is the electron–phonon coupling con-
stant, and S.z; t/ is the absorbed laser power per unit
volume. Subsequently, the dynamics of each desorb-
ing adsorbate i is modeled using a Langevin equation
that is obtained by extending (28.38) to finite electronic
temperatures. The latter consists in including a ran-
dom fluctuating force Ri that results from the scattering
of heated electrons with the adsorbate. The resulting

Langevin equation reads

mi
d2ri
dt2
D�riV.ri; rj/��.ri/dridt

CRiŒTe.t/; �.ri/� :

(28.40)

The electronic fluctuating force Ri is connected through
the second fluctuation-dissipation theorem to the elec-
tronic friction force via the electronic temperature Te
and is modeled by a Gaussian white noise with the fol-
lowing variance

VarŒRi.Te; �/�D 2kBTe.t/�.ri/
�t

; (28.41)

where kB is the Boltzmann constant, and �t is the inte-
gration time step of the simulation. Combining (28.40)
with the GLO model, the effect of the laser-heated
phonons on the desorption process can also be mod-
eled. In such a case, the phonon temperature Tph.t/,
obtained from the 2TM, is taken as the temperature of
the corresponding thermal bath. The two-step approach
described, combined or not with GLO, has been suc-
cessful in simulating femtosecond laser-induced des-
orption experiments in the DIMET regime [28.88–91].

28.3.4 Ab-initio Molecular Dynamics
with Electronic Friction (AIMDEF)

Standard AIMD simulations can naturally include the
energy transfer between the gas-phase species and the
surface lattice by just allowing the surface atoms to
move according to the DFT-calculated forces. The tem-
perature of the metal during the simulation can also be
controlled using any of the thermostats available in the
present ab-initio codes. Still, standard AIMD does not
incorporate electronic excitation effects. In this respect,
the first realization of an accurate and joint description
of the two main energy exchange channels (e–h pairs
and phonons) in gas–surface dynamics simulations is
the AIMDEF method developed in [28.40] and later
improved in [28.41, 42]. Within AIMDEF, the effect of
low-energy electronic excitation on the dynamics of the
gas species is obtained via an electronic friction force
that is also calculated on-the-fly. This is done by incor-
porating the LDFA scheme in the ab-initio program.

This methodology has been implemented in the
VASP package [28.92, 93], and it was first applied to
study the relaxation of the nascent hot atoms cre-
ated upon dissociation of H2 on Pd(100) [28.40]. In
this first AIMDEF implementation, the bare surface-
electron density, which determines the LDFA friction
coefficients, was approximated by the electron density
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of the bare frozen-surface calculated self-consistently
with DFT, nFSsur. In other words, the surface-electron
density changes caused by the surface-atom displace-
ments were neglected. This is a reasonable approxi-
mation only in those cases where the surface atoms
barely move, as was the case in [28.40, 94] due to the
large mass mismatch between the hydrogen atoms and
the target palladium/platinum atoms. Unfortunately, in
most situations, the surface-atom displacements are
expected to cause appreciable changes in the surface-
electron density nsur. This means that this density needs
to be known at any instant t. The latter complicates
the use of the LDFA in usual AIMDEF simulations
because only the electron density of the whole sys-
tem, i.e., gas species and surface atoms, is calculated
self-consistently at each integration step. This limita-
tion was solved in [28.41–43], where two valid methods
were proposed that enable calculating an approximated
surface-electron density of the moving surface atoms at
almost no additional computational cost.

In the first one, the surface-electron density is cal-
culated at each time step t as the superposition of the
ground-state electron densities of the isolated individ-
ual surface atoms natomj , i.e.,

nASsur.ri; t/D
NsurX

jD1
natomj .ri; t/ ; (28.42)

where the summation index j runs over all surface atoms
Nsur. This method successfully accounts for the move-
ment of the surface atoms at each time step, but it
obviously misses the charge redistribution upon forma-
tion of bonds between the surface atoms.

The second method corrects this misbehavior by
making use of the Hirshfeld partitioning scheme [28.95]
in order to subtract the contribution of the gas-phase
atoms from the self-consistent density of the whole

system nSCF.ri; t/. More precisely, the bare surface-
electron density is approximated at each t by

nHsur.ri; t/D nSCF.ri; t/

"
1�

NAX

nD1
wn.ri; t/

#
;

wn.ri; t/D natomn .ri; t/PN
mD1 natomm .ri; t/

; (28.43)

where the indexes m and n run, respectively, over the
total number of atoms in the system N and in the
gas-phase species/adsorbate NA. In this equation, the
Hirshfeld weighting factor wn.ri; t/ represents the con-
tribution of the n-th atom to the electron density of the
whole system at ri. Thus, the factor

"
1�

NAX

nD1
wn.ri; t/

#
;

defines the weight corresponding to the system without
the contribution of the adsorbate. These new methods
to calculate the bare surface electronic density when
performing AIMDEF simulations [28.41–43] have also
already been implemented in VASP. A detailed dis-
cussion on the performance of each of them can be
found in [28.42]. Note in passing that the Hirshfeld
partitioning scheme was used by Rittmeyer et al. to cal-
culate the vibrational lifetimes of molecules on metal
surfaces [28.96]. The authors propose using it as an at-
tempt to include correlation effects between the atoms
forming the molecules in the original LDFA scheme,
but noting that its use is only justified for adsorbates
on metals and not for the general gas–surface scattering
dynamics. The difference with respect to (28.43) is that
only the weighting factor of the atom for which the fric-
tion coefficient is calculated, i.e., wi.ri; t/, is subtracted
from nSCF.

28.4 The Local-Density Friction Approximation Applied to Elementary
Gas–Surface Processes

Even if e–h pair excitations were soon recognized as
an efficient energy drain in the interaction of fast atoms
with solids and surfaces [28.31, 53, 56, 66, 97–99], their
relevance in gas–surface interactions that involve ener-
gies up to a few eV can depend strongly on the specific
elementary process and the specific system under study.
The aim of this section is to provide an overview of the
knowledge acquired in recent years in this matter and
for which the different flavors of the LDFA applied to
molecular dynamics simulations have proven to be very
useful. We present this analysis for each of the elemen-

tary gas–surface processes that are usually treated in the
literature.

28.4.1 Scattering of Atoms and Molecules
off Metal Surfaces

The advantages of scattering experiments conducted
with supersonic molecular beams in characterizing the
dynamics of gas–surface interactions are conveniently
discussed in the literature [28.102–105]. Combined
with other techniques, one can extract valuable infor-
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Fig. 28.6a,b Mean final translational energy versus mean final rotational energy of the N2 molecules reflected from
W(110) for normal incidence and detection angles and two incidence energies: (a) Ei D 0:5 eV, (b) Ei D 0:75 eV. The
results of the simulations performed in [28.100] with the adiabatic approximation (open circles), the LDFA (red, filled
circles), the GLO (blue, open squares), and the LDFA+GLO (green, filled squares) calculations are compared to the
experimental data of [28.101] (black, filled triangles) for Ts D 1200K

mation by directly measuring different properties of the
scattered beam, as these references show.

A magnitude directly accessible in scattering exper-
iments is the energy-loss distribution of the reflected
molecules/atoms. In the case of molecules, inelastic
scattering can occur not only as a consequence of the
energy loss into the surface by either phonon or elec-
tronic excitations, but also because of possible rovibra-
tional (de)excitations facilitated by the interaction with
the surface. The rovibrational inelastic contribution
can be experimentally identified using sophisticated
quantum-state detection techniques [28.106–110]. Still,
the contribution of phonons and e–h pairs seems inac-
cessible at present, and it is at this point that theoretical
simulations become a useful counterpart. Next, we pro-
vide selected examples where the LDFA contributed to
us gaining further insight into the role of e–h pairs and
phonon excitations.

The LDFA was used in combination with the GLO
model to understand the factors contributing to the
rotationally inelastic scattering of a rotationally cold
N2 beam from W(110). Experimentally, the molecules
were found to lose around 30% of their incidence en-
ergy for low-exit rotational states, while the energy loss
was lower for those molecules scattered at high-exit ro-
tational states [28.101]. Classical molecular dynamics
simulations performed in [28.100] with different ap-
proximations:

(i) using the frozen-surface adiabatic approximation
(sometimes denoted BOSS from Born–Oppen-
heimer with static surface)

(ii) including only e–h pair excitations (LDFA)

(iii) including only energy exchange with the lattice
(GLO), and

(iv) including both energy-dissipation channels by
combining the LDFA and the GLO model in the
equations of motion (LDFA+GLO)

showed that the contribution of e–h-pair excitations is
very minor, most of the energy being dissipated into the
surface lattice (phonons). This is shown in Fig. 28.6,
where the results of the four types of simulations are
compared with the experimental data. Figure 28.6 rep-
resents the average exit-translational energy as a func-
tion of the exit-rotational energy Erot for the scattered
molecules for two incidence energies. The steep de-
crease obtained in the adiabatic calculations (constant
total energy), which simply reflects that rotational ex-
citation occurs at expense of translational energy, are
at variance with the experimental observations. Inclu-
sion of e–h-pair excitations does not alter these results
significantly. Only those simulations that account for
phonon excitations (GLO and LDFA+GLO) capture
the experimental observation that more energy is lost
at low-exit rotational states. The authors argued that
those molecules that are rotationally excited at the ex-
pense of the translational energy while approaching
the surface—as dictated by the PES corrugation—, are
more inefficient at transferring energy to the lattice.
This idea was already illustrated in [28.112] by using
a simplified kinematic model. Focusing on the compari-
son between the GLO(+LDFA) results and experiments
in more detail, the still slightly larger loses observed in
experiments at low Erot might be due to recombination
of the dissociated molecules that desorb at the exper-
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Fig. 28.7 Mean energy loss of
the N2 molecules reflected from
W(110) (black circles) and W(100)
(red triangles) as a function of the
incidence energy Ei and for normal
incidence. Inset: corresponding
average number of rebounds. Results
taken from the LDFA simulations
of [28.111]

imental Ts D 1200K, but preferentially at the lowest
internal energies.

Theoretically, more direct evidence for the minor
energy losses caused by e–h pair-excitations in this sys-
tem is provided in Fig. 28.7, which displays the mean
energy loss into e–h pair-excitations as a function of
the incidence energy of the scattered N2. The results
were obtained from LDFA simulations [28.111]. In all
cases, the energy loss is less than 10% of the N2 inci-
dence energy. Slightly larger energy losses are obtained
for N2 scattered off the W(100) surface. This difference
between the two crystal faces was rationalized in terms
of the different N2 dynamics. The molecules stay close
to the surface on W(100) longer than on W(110), which
contributes to exciting more electrons. The number of
rebounds plotted in the inset is an example of the more
prominent trapping-like dynamics followed onW(100).
The energy-loss distributions taken from [28.111] and
plotted in Fig. 28.8 provide a better understanding of
the factors ruling the differences between the two sur-
faces. In both cases, there is a two-peak structure that
correlates with the classical turning point Zmin of the
reflected N2. In general, the high-energy loss peak is
mainly due to those molecules that probe the closest
distances to the surface, where the electronic density is
high. In contrast, the low-energy peaks correspond to
molecules that are reflected at larger distances, i.e., in
low electron density regions. This is what we observe
in the insets of Fig. 28.8, where the Zmin distributions
are plotted separately for the trajectories that give rise
to the low-energy (shadow bars) and high-energy (open
bars) loss peaks. As mentioned above, the number of
rebounds is another factor that can affect the energy
losses. A close inspection of the trajectories contribut-

ing to the low-energy loss peak shows that only around
0:1% of these trajectories show more than one rebound
before being reflected. However, in the case of the high-
energy loss peak, 62% (24%) of the trajectories with
Ei D 0:75 eV (Ei D 1:5 eV) experience two to four re-
bounds before being reflected from the W(100) surface.
Similarly, percentages of about 30% (6%) are found for
the high-energy loss peak in the W(110) case. Compar-
ing both surfaces, the larger percentages found on the
W(100) surface contribute to also explaining that the
high-energy loss peak is shifted to higher energies as
compared with the one appearing in theW(110) energy-
loss spectra.

Also minor seems to be the role of e–h pairs in
the scattering of O2 off Ag(111). This system was ex-
tensively studied by Raukema et al. using a supersonic
molecular beam apparatus that permitted incidence en-
ergies ranging from 0:4 to 1:8 eV [28.113]. Among
other magnitudes, the authors measured the energy loss
distribution of the scattered molecules using different
incidence conditions (�i, Ei). The distributions exhibit
a distinctive behavior that was not observed with N2

or Ar beams on the same surface. These individual
features were particularly apparent at final scattering
angles close to the surface normal. The O2 scattered
above the specular angle are characterized by high-
energy losses that under large normal incidence energy
conditions can exceed those predicted from the hard-
sphere scattering or Baule model. The latter is a simpli-
fied model that describes a two-body collision assuming
energy and momentum conservation while neglecting
the internal degrees of freedom [28.114]. Molecular dy-
namics calculations performed with the GLO model
and a DFT-based 6-D PES were already able to nicely
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Fig. 28.8a,b Energy-loss distribution
of the N2 molecules reflected from
the W(110) (black circles) and
W(100) (red triangles) surfaces
when impinging normal to the
surface with an initial incidence
energy Ei D 0:75 eV (a) and Ei D
1:5 eV (b). The insets show for each
incidence condition and surface the
classical turning point distribution
of the molecules contributing to the
low-energy (shadowed bars) and high-
energy (open bars) peaks. Results
taken from the LDFA simulations
of [28.111]

reproduce all these experimental features [28.14]. The
experimental energy-loss distributions are compared
with the GLO simulations in Fig. 28.9. Specifically,
this figure shows the angularly resolved final-to-initial
translational energy ratio distributions of O2 scattered
from Ag(111) at different incidence conditions. Val-
ues of hEfi=hEii < 1 show that the molecule has lost
translational energy after reflection, and the larger en-
ergy losses correspond to the smaller energy ratios. In
general, the experimental data (Fig. 28.9a) show that
the energy loss increases with the incidence energy,
the former being higher at �i D 40ı. The results of the
GLO calculations, which only include energy exchange

and dissipation with the surface lattice, are plotted in
Fig. 28.9b. The qualitative agreement with the exper-
imental data is remarkable. In spite of its simplicity,
the GLO model reproduces the shape and trends of the
hEfi=hEii distributions, as well as the dependence on
Ei and �i. A detailed analysis on how the parallel and
perpendicular translational energy are effectively ex-
changed due to PES corrugation explains the peculiar
shape of the distributions. Energy exchange with the
surface is favored under backscattering conditions, i.e.,
the higher the perpendicular energy during the collision,
the larger the energy loss. Hence, the energy transfer
from parallel to perpendicular motion experienced by
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Fig. 28.9a,b Angularly resolved
final-to-initial energy distributions
of O2 scattered off Ag(111) under
different incidence conditions (�i;Ei).
The experimental data by Raukema
et al. [28.113] (a) are compared
with the GLO simulations performed
in [28.14] (b) (Reprinted with
permission from [28.14]. Copyright
(2014) by the American Physical
Society)

the O2 molecules scattered above the specular angle
(�f <�i) is the reason why they have a larger energy
loss than those scattered quite below the specular an-
gle whose energy has been predominantly transferred
into the parallel motion. Furthermore, as Ei increases,
the molecules get closer to the surface, and the result is
a larger energy transfer, as observed in Fig. 28.9.

Meyer and Reuter also found that the energy loss
of O2 scattered off Pd(100) is dominated by energy ex-
change to the lattice rather than to e–h pairs [28.115,
116]. The authors performed calculations of a few
trajectories following the method of [28.25] to calcu-
late the energy dissipated into electronic excitations,
while phonons excitations were modeled with their own
QM/Me method [28.116].

Considering the molecule-to-surface atom mass ra-
tios, the minor effects that e–h pair excitations seem
to have on the scattering properties of the aforemen-
tioned systems can, to some extent, be masked by the
more efficient phonon excitation mechanism. In this
respect, the scattering of H2 on metals can be consid-
ered a better alternative to gain further insight into the
ingredients that determine the relevance of e–h pairs.
Actually, this interaction has been widely investigated
for decades as the prototype to test the validity of
the Born–Oppenheimer approximation in the thermal/
hyperthermal regime [28.1, 4, 5, 117–119]. Among the
magnitudes that can be particularly sensitive to the fine

details of the molecule–surface interaction—i.e., to its
multidimensional nature and to the existence of nonadi-
abatic contributions—are the state-to-state elastic and
inelastic scattering probabilities.

In [28.120], the LDFA was used to analyze possi-
ble nonadiabatic effects in the state-to-state scattering
of H2 and D2 off the Cu(111) surface. The results
for the vibrational survival probabilities of H2.vi D
1; Ji D 1/ and D2.vi D 1; Ji D 2/ obtained from quasi-
classical (QC) calculations, which include the initial
zero-point energy of the molecules, are reproduced
in Fig. 28.10a,b, respectively. In general, the LDFA
survival probabilities are slightly larger than the adi-
abatic ones. The calculations were performed for two
6-D PESs that differ from each other in the exchange-
correlation functional (PW91 and SRP). The effect of
e–h pairs is slightly larger for the more reactive PW91-
PES because the molecules can approach closer to the
surface, where the electron density and, hence, the ef-
fective coupling to the valence-band electrons is larger.
A common feature observed in all the 6-D calculations
is the decrease of the vibrational survival probability
as increasing the incidence energy, the decrease be-
ing more pronounced for H2 than for D2. This kind
of behavior has been experimentally observed in the
scattering of H2 off Cu(111) [28.121], as well as in
the scattering of H2 [28.122] and D2 [28.123] from
Cu(100), for which a similar isotope effect to that ob-
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Fig. 28.10a,b Adiabatic (lines) and nonadiabatic (lines with stars) QC simulations of the rovibrational survival proba-
bility as a function of the incidence energy for (a) H2.�i D 1; Ji D 1/ and (b) D2.�i D 1; Ji D 1/ impinging on Cu(111) at
normal incidence. Results obtained in [28.120] from 6-D molecular dynamics calculations performed with the SRP-PES
developed by Diaz et al. [28.4] (black lines and stars) and a 6-D PW91-PES (red lines and stars)

tained theoretically by Muzas et al. with the PW91-PES
is also observed. The same authors showed that the
rotational excitation/de-excitation probabilities do not
change significantly either when accounting for e–h
pair excitations (Fig. 28.11). Interestingly enough, the
effect is to decrease the excitation probabilities while
increasing the survival and de-excitation probabilities.
In principle, one would be tempted to assume that at
each Ei, the changes caused by e–h pair-excitations in
the D2 isotopologue should be smaller because of its
slower velocity. While this is the case for the survival
probabilities of Fig. 28.10, in the case of the rotational
excitation probabilities of Fig. 28.11, this is not that
clear and seems to depend on the exchange correlation
functional, which shows the complexity of the 6-D dy-
namics in a corrugated PES.

The scattering of thermal/hyperthermal atoms off
metal surfaces has also motivated various experimen-
tal and subsequent theoretical studies in an attempt to
gain further insight into the energy transfer mechanisms
and, in particular, into the role played by e–h-pair exci-
tations.

Using effusive beams of N atoms scattered from
Ag(111) at Ts D 500K and an incidence angle (with
respect to the surface normal) �i D 60ı, Ueta et al. in-

Fig. 28.11a–c Adiabatic and nonadiabatic QC simula-
tions of the rovibrational excitation/de-excitation prob-
ability as a function of the incidence energy for
(a) H2.�i D 1; Ji D 1! Jf D 3/, (b) D2.�i D 1; Ji D 2!
Jf D 0/, and (c) D2.�i D 1; Ji D 2! Jf D 4/. Molecules
impinge on Cu(111) at normal incidence. Colors and sym-
bols as in Fig. 28.10 (Reprinted from [28.120], with the
permission of AIP Publishing) I
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vestigated the energy loss as a function of the in-plane
(polar) scattering angle [28.124]. The final-to-initial en-
ergy ratio measured increases with the outgoing (polar)
angle �f of the scattered N atoms (�f is also referred
to the surface normal). Specifically, it yields values be-
tween 0:6 and 0:9 for angles �f <�i, and it steeply
increases above 1 for the grazing outgoing angles (�f >
50ı), suggesting an unexpectedly large energy trans-
fer from the surface to the atoms. The effusive beam
with a nominal average kinetic energy hEii D 4:3 eV,
however, carries a mixture of N atoms with diverse ki-
netic energies, as the large full-width-at-half-maximum
(FWHM) of � 5:0 eV manifests. Classical dynamics
simulations performed for monoenergeticN beamswith
a well-defined incidence energy showed that N al-
ways loses energy (hEfi=hEii < 1 for all �f), although
in agreement with experiments, the energy losses are
larger, the larger the outgoing angle �f [28.125].
The experimental measurements were only reproduced
when performing simulations that mimic the experi-
mental effusive beam. A careful analysis of the tra-
jectories showed that the apparent energy gain occurs
because only the most energetic atoms in the beam
(Ei > 4:3 eV) are scattered at grazing angles. As a re-
sult, the average final energy at these angles exceeds
the initial hEii D 4:3 eV. Furthermore, by comparing
the results obtained from simulations that include or do
not include e–h-pair excitations and/or phonons, the au-
thors demonstrate that only a small percentage of the
energy is lost into e–h pairs [28.125].

Interestingly enough, a completely different conclu-
sion is obtained in the case of H atoms scattered from
Au(111) and Cu(111) [28.126–128]. AIMD simulations
of the scattering of 5 eV H-atoms predicted experimen-
tally realizable conditions where only about 2% of the
incident energy should be lost into metal phonon excita-
tions [28.126, 127]. Higher experimental losses should,
hence, be attributed to e–h pairs. As a rough estima-
tion, the authors used the position and velocities from
the AIMD trajectories to compute within the LDFA the
energy lost into e–h pairs and already predicted that the
electronic and not the phononic would be the dominant
energy-loss channel in these systems. Similar conclu-
sions were obtained for H=Au(111) from nonadiabatic
molecular dynamics simulations based on the LDFA
and the effective-medium theory [28.128], which were
finally confirmed experimentally in [28.129]. Using in-
cidence and detection angles �i D�f D 45ı along the
[10N1]-direction and incidence energies ranging from
0:99to 3:33 eV, both theory and experiments found
a considerable fractional energy loss .Ei� hEfi/=Ei D
0:33˙0:01, which the theoretical simulations permit us
to identify as being dominated by the electronic excita-
tions.

28.4.2 Adsorption of Atoms and Molecules
on Metals

The validity of the BOA in describing the interaction
of (thermal/hyperthermal) molecules with metal sur-
faces has been extensively investigated in the context
of dissociative adsorption. There are various examples
showing that the experimental adsorption probabilities
are rather well described within the adiabatic approxi-
mation, provided that an accurate potential-energy sur-
face and the relevant degrees of freedom are included
in the dynamics simulations. Unfortunately, the inher-
ent limitations of present DFT to accurately describe on
the same footing the large and small gradient density
regions important in gas–surface interactions compli-
cates this task in many cases. As a result, the calculated
dissociation probabilities can vary strongly with the
exchange-correlation functional used in the descrip-
tion [28.4, 130–132], a methodological restriction that
cannot be overlooked when the comparison to experi-
ments is used to extract the possible effects of e–h pairs
in the dissociation mechanism.

Electronic nonadiabatic effects in the dissociative
adsorption have been studied using the LDFA for a few
systems that are, however, representative of most rel-
evant situations. Dissociation of H2 on Cu(110) is an
activated process that requires the molecule to have
a minimum energy to overcome the potential energy
barrier leading to dissociation. The lowest barriers are
located close to the surface (below 1Å), where the elec-
tron density is usually large, and for the molecule quite
elongated (i.e., for an internuclear distance r 	 1:17Å).
In this type of late-barrier systems, the effect of e–h
pairs is to decrease the dissociation probability because
the molecule loses part of its total energy before ar-
riving at the barrier. Classical trajectory simulations
performed for H2=Cu(110) showed that this reduction
is, however, very minor [28.23]. Similar conclusions
have been obtained for the dissociative adsorption of
H2O [28.133], as well as CH4 and their partially deuter-
ated isotopologues on Ni(111) [28.134]. These sys-
tems are particularly interesting because state-resolved
gas–surface experiments have revealed a strong mode
dependence in promoting dissociation [28.135–137].
Quasiclassical simulations performed on these systems
that accounted for e–h-pair excitations show through
the LDFA that none of these mode-specificity proper-
ties are significantly altered by e–h pairs [28.133, 134].

There are different factors that contribute to the
generally minor effects that e–h-pair excitations have
in the final dissociative probabilities of those systems
characterized by a direct and fast dissociation process.
The energy loss into low-energy electronic excitations
is proportional to the friction coefficient, the projectile
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velocity, and the length traveled. In the region where
the density is high, the molecule–surface potential is,
in many cases, highly repulsive and causes a substan-
tial reduction of the kinetic energy of the molecules.
In addition, a common property of the aforementioned
dissociation processes is that all of them involve short
time scales. Therefore, even if friction coefficient val-
ues were large because of the high-density regions the
molecule might be probing, the short time spent by the
molecules in those regions together with the reduction
in the velocity cause a marginal energy loss that hardly
affects the dissociation process itself.

The role of e–h pairs in the dissociation of N2

on W(100) and W(110) was studied within the LDFA
in [28.23, 111]. The process is in both cases quite com-
plex, as it strongly depends on the incidence conditions.
At normal incidence and energies > 0:5 eV dissocia-
tion is dominated by a rather direct process. However,
the difference is that the energy barriers to N2 disso-
ciation are located in the so-called entrance channel,
i.e., at larger distances from the surface where the
molecule still preserves its gas-phase equilibrium bond
length because of a still weak interaction with the sur-
face. Under such conditions it is not surprising that
the contribution to the dissociation probability of the
direct dissociation events is basically unchanged by
e–h pairs. The dissociation dynamics change drasti-
cally at lower Ei, namely, < 0:2 eV for N2=W(100) and
< 0:5 eV for N2=W(110). Under such circumstances,
dissociation proceeds in both W surfaces through an
indirect mechanism, in which the molecules are first
dynamically trapped around the molecular chemisorp-
tion wells during a few picoseconds (1�2 ps onW(110)
and 5�10 ps on W(100)) before finding the path lead-
ing to dissociation. The analysis in [28.111] shows that
the effect of e–h pairs is to increase the dissociation
probabilities mediated by this indirect mechanism. In-
terestingly, such an effect is opposite to that observed on
the aforementioned examples of direct and late-barrier
dissociation events, but can be easily understood once
we recognize the different energy landscapes ruling the
process in each case. A common feature in N2=W(110)
and N2=W(100) is that from the bottom of the ad-
sorption well, the energy barriers to desorption are, on
average, higher than those to dissociation. Hence, once
the molecule is trapped on the surface and starts to
dissipate energy, dissociation becomes energetically fa-
vored. Yet, the effect is quite minor with corrections to
the dissociation probabilities on both surfaces of about
10�15% at most. Even if the time the molecules spend
on the surface probing the high-density regions be-
fore dissociation is considerably long, the dissociation
event itself, being ruled by early barriers, is actually
decided once the molecules become trapped by the

chemisorption well, or, in general, by the attractive
parts of the PES. Thus, the excitation of the low-energy
electrons that become important at ulterior times can-
not alter the outcome of the dissociating trajectories
much.

Taking into consideration all the above examples,
we can speculate that the ideal dissociation conditions
for which nonadiabatic effects may still be determi-
nant should combine late-barrier together with trap-
ping-mediated dynamics. Unless these conditions are
met, one should expect that the adiabatic approxima-
tion suffices to provide a reasonable description of the
dissociation process, at 1250 least in its initial stages, as
we discuss next.

At first sight, the theoretically predicted insignif-
icance of e–h pairs in the gas–surface processes de-
scribed so far contrasts with existing experiments,
proving that they are efficiently excited even under ther-
mal gas–surface conditions. Detection of low-energy
solid-state e–h-pair excitations is technically feasible by
means of Schottky diode devices, which consist of ul-
trathin metal films grown on semiconductor substrates.
Hot charge carriers (electrons/holes) excited during the
exothermic adsorption of atoms and molecules on met-
als are detected as chemicurrents on the diode [28.18,
138, 139]. Using this technique, a variety of exother-
mic chemical reactions that constitute a representative
sample of relevant gas–surface interactions, such as
physisorption, chemisorption, dissociation, and recom-
binative desorption, have been investigated to conclude
that a large fraction of the energy is dissipated into
e–h pairs in view of the correlation found between
chemicurrent intensities and adsorption energies. The
question, then, is how to reconcile theory and experi-
ments in this matter.

Studies focused on the subsequent relaxation of the
adsorbing gas species rather than on the initial adsorp-
tion process itself have been decisive in understanding
the role of the low-energy excited electrons [28.40–43,
140]. In [28.141], the relaxation of the nascent H atoms
formed upon dissociation of H2 on Pd(100) was first
studied using AIMD, which only includes dissipation
into phonons, and more recently in [28.40, 41, 43] us-
ing the newly developed AIMDEF method explained in
Sect. 28.3.4. The authors show that, although e–h-pair
effects are usually irrelevant on the molecule bond-
breaking timescale—which explains the success of the
adiabatic approach and the minor corrections to the
dissociation probabilities discussed above—, it is an ef-
ficient dissipative channel in the subsequent relaxation
of the resulting hot products that propagate until they
reach thermal equilibrium with the surface. The results
for H relaxation are particularly striking, as it was found
that energy dissipation into e–h pairs occurs at a rate
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Fig. 28.12 Time evolution of the
mean kinetic energy of H2 upon
dissociation on Pd(100) as calculated
from the LDFA-based AIMDEF
simulations in [28.40]. Blue (green)
lines correspond to H2 impinging
with Ei D 0:5.1:0/ eV. Solid (dashed)
lines represent the AIMDEF results
obtained in frozen-surface (nonfrozen-
surface) simulations. Inset: mean H2

(black line) and Pd (red line) kinetic
energy obtained from nonfrozen-
surface AIMD simulations without
electronic friction (Reprinted with
permission from [28.40]. Copyright
(2014) by the American Physical
Society)

five times faster than dissipation into phonons. This can
be observed in Fig. 28.12, where the H2 kinetic energy
averaged over all the dissociated trajectories is plotted
as a function of time for H2 beams with 0:5 and 1:0 eV
of incidence energy. The evolution is represented from
the instant at which the molecule is considered dissoci-
ated (i.e., when the internuclear distance is > 1:5Å).
Note that the kinetic energy starts at a value larger
than the initial Ei because of the energy gained by the
molecule in the dissociation process. In order to quan-
tify the contribution of phonons and e–h pairs to the
relaxation process, the authors performed three types of
simulations: frozen-surface (FS) AIMDEF calculations
in which the surface atoms are not allowed to move
(FS+AIMDEF; nonfrozen-surface (NFS) AIMDEF cal-
culations that allow for the movement of the atoms in
the two topmost surface layers (NFS+AIMDEF); and
nonfrozen surface AIMD simulations that do not in-
clude electronic friction (NFS+AIMD).

In the 0:5 eV H2 beam case, � 1 ps is needed to re-
duce the kinetic energy down to 0:4 eV when only the
phononic channel is included (NFS+AIMD, see inset
in Fig. 28.12), while � 0:14 ps are enough to observe
the same decrease, when only e–h pairs excitations
are considered (blue solid line in Fig. 28.12). Com-
paring the NFS+AIMDEF and FS+AIMDEF results,
the relaxation rate is slightly larger in the former case,
i.e., when both energy dissipation mechanisms are in-
cluded, than in the latter. However, the small differences
found between both types of simulations (dashed ver-
sus solid lines in Fig. 28.12) is a clear indication of

the relaxation process being strongly dominated by e–h
pairs.

The minor role of phonons in the relaxation of H
on metals is directly related to its small mass com-
pared with that of the usual metal atoms of interest.
The competition between e–h pairs and phonons dur-
ing the adsorption and relaxation processes of heavier
atoms and molecules was also studied in [28.41–43,
140]. Together, all these studies cover different mass
ratios between the gas species and the metal atoms
that provide a wider perspective on the role played by
each energy-dissipation channel. The adsorption of N
atoms on Ag(111) was investigated by Martin-Gondre
et al. [28.140], who performed molecular dynamics
simulations on a three-dimensional (3-D) PES and in-
cluded the role of phonons and e–h-pairs by combining
the GLO and the LDFA. The same system was later
analyzed by means of AIMDEF simulations, which per-
mits, in principle, a more accurate and realistic descrip-
tion of the surface-atom movement and, importantly,
of the interplay between the two energy dissipation
mechanisms. The overall conclusions extracted in both
studies are similar though, and we will only review
those of [28.140] that take advantage of the low com-
putational cost to monitor the adsorption process until
the atom is fully accommodated and relaxed in the well.

Figure 28.13 shows the total energy of the adsorb-
ing N atoms against time as calculated when accounting
for energy dissipation into both phonons and e–h pairs
(LDFA+GLO), and when only one of the mechanisms
is considered (the LDFA for e–h pairs and the GLO
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Fig. 28.13a,b Time evolution of the total (potential plus
kinetic) energy of N atoms adsorbing on Ag(111). Results
obtained in [28.140] from three-dimensional (3-D) molec-
ular dynamics based on the LDFA (black curves), GLO
(red curves), and LDFA+GLO (blue curves) simulations
for an incidence angle of 40ı and two different energies:
(a) Ei D 0:10 eV, (b) Ei D 0:75 eV. Surface temperature
is Ts D 500K (Reprinted from [28.140], with permission
from Elsevier)

for phonons). Figure 28.13 corresponds to N atoms
impinging from vacuum at 40ı with respect to the
surface normal and with an initial kinetic energy of
0:1 eV (Fig. 28.13a) and 0:75 eV (Fig. 28.13b). Com-
pared with the somehow similar initial decay of the
LDFA+GLO and GLO curves at times below 1(2) ps
for Ei D 0:1.0:75/ eV, the slower decay of the LDFA
one at each Ei shows that, in contrast to the relax-
ation of H atoms, the initial steps of the adsorption of
N on Ag(111) are primarily controlled by the energy
exchange to the surface lattice. It is at longer times
when the contribution of e–h pairs becomes crucial. We
can infer this statement from the comparison between
the LDFA+GLO and GLO curves at times 1(2)–10ps.
While the GLO results reach an almost steady plateau,
the additional incorporation of e–h pairs (LDFA+GLO
curves) results in a slow but continuous decay that
causes an additional energy loss of around 0:5 eV at
10 ps.

It is meaningful to follow the evolution of the ad-
sorbing N over the surface unit cell that is plotted in
Fig. 28.14 at times tD 10 (red dots) and tD 20 ps (blue
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Fig. 28.14a–c Initial (black dots) and final (colored dots)
.X;Y/ positions of the adsorbing N over the Ag(111) sur-
face unit cell as obtained in [28.140] for the LDFA (a),
GLO (b), and LDFA+GLO (c). Incidence conditions: Ei D
0:1 eV and �i D 40ı. Red (blue) dots correspond to the fi-
nal atomic positions after an integration time of 10(20) ps.
The percentage of atoms adsorbed at the fcc and hcp sites is
also indicated. For clarity, all points have been merged into
one elementary cell with the Ag atoms located at the cor-
ners of the cell and the fcc(hcp) hollow located in the upper
(lower) part of the cell. The GLO and LDFA+GLO simu-
lations performed at Ts D 500K (Reprinted from [28.140],
with permission from Elsevier)

dots), as obtained from the three types of simulations.
In all cases, the atoms are already located over the
fcc and hcp hollow sites that correspond to the po-
sition of the stable and metastable adsorption wells,
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respectively. Apart from this common feature, there
are notable differences in the .X; Y/-distributions ob-
tained by each model. At tD 10 ps, the LDFA+GLO
distribution is the narrowest, showing that the adsorbing
atoms are quite well localized already at the adsorp-
tion wells. Interestingly, the GLO model gives a quite
broad distribution, also when compared to the LDFA
one. The different degrees of localization observed in
the three cases is well correlated with the amount of
energy lost by the N atoms in each type of simulation.
The increasing efficiency of the electronic dissipation
channel in the long-time term is more apparent af-
ter noting the still broad distribution obtained with the
GLOmodel at 20 ps, which contrasts highly to the well-
defined LDFA and LDFA+GLO positions. All in all, the
in-depth analysis of [28.140] shows that the relevant en-
ergy dissipation channels at the beginning and at the end
of the dynamics are different. Indeed, the fast energy
loss due to phonons during the 2 or 3 first picoseconds of
the dynamics will promote the trapping of N atoms, pre-
venting any reflection process. Nevertheless, since e–h
pairs are continuously excited as long as the adsorbing
species moves, the final position of the adsorbed atoms
is ruled by the latter dissipation channel.

Molecular adsorption of N2 on Fe(110) is an addi-
tional and more extreme example of adsorption dom-
inated by energy dissipation into phonons. Using the
different types of AIMD and AIMDEF simulations
aimed to isolate the contribution of each energy-
dissipation channel that were described above, Novko
et al. [28.41, 43] showed that no adsorption event oc-
curs when only e–h-pair excitations are included in
the simulations (FS+AIMDEF). Furthermore, the relax-
ation rates obtained when accounting for phonons with
(NFS+AIMDEF) and without (AIMD) e–h-pair excita-
tions are rather similar. Figure 28.15 shows the time
evolution of the N2 mean kinetic energy, which is ob-
tained as an average over all adsorbing NFS+AIMDEF
trajectories. This system is characterized by three
molecular adsorption wells that have quite different
properties regarding their adsorption energies and their
position and configuration on the surface. For this
reason, Figure 28.15 shows the mean kinetic energy
separated for each of the wells. The top-vertical well
with Ea D�0:31 eV occurs for the molecule atop an
Fe atom and oriented vertical to the surface, while the
bridge-parallel (Ea D�0:22 eV) and hollow-parallel
(Ea D�0:49 eV) wells correspond to the molecule ly-
ing parallel to the surface with their center of mass over
bridge and hollow sites, respectively. At the end of the
simulation, the kinetic energy of those molecules that
end up on the less bounded bridge site is only of few
tens of meV, as an indication of the molecules having
reached the bottom of the well (note that the zero-
point energy was neglected in all the simulations). At
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Fig. 28.15 Time evolution of the mean kinetic energy of
N2 adsorbing on Fe(110) at each of the three different
molecular wells. Results obtained from the LDFA-based
AIMDEF simulations in [28.41, 42] using the Hirshfeld
density partitioning scheme to account for the surface den-
sity changes caused by the Fe displacements in nonfrozen-
surface calculations. Incidence conditions Ei D 0:75 eV
and normal incidence

first thought, the results showing that the kinetic energy
of the molecules adsorbing at the top-vertical well re-
mains larger than that of the molecules adsorbing on the
hollow-parallel one seems contradictory to the corre-
sponding Ea values and show the slower thermalization
of the molecules on the top well. As shown in [28.43],
this happens because both energy-loss channels depend
strongly on the adsorption configuration. At the top site,
the molecule lies further from the surface, where the
electron density is lower, and thus, the e–h-pair excita-
tions are less efficient. The comparison of the additional
AIMD simulations performed in [28.43] showed that
the phonon excitation channel is also less efficient at
the top site.

The competition between the two energy dissipa-
tion channels can easily be quantified by calculating
the amount of energy transferred from the adsorbates
to e–h pairs and to the lattice. For a single atomic tra-
jectory, the former contribution as a function of time
can be evaluated from the path integration of the fric-
tion force on each gas atom along its trajectory, i.e.,

Eeh.t/D
NstepX

iD1
�.ri/jv ij2�t ; (28.44)

where �.ri/ and v i are, respectively, the friction coeffi-
cient and velocity of the atom at the integration step i,
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and �t is the constant time step used in the integra-
tion. The mean energy lost into e–h pairs is calculated
as an average over the available number of trajectories
hEeh.t/i. In the case of molecules, the contributions of
all the atoms are added. The energy transferred to the
lattice atoms is the sum of the instantaneous kinetic
energy of the surface atoms hEkin.t/i and the instanta-
neous variation of the potential energy due to lattice
distortions hEpot.t/i. The former can be easily calcu-
lated at each time step t during the AIMDEF simulation,
while the latter requires additional and separated calcu-
lations of the potential energy associated to the distorted
surface lattice but without including the adsorbing gas
species (see [28.41, 43] for a detailed description).

Figure 28.16 reproduces the mean energy dissipated
into each mechanism for the relaxation of the nascent H
atoms formed upon dissociation of H2 on Pd(100)
and the adsorption of N2 on Fe(110), as calculated
in [28.41]. In the e–h-pair-dominated H=Pd(110) sys-
tem, the energy transferred to e–h pairs is around more
than two times larger than the total energy transferred
to the lattice after just 0:5 ps. A completely opposite be-
havior is obviously observed for the phonon-dominated
N2=Fe(110) system in which we observe that the en-
ergy lost into phonons at the end of the simulation
time (4 ps) is almost four times the energy released
into the e–h pairs. In the first stages of the dynamics,
at t < 0:5 ps, a rapid energy transfer takes place from
the molecule to the surface lattice. In fact, this fast
energy transfer fully accounts for the adsorption pro-
cess in the N2=Fe(110) system. After this short period
of time, while hEphi reaches a plateau, hEehi increases
monotonically. Interestingly, we observe that despite
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Fig. 28.16a,b Energy transferred to the surface upon adsorption of H on Pd(100) (a) and N2 on Fe(110) (b) resolved into
the different energy dissipation channels: e–h-pair excitations (black curves), kinetic energy of surface atoms hEkin.t/i
(green curves), and potential energy of the surface hEpot.t/i (blue squares). Results obtained in [28.41] from AIMDEF
simulations based on the LDFA with the Hirshfeld density partitioning scheme proposed in [28.42]

the phononic channel dominating the N2 relaxation,
the energy lost to e–h pairs is by no means negligi-
ble. Actually, no matter how dissimilar the adsorption
and relaxation processes are, in close similarity to the
observations made for the adsorption of N on Ag(111),
we also observe for H=Pd(100) and N2=Fe(110) that the
energy loss into the lattice occurs at the initial stages
of the adsorption process. Specifically, the sum of the
hEkin.t/i and hEpot.t/i curves remains basically con-
stant in H=Pd(100) and N2=Fe(110) after the first� 0:1
and 0:8 ps, respectively. In contrast, since neither the H
atoms nor the N2 molecules are fully relaxed and ac-
commodated in their respective wells, the e–h pairs are
still an active energy drain, as is apparent from the in-
creasing behavior of the corresponding curve during the
whole integration time. The H atoms that are close to
the bottom of the well exhibit an almost saturated hEehi
curve.

28.4.3 Atom–Atom Recombinative
Abstraction on Covered Surfaces

The catalytic properties of surfaces depend on the
competition among the different elementary processes
that characterize the gas–surface interaction [28.142].
While molecular and dissociative adsorption are usually
the initial steps responsible for populating the sur-
face with at least part of the desired reactants, most
surface reactions involve at the latest stage the re-
combination of two or more species to conform the
final molecular compound that desorbs. The surface
catalycity and the replenishment of the surface active
sites will depend on the efficiency of these recombi-
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nation processes. Then, it comes as no surprise that
many pioneering investigations were focused precisely
on identifying all possible processes involving recombi-
nation [28.143–146]. Originally postulated as an atom
exchange, the single-collision Eley–Rideal (ER) pro-
cess is now assigned to the direct recombination of an
incoming gas-phase species with a surface adsorbate to
conform a molecular compound that desorbs during the
collision. Closely related to it, the hot-atom (HA) ab-
straction process differs in that the gas-phase species
experiences few collisions with the surface prior recom-
bination. The extreme alternative to the ER mechanism
is the Langmuir–Hinshelwood recombination, in which
the species involved in the reaction are fully thermal-
ized with the surface. In this section, we will focus on
the recombination processes triggered by incident gas
atoms, namely, ER and HA abstraction events.

Due to the usual fast nature of the single-collision
ER abstraction, most of the theoretical studies per-
formed on different systems were conducted under the
adiabatic approximation or by only taking into account
energy dissipation into the lattice phonons [28.8, 148–
155]. The effect of e–h pairs in ER processes has been
analyzed by Galparsoro et al. [28.147]. The authors in-
vestigated the ER recombination of H–H and N–N on
two different W surfaces and performed 6-D quasiclas-
sical dynamics simulations in which both energy dis-
sipation mechanisms, namely, e–h pairs and phonons,
were included within the LDFA and GLO models.
Among other observations—all focused on the ER re-
combination in the ideal limit of a single adsorbate—, it
was found that phonon excitations reduce the N–N ER
cross section by about 10�50%, depending on the in-
cidence energy and the crystal face. However, phonon
excitations hardly affect the H–H abstraction due to the
large mismatch between the masses of H and W atoms.
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Fig. 28.17a,b Dependence of the
average energy loss h�Ei on the inci-
dence energy Ei for (a) H–H=W(100)
and (b) H–H=W(110). Results ob-
tained in [28.147] for the LDFA
(magenta down-triangles), GLO
(green circles) and LDFA-GLO (black
up-triangles) simulations. For the
LDFA-GLO calculations, the average
energy loss into phonons

˝
�Eph

˛

(black circles and dashed lines) and
into e–h-pair excitations h�Ee–hi
(black down-triangles and dashed
lines) are also shown (Reprinted with
permission from [28.147]. Copyright
(2015) American Chemical Society)

Regarding e–h-pair excitations, the behavior observed
when comparing N–N ER and H–H ER is just the op-
posite. Specifically, e–h pairs have a very minor effect
on the N–N ER recombination cross section, but they
can modify the adiabatic H–H ER cross section by as
much as 36%.

The authors also evaluated the energy exchanged
between the molecule and the metal separating the con-
tributions of each of the energy-dissipation channels.
The results for the H–H and N–N recombinations are
reproduced in Figs. 28.17 and 28.18, respectively. By
comparing both figures, we observe that the energy
loss due to phonon excitations is about one order of
magnitude higher for the N–N recombination than for
the H–H recombination, in agreement with the mass
mismatch between N and W being smaller than that be-
tween H and W. In contrast, energy dissipation due to
e–h pair excitations is about three times larger for the
H–H recombination than for the N–N recombination,
despite the fact that the friction coefficients at equal
electron density are significantly higher for N than
for H [28.23, 37]. The authors attribute this somewhat
counterintuitive result to the combination of two main
factors. First, the comparative analysis of the trajecto-
ries showed that H atoms get closer to the surface and,
therefore, probe regions of higher electronic density
than N atoms do. Second, for similar collision ener-
gies the friction force and, hence, the electronic energy
loss is larger for H than for N, due to the corresponding
higher velocity of the former (28.44). As a final remark
on the comparison between the two energy dissipation
channels, note that even if phonons are the main energy-
loss channel for N2 formation, the electronic excitations
are by no means negligible in this case. However, the
H–H recombination on W surfaces can be safely de-
scribed without including phonon excitations, as their
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Fig. 28.18a,b Dependence of the
average energy loss h�Ei on the inci-
dence energy Ei for (a) N–N=W(100)
and (b) N–N=W(110). Results ob-
tained in [28.147] for the LDFA
(magenta down-triangles), GLO
(green circles) and LDFA-GLO (black
up-triangles) simulations. For the
LDFA-GLO calculations, the average
energy loss into phonons
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(black circles and dashed lines) and
into e–h-pair excitations h�Ee–hi
(black down-triangles and dashed
lines) are also shown (Reprinted with
permission from [28.147]. Copyright
(2015) American Chemical Society)

0

25

50

75

100

125

0.0

1.0

2.0

3.0

4.0

5.0

〈∆E/∆t〉 (meV/fs) Zp (Å)

Time t (fs)

〈∆Eph/∆t〉
〈∆Eeh/∆t〉

Zp

–25 0 25

Fig. 28.19 Energy-loss rate of the incident N (t < 0) and
nascent N2 (t > 0) going into phonons (�Eph, in red) and
into e–h pairs (�Ee–h, in blue). The right y-axis indi-
cates the values of the average z position of the projectile
zp (in black). Data from the LDFA+GLO simulations of
NCN=W.100/ at Ei D 1:5 eV (Reprinted with permission
from [28.147]. Copyright (2015) American Chemical So-
ciety)

effect on the cross sections and energy loss is negligi-
ble [28.147].

The analysis provided in [28.147] on the time evo-
lution of each energy-loss process along the ER tra-
jectories is very instructive. Figure 28.19 displays the
average energy-loss rate to phonons

˝
�Eph=�t

˛
and to

metal electrons h�Eeh=�ti as a function of time for
NCN=W.100/ at Ei D 1:5 eV. For each ER trajec-
tory, the energy-loss rates are calculated by evaluating
at each integration step �t the contribution of each

energy-loss channel (see [28.147] for details). The av-
erage over trajectories is calculated after setting in
each case the origin of time (t D 0) at the instant the
projectile reaches the classical turning point. As is
shown in Fig. 28.19, most of the energy dissipated
into the surface lattice occurs at the classical turning
point (see the large symmetric peak centered at t� 0 fs,
which amounts to � 0:76 eV). Afterwards, the form-
ing molecule gains and loses energy, but the energy
exchange in these cases is considerably smaller. At
first sight, the electronic energy-loss rate, which van-
ishes at the classical turning point with the z-component
of the projectile velocity, is rather symmetric around
this point, although slightly smaller along the outgoing
(t > 0) part of the trajectory as compared to the losses
experienced for t < 0. Even if the surface-electron den-
sity is rather similar along the incoming (t < 0) and out-
going (t > 0) parts of the trajectory, the projectile loses
an important part of its kinetic energy into phonons
upon the first collision with the surface. As a result, the
electronic friction force and, correspondingly, the en-
ergy loss decrease for the remaining (outgoing) part of
the trajectory. A similar analysis of the time evolution
of each energy-loss mechanism is plotted in Fig. 28.20
for HCH=W.100/ at Ei D 1:5 eV. Qualitatively, the
behavior of the electronic and phononic channels is
similar to that described for the N–N recombination
case. Thus, the largest energy transfer to the surface
lattice occurs close to the classical turning point as ex-
pected, while the energy-dissipation rate into e–h pairs,
despite being rather symmetric along the incoming and
outgoing parts of the trajectories, is slightly smaller in
the latter part. It is very illustrative, however, that there
are large quantitative differences that exist between the
two systems, which provide evidence as to what mech-
anism rules the total energy loss in each case.
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Fig. 28.20 Same as Fig. 28.19 for HCH=W.100/ and
Ei D 1:5 eV. Data extracted from the LDFA+GLO simu-
lations performed in [28.147]

The usually long-lasting HA recombination, which
involves hyperthermal diffusion of the impinging atom
on the surface, in principle, meets all the necessary
conditions for being significantly affected by the dissi-
pation of energy into e–h-pair excitations. This problem
has been studied for the scattering of H atoms from
the H-covered W(110) surface [28.156]. Strikingly, the
commonly accepted idea of HA recombination being
dominant over the single-collision ER mechanism—
and actually confirmed with adiabatic simulations per-
formed for the same system [28.9]—is drastically af-
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Fig. 28.21a,b ER and HA cross
sections for H–H=W(110) calculated
with (a) adiabatic BOSS [28.9]
and (b) LDFA molecular dynamics
simulations in [28.156] for H-
coverages of 0:25 and 1:0ML.
Error bars indicate the uncertainties
coming from the multiadsorbate
CRP–interpolated PES

fected when e–h-pair excitations come into play. This
is what the LDFA simulations performed by Galpar-
soro et al. show in [28.156]. According to these authors,
the HA recombination process is notably diminished
in favor of H adsorption on the surface, particularly at
low coverages and Ei. The comparison between the adi-
abatic and the LDFA cross sections per adsorbate is
reproduced in Fig. 28.21 for all possible recombina-
tion processes and for two distinct coverages, namely,
� D 0:25 and 1ML. In these simulations, a H–H re-
combination event is counted as ER when the molecule
is formed after the first rebound of the projectile and
moves definitively toward the vacuum and as primary
HA when the projectile suffers more than one colli-
sion before recombining. Finally, when recombination
involves two target atoms, the event is classified as
secondary HA recombination. Figure 28.21 shows that
nonadiabatic effects mainly affect the two HA recombi-
nation mechanisms, while the ER recombination hardly
changes in agreement with what was also found in the
single-adsorbate limit discussed above. The reduction
experienced by the primary and secondary HA cross
sections is more severe at the low-coverage and low-
incident energies. Additional analysis of the energy lost
by the projectile along the trajectory reveals that the in-
coming H atom rapidly dissipates into the efficient e–h
pair production all the necessary energy the molecule
requires to escape from the attractive surface regions.
At low coverages, the longer time required for a projec-
tile to collide with an adsorbate increases the efficiency
of the electronic energy loss and, in turn, decreases the
probability of recombination and desorption.
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28.4.4 Femtosecond Laser-Induced
Desorption

As described in Sect. 28.3.3, Tully and coworkers
showed that the physics ruling the femtosecond laser-
induced desorption of adsorbates from metal sur-
faces can be reasonably modeled by a Langevin-type
equation in the case of UV/Vis lasers operating at
large fluences, i.e., when desorption occurs via mul-
tiple electronic excitations (DIMET regime) [28.85,
86]. These early works simulated the laser-induced
desorption of CO from Cu(100) using empirical po-
tentials to describe the molecule–surface interaction.
The recombinative desorption of H2=D2 from a satu-
rated Ru(0001):H=D(1�1) surface was experimentally
investigated in [28.157, 158] using 120�130 fs laser
pulses at a wavelength centered � 800 nm. Among
their findings, the large isotope effect observed be-
tween the H2 and D2 desorption yields (Y.H2/=Y.D2))
that decreases from about a factor 22 to 5 as the laser
fluence is roughly varied from 50 to 120 J=m2 was
particularly remarkable. As reported on other DIMET
experiments, a nonlinear increase of yields with laser
fluence was also observed. Other key observations were
a clearly nonequal partitioning of the energy of desorb-
ing particles into translation, vibration, and rotation, the
linear increase of energies with fluence, a Maxwell–
Boltzmann velocity distribution of desorbing particles
with an unusually hot temperature, and a preference
of helicopter versus cartwheel rotation. All these is-
sues were studied by Saalfrank and coworkers using
different level theories in [28.88, 159, 160]. Of interest
for the present chapter devoted to the LDFA, it is re-
markable the success of the 6-D molecular dynamics
simulations performed in the context of the Langevin
equation and the LDFA to account for the friction and
random forces at each integration step [28.88]. The
authors conclude that most of the experimental ob-
servations are actually consequence of the corrugated
adiabatic PES. This conclusion notes first the impor-
tance of accounting for at least the degrees of freedom
of the adsorbates (6-D), and second, that the recombina-
tion is a low nonadiabatic process in the sense that it is
governed by low-energy electron excitations. These are
the ideal working conditions under which the LDFA is
particularly efficient, and it thus explains its adequacy
in describing most of the experimental observations
quantitatively.

Even if electrons are the driven agents in most of
the fs-laser desorption systems studied, and, therefore,
theoretical models have primarily focused on them, the
recent theoretical study of [28.89] predicts that also the
laser-excited phonons can contribute and rule the des-
orption process. Following the aforementioned works,

Lončarić et al. treat the laser-induced surface excitation
trough the 2TM [28.87] (Sect. 28.3.3), while the mul-
tidimensional dynamics of the adsorbates is described
by a classical Langevin equation, in which the friction
and random forces account for the action of the heated
electrons, the latter being calculated with the LDFA as
in [28.88]. The novelty of [28.89] is the additional use
of the GLO model to also include the effect of the en-
ergy exchange between the molecule and the heated
surface lattice in the desorption dynamics. The effect of
the laser-induced excited phonons in photodesorption
is compared with that of electronic excitations, taking
the desorption of O2 from Ag(110) as a case study.
The system is theoretically appealing for this purpose,
because DFT-PBE predicts the existence of the four dis-
tinct O2 adsorption wells depicted in Fig. 28.22 that
correspond to the molecule lying parallel to the surface
at different heights Z from the surface, the latter being
relevant because of the different surface-electron densi-
ties that the O atoms probe. In the 6-D (frozen surface)
PES, the adsorption energies Ea, surface-electron den-
sity at the position of the O atom (given in terms of
the electron mean radius rs), and the geometries are as
follows:

(i) The short-bridge site (SB) well with Ea D
�0:33 eV and rs D 3:57 a:u: has the molecular
center of mass (CM) at Z D 2:20Å over the short-
bridge site with the molecular axis oriented along
the [1N10]-direction

(ii) The long-bridge site (LB) well with Ea D
�0:24 eV, rs D 3:82 a:u:, and CM at Z D 1:98Å
over the long-bridge site is oriented along the
[001]-direction

(iii) The H001 well with Ea D�0:24 eV, rs D
2:62 a:u:, and its CM at Z D 1:29Å over the
hollow site is oriented along the [001]-direction,
and

(iv) The H110 well with Ea D�0:21 eV, rs D
2:57 a:u:, and CM at Z D 1:09Å is also over the
hollow site, but oriented along the [1N10]-direction.

Figure 28.22 reproduces the theoretical desorption
yields Y as a function of the laser fluence F for each
adsorption well. In all cases, we observe the character-
istic superlinear desorption yields (Y D aFn with n> 1)
expected for multielectron excitations. For all the laser
fluences considered, the highest desorption yields are
obtained for H110, followed by H001, LB, and SB. The
exponent n of the power law is also different for each
well, its value decreasing from nD 5:8 for desorption
from the SB well down to nD 2:6 for desorption from
the H110 well. Both results can be mostly related to
the differences in the adsorption energies of the dif-
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Fig. 28.22 Desorption yields Y as a function of the laser
fluence F calculated in [28.89] for each of the O2 ad-
sorption wells that exists on Ag(110) (see inset). Lines
are obtained by fitting each set of data to the equation
Y D aFn (Reprinted with permission from [28.89]. Copy-
right (2016) by the American Physical Society)

ferent wells. The highest desorption yield and lowest
exponent correspond to the well with the lowest Ea

and vice versa. However, the adsorption energy itself
is not the only property ruling the desorption process.
The LB and H001 wells have the same adsorption en-
ergy (�0:24 eV), but the yields are consistently larger
for desorption from the H001 well than from the LB
one. The authors showed by comparing the time depen-
dence of Te and Tph as obtained from the 2TM to the
desorption rates from each of the wells that this effect
is related to the desorption process being, respectively,
ruled by the laser-excited phonons and the laser-excited
e–h pairs in the bridge and hollow wells. These results
are shown in Fig. 28.23 for FD 200 J=m2. There are
remarkable differences between the bridge wells (LB
and SB) and the hollow wells (H001 and H110) ob-
served not only in the magnitude of the desorption rates,
but also in their time evolution. While the desorption
rates for the hollow wells seem to follow the time evo-
lution of Te—with a delay of around 3:5 ps though—,
the desorption rates from the bridge sites are not much
affected by the high increase of Te at short times, and
it is at longer times, once Te and Tph are equilibrated,
when the desorption rates from LB and SB reach their
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Fig. 28.23a–d Desorption rates (right ordinate) calcu-
lated for F D 200 J=m2 and each adsorption well in [28.89]
using a time interval of 1 ps. Electron (orange line) and
phonon (blue line) temperatures calculated from the 2TM
are also shown (left ordinate). Bridge wells: (a) LB, (b) SB;
hollow wells: (c) H001, (d) H110 (Reprinted with per-
mission from [28.89]. Copyright (2016) by the American
Physical Society)

highest values. It is worth to mentioning that the desorp-
tion rate from SB seems to follow the time evolution of
Tph, but also with a certain delay. All these observations
suggest that while desorption from the hollow sites is
mainly an electron-mediated effect, where the energy
transfer from the electrons excited by the laser pulse to
the adsorbed molecule plays a dominant role, its effect
on desorption from the bridge sites is less relevant. In
these cases, desorption seems to occur as a consequence
of the laser-mediated phonon excitations. The authors
further confirmed these ideas by performing additional
calculations in which only the effect of either the heated
electrons (LDFA with Te.t/) or heated phonons (GLO
with Tph.t/) was included in the desorption dynamics.
In the case of desorption from the hollow sites, the
LDFA yields and rates were significantly larger than
GLO ones, while the opposite behavior was observed
for desorption from the bridge wells. The minor effect
of the heated electrons on the bridge wells can be un-
derstood by realizing that the molecule on these wells
is located at intermediate distances from the surface
where the electron density is small (compare the afore-
mentioned different rs values probed by the O atoms
at the different adsorption wells). The general predic-
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tion that can be extracted from the theoretical analysis
of [28.89] is that multiple electron excitations are, in-
deed, expected to be the main mechanism ruling fs-laser

desorption in the case of chemisorbed species, while the
laser-heated phonons will dominate in the case of phys-
isorbed adsorbates.

28.5 Conclusion

In this chapter, we have reviewed recent developments
based on the LDFA to study the effect of low-energy
electronic excitations in elementary gas–surface pro-
cesses. We have shown that the LDFA constitutes
a valuable tool to incorporate such effects in multi-
dimensional molecular dynamics calculations and that
its flexibility has already allowed its implementation in
AIMD simulations.

Several conclusions have been already made by the
application of the LDFA to different gas–surface in-
teraction problems. In the case of the scattering of
hyperthermal molecules, such as N2 or O2 and atoms
as N from metal surfaces, the contribution of the elec-
tronic excitations to the energy loss has been found to
be very minor. In these cases, the energy loss is domi-
nated by phonon excitations that take place as a result
of the collision of the projectile with the surface. On the
contrary, for the lighter H projectiles, phonon contribu-
tion to the energy loss is much reduced. Indeed, in this
case, electronic excitations have been found to be the
dominant mechanism, and the LDFA has successfully
reproduced the energy loss measured.

Regarding dissociative adsorption of molecules at
surfaces, two different scenarios can be distinguished.
In the case of activated direct dissociation, electronic
excitations reduce the adsorption probabilities, because
the molecule loses part of its energy before arriving at
the energy barrier that governs the process. However,
since the time scale for this process is usually very
short, the amount of energy loss is very reduced, and
the adsorption probabilities remain nearly unchanged.
A different picture arises in the case of indirect dis-
sociation preceded by trapping of the molecule in the
adsorption well. In this case, once the molecule is
trapped it starts to lose energy efficiently by exciting
e–h pairs. If from the bottom of the chemisorption well
the barriers to desorption are on average larger than
those of dissociation, energy loss favors the latter over
the former, giving rise to an increase in the dissociative
adsorption probabilities. Nevertheless, even in this case,
the effect is usually very minor, because most of the dis-
sociation is decided before the trapping of the molecule
takes place.

Although the effect of electronic excitations in the
adsorption probabilities is very minor, their role on the
relaxation and thermalization of hot adsorbates at sur-
faces is very important. Depending on the mass ratio

between the adsorbate and the surface atoms, phonon
excitations or electronic excitations dominate the re-
laxation process. For instance, the relaxation of hot H
adsorbates is fully dominated by the electronic exci-
tations, while for N atoms and N2 molecules, phonon
excitations have been shown to be the dominant energy-
dissipation channel. Nevertheless, it has been demon-
strated that even in these phonon-dominated cases, the
energy transferred to the electronic system during the
relaxation process is substantial, since e–h pairs are re-
sponsible of the final accommodation in the adsorption
wells.

Similar conclusions are extracted for Eley–Rideal
and hot-atom recombinative abstraction processes oc-
curring between gas-phase and adsorbed atoms at metal
surfaces. Phonon excitations can substantially affect
N–N recombination probabilities but can be safely ne-
glected in the case of H–H recombination. On the
contrary, electronic excitations have a large impact in
H–H recombination probabilities but hardly affect N–N
recombination. A remarkable result found recently is
the dramatic reduction of the hot-atom mechanism for
H–H recombination when electronic excitations are in-
cluded at low coverages and low projectile-incidence
energies.

Finally, we have shown how the LDFA can also be
used to describe energy transfer from heated electrons
to adsorbates at metal surfaces in terms of a classi-
cal Langevin equation. This has a direct application to
the simulation of femtosecond laser-induced desorption
of adsorbates at metal surfaces in the DIMET regime.
Combination of the LDFA with the GLO method al-
lows us to treat the coupling of the adsorbates to the
laser-excited electrons and phonons. In this way, for
instance, it has been shown that the desorption of O2

from the Ag(110) surface can be governed by phonon
or by electron excitations simultaneously, depending
on the characteristics of the adsorption well in which
the molecule is initially located. A natural future de-
velopment in this field would be the implementation
of the Langevin dynamics with heated electrons within
the AIMDEF scheme. This would allow us to model
laser induced desorption dynamicswithin AIMD for the
first time, allowing for independent atom-surface move-
ment. Such a methodology will represent an important
step forward in the modelization and understanding of
the photodesorption dynamics.
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29. Self-assembly of Organic Molecules
at Metal Surfaces

Gianangelo Bracco , Marco Smerieri , Letizia Savio

Adsorption and self-assembly of organic molecules
at surfaces is a key issue in nanoscience and nano-
technology for the many possible uses of hybrid
organic–inorganic interfaces. Depending on the
nature of the molecules, applications are foreseen
in the fields of molecular electronics, sensoristics,
pharmacology, biocompatibility, hygiene and bio-
fouling. As a consequence, there has been a large
effort in the last few years to determine the struc-
ture of the layers and to unravel the mechanisms
at the basis of the self-assembly process.
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In Sect. 29.1 we describe the different possibilities of
self-assembly at metal surfaces. For sake of clarity, we
group the different examples depending on the cate-
gory of molecules which are employed. Section 29.2
will deal with covalent bonding and formation of
organometallic compounds starting from hydrocarbon

precursors. Section 29.3 will be dedicated to noncova-
lent bonding and divided into three subsections devoted,
respectively, to �-conjugated systems, to the formation
of self-assembled monolayers of thiols and to small bi-
ological molecules, mainly amino acids (Sect. 29.3.3),
at surfaces.

29.1 Molecular Engineering of Surfaces

The characterization of the physical–chemical interac-
tions at the hybrid organic–inorganic interface and the
assemblymechanisms of the so-called hybrid nanocom-
posites is a major challenge in nanoscience. In fact,
depending on the nature of the molecule, many possi-
ble applications are foreseen in several fields of science
and engineering. Large aromatic compounds are partic-
ularly interesting for their use in nanoelectronics [29.1,
2], sensoristics and, if coupled with a suitable metal
atom in an organometallic compound, for nanocatalysis
and spintronics. On the other hand, clarifying the inter-
action of small biological molecules as amino acids and
peptides with metal and oxide surfaces is mandatory to
gain useful insight for the possible use of such systems
in pharmacology applications [29.3], to solve biocom-
patibility issues and to prevent fouling and biocorrosion
phenomena. Finally, we remark that the presence of an
organic layer can modify the interfacial properties of
the surface on which it is deposited, for instance by

changing the reactivity of surface atoms or behaving
as an electrically insulating film. Therefore, solid sur-
faces coated with an organic self-assembled monolayer
(SAM) can present well-defined properties: SAMs pro-
vide a convenient, flexible, and simple way to tailor the
interfacial properties of metals, metal oxides, and semi-
conductors.

Molecular engineering is an important field of re-
search in nanoscience, since the accurate control of
the position, electronic properties, intermolecular in-
teractions and molecule–substrate interface of func-
tional molecules is fundamental for molecular elec-
tronics [29.4]. Several techniques for the construction
of well-defined molecular architectures have been de-
veloped so far, e.g., manipulation, nanofabrication and
nanolithography [29.5–7]. Exploiting the spontaneous
assembly of the molecular units on suitable surfaces or
nanoparticles is of course a simple and advantageous
method to realize low-dimensional quantum-confined
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geometries [29.2, 8] and to achieve reproducible and
scalable results. On the other hand, the availability
of extended and regular patterns at the nanoscale is
a key issue also for fields as sensoristics, nanocatalysis
and spintronics. Indeed, suitable guest molecules/atoms
can be selectively accommodated in the cavities of
nanoporous networks for sensing purposes, molecular
(chiral) recognition, or templating. E.g., fullerene and
fullerene derivatives are prospective building blocks
for functional nanostructures when deposited on metal
surfaces but, at low coverage, they are too mobile
and not stable enough for use in molecular devices.
When deposited on a template formed by a self-
assembled glycine layer on Cu(111), isolated fullerene
molecules can be immobilized and form a regular pat-
tern [29.9]. Similarly, the nanocavities can provide
functional spaces for heterogeneous catalytic reactions
if they host a reactive molecular species or a metal atom
acting as catalyst. Depending on the magnetic proper-
ties of the metal, metal–organic networks may also be
relevant for spintronic applications.

Molecular engineering involves quite often large or-
ganic molecules, typically aromatic compounds, which
may also be specially designed or modified for spe-
cific purposes, e.g., by adding a metal atom or a desired
functional group [29.10–13]. However, self-assembly is
a process occurring very often with molecules present
in nature and especially with molecules of biological
interest. Indeed, the term was firstly used in biology
to indicate the phenomenon in which complementary
molecular units find each other and form a stable com-
plex (sub)system. It is remarkable, in this respect that
one of the first observations was that of spontaneous
association of entire and infectious viruses from their
separated nucleic acid and protein components [29.14].
The self-assembly of biomolecules at surfaces opens up
wide perspectives [29.15–18]. Due to the complexity
of the systems, so far only the simplest species have
been investigated at the molecular level. The natural
selectivity of nucleic acids suggests these molecules
to be a good model system and, indeed, several 1-D
and 2-D hydrogen-bonded structures were observed
on Cu(111) [29.19, 20] and Cu(110) [29.21]. However,
achieving unique routes toward low-dimensional nano-
structures of nucleic acids is often nontrivial [29.20].
For this reason, the attention has concentrated on amino
acids and oligopeptides [29.17, 18]. Amino acids are
the basic constituents of proteins. Short peptides are
the simplest organized structure formed by amino acids
and still do not present the additional complication of
folding, typical of proteins or of long peptides. There-
fore, they have a structure simple enough to be assumed
as a model for the chemisorption of biofunctional
molecules but they are also suitably complex to offer

precious information on the fundamental mechanisms
governing the hybrid organic–inorganic interface. Last
but not least, all the natural amino acids except glycine
are chiral. Since the surface reactivity can be modified
by exploiting the intrinsic chirality of amino acids and
peptides, their action as a chiral modifier is a crucial
issue for chiral separation or enantioselective heteroge-
neous catalysis.

Before proceeding with the description of the self-
assembly concepts, it is worth mentioning that there is
some confusion in literature about the proper terminol-
ogy to be employed. In fact, spontaneous organization
of separate units in an ordered system can occur at the
nanoscale, but it can also be a mesoscale phenomenon,
especially when dealing with biological systems. In this
latter case, the term self-organization is probably more
appropriate. A potential classification scheme is the one
proposed by Barth [29.15], according to which:


 Self-assembly consists in the spontaneous formation
of spatially textured architectures of well-defined
geometry, stable under equilibrium conditions. Self-
assembly proceeds in closed systems by synergic
interaction of clearly identifiable functional units.
The free energy minimization leads to identical and
reproducible patterns.
 The term self-organized growth indicates regular ar-
rangements of units controlled by mesoscale force
fields or kinetic limitations arising in processes ac-
companying matter accumulation. These structures
are uniform to a certain extent but, a priori, not iden-
tical at the atomic or molecular scale.
 Self-organization is associated with spatiotemporal
order phenomena in open systems and away from
thermodynamic equilibrium.

Only self-assembly phenomena at the nanoscale will be
treated in this chapter. The examples reported here will
deal mainly with noble metal surfaces since they (espe-
cially Cu) are the most common substrates used to in-
vestigate the hybrid organic–inorganic interface [29.17,
22–24].

Formation of spatially organized molecular archi-
tectures at surfaces can involve different kinds of inter-
molecular and molecule–substrate bonding, which can
be roughly classified as covalent or noncovalent bond-
ings.

Covalent bonding implies bond-breaking and subse-
quent saturation of the dangling bond towards the sur-
face, towards a metal adatom with the formation of an
organometallic compound or towards another molecule.
Usually the molecule dissociates by loosing a H atom.
This is indeed the case for all amino acids adsorbing
in the anionic form [29.24], for thiols binding at the
metal surface through their sulfur group [29.3, 25] and
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for some aromatic compounds [29.11, 26]. However, if
the molecule is modified by introducing an additional
element or functional group (such as a halogen atom
or a methyl group), this particular bonding is probably
the weakest and the first one to be broken [29.11, 13,
27]. This process has been observed and exploited, e.g.,
for the formation of organometallic chains from halo-
genated hydrocarbon precursors.

Finally, formation of covalent bondswithin adjacent
molecules may lead to the synthesis of new molecu-
lar species, e.g., to peptides when starting from amino
acids or to polymeric structures when the precursor
is a hydrocarbon molecule, preferably already inserted
in an organometallic assembly. Since this last process
requires energy, it is usually activated by providing ex-
ternal energy in the form of heat, light, or even electron
injection.

Noncovalent bonding, on the contrary, is driven
mainly by electrostatic forces. Van der Waals inter-
actions and hydrogen bond formation are the most
common driving mechanisms, though other ionic inter-
actions and substrate-mediated long-range forces may
play a role [29.24, 28, 29]. In addition, supramolecular
ordered patterns, i.e., a hierarchical organization of self-
assembled structures, can take place under some condi-
tions. Van der Waals interactions are evident, e.g., in
lamellar structures of flat-lying chain-like hydrocarbon
species realized at solid–liquid interfaces [29.23] or in
self-assembled monolayers of alkanethiols [29.25], but
they are present for whatever system. Their weakness
often prevents a clear understanding of their relevance,
thoughwith recent progress in density functional theory
(DFT) their contribution can now be taken into account
with a good degree of approximation [29.30, 31]. Hy-
drogen bonding, which is mostly due to electrostatic
interactions [29.32], is probably the most common
type of noncovalent intermolecular interaction [29.22,
24]. More generally, charged or polar moieties can
form H bridges or other electrostatic coupling schemes.
An even stronger, albeit nonselective, bonding occurs
in the ionic self-assembly, explored in solution-based
systems [29.33]. In 3-D, the strength of ionic bonds typ-
ically exceeds that of H-bridges; however, appreciable
screening may intervene on metals. A special electro-
static interaction is the zwitterionic bonding in amino
acids [29.18]. In addition, indirect substrate-mediated
effects may be operative and influence the molecular
mobility and self-assembly process [29.29].

To understand the self-assembly mechanisms and
to unravel the geometry of the molecular patterns,
several factors have to be considered, among which
adsorption, mobility, lateral interactions and molecule–
substrate interactions. All of them depend on the
atomic environment, chemical nature and symmetry

Molecule–molecule
interaction Einter

Molecule–substrate
interaction

Adsorption

Self-assembled
layerDiffusion

Fig. 29.1 Scheme of the mechanisms controlling molec-
ular self-assembly on surfaces. From left to right: (i)
Molecules from the gas phase hit the surface and are ad-
sorbed on it. (ii) The molecules diffuse on the surface
and get into contact with other molecules. (iii) Intermolec-
ular bonds are established and an ordered layer forms.
(Reprinted from [29.37], with permission from Elsevier)

of the substrate [29.12, 17, 34]. The accurate balanc-
ing of all these factors allows for the appearance of
supramolecular order and determines the stable geom-
etry of the self-assembled pattern. As an example, we
anticipate here that alanine adsorb on Cu(110) in the
anionic form [29.35], as many other amino acids. Since
the molecule–substrate interaction is quite strong, this
molecule organizes to form chiral clusters of six or eight
units, interspersed with chiral channels exposing the
bare metal atoms, in order to release the stress due to the
lattice mismatch and to keep registry with the substrate.
Glutamic acid on Ag(100), on the contrary, arranges in
extended monolayer islands fully covering the Ag ter-
races, since the interaction with the silver substrate is
weak and intermolecular forces prevail [29.36].

Noncovalent self-assembly between molecules can
be schematized with the three-step process represented
in Fig. 29.1 and including: adsorption, diffusion, molec-
ular recognition and islands formation:

i) Adsorption.A flux of molecules is directed towards
a well-prepared surface and the single units ad-
sorb on it, usually in a definite configuration and at
specific sites. For small organic species on metals,
typical adsorption energies of 0:5 eV< Ead < 10 eV
per molecule and molecule–substrate bond energies
in the range of 0:3�5 eV per functional group are
reported [29.38], the precise value being strongly
dependent on substrate reactivity, symmetry and
electronic properties. Since the structures of inter-
est must be stable at room temperature (RT), Ead

should exceed � 1 eV according to the desorption
rate equation for an isolated species

�des D �0e�ˇE� ; (29.1)
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where �0 D 1013 s�1; ˇ D ŒkBT��1 and E� is the cor-
responding energy barrier.
The coupling of the molecule to the atomic lattice
confines the adsorbate and influences its conforma-
tion. If the molecules are anchored to the substrate
with a specific functional group, the adsorption
configuration may depend on coverage and/or an-
nealing of the layer [29.36, 37, 39, 40]. If the species
is flexible enough, molecular deformation can oc-
cur [29.41, 42], while the symmetry reduction asso-
ciated with the 2-D confinement may induce a rich
variety of chirality phenomena [29.17, 21, 43]. All
this information is indicative of the key role of
the molecule–substrate interaction in the adsorp-
tion process and in the determination of the final
self-assembled geometry. In addition, if molecule–
substrate interactions are relevant, rearrangements
of the substrate atomic lattice may occur. Step
faceting and bouncing has indeed been observed
on deposition of amino acids at Cu(001) [29.18,
44]. Conversely, naturally reconstructed or artifi-
cially patterned surfaces can provide anisotropic
templates with preferential adsorption sites, thus
steering peculiar self-assembled geometries [29.45,
46].

ii) Diffusion. The molecules diffuse on the surface.
Surface migration and 2-D rotation are thermally
activated processes associated with energy barri-
ers 0:05 eV< Em < 3 eV and Erot � Em, respec-
tively [29.15]. Considering the simplified case of
a unique migration energy barrier for diffusion
of isolated species and using a rate equation of
the same form as (29.1), it is evident that self-
assembly at RT can be achieved if Em � 0:5 eV.
Migration barriers are adsorption configuration-
dependent [29.47] and usually reflect the anisotropy
of the surface. They can be tuned also by suit-
able modification of the molecular structure, e.g.,
by adding specific functional groups.
For site-specific bonding, the adsorbates have a spe-
cific orientation with respect to the substrate atomic
lattice. Two-dimensional rotations are therefore
possible and, as diffusion, require thermal activation
and follow a similar rate law. Detailed studies char-
acterizing rotational motion are rare and limited to
small molecules [29.48] but the order expressed in
2-D self-assembly provides clear indirect evidence
of this phenomenon [29.17, 22, 23].

iii) Molecular recognition and formation of regular
architectures. The mobile molecules are adsorbed
in configurations promoting molecular recognition
and the formation of lateral noncovalent bonds be-
tween functional groups. Then, the self-assembly
of low-dimensional nanosystems is mediated by
the selectivity and directionality of hydrogen bonds

or metal–ligand interactions, but also by bonding
schemes based on nonspecific interactions. One or
more types of noncovalent bond formation mech-
anisms can be involved, depending on the char-
acteristics of both the surface and the molecular
species; the typical energy gain for the formation
of the self-assembled geometry is 0:02 eV< Eas <
2:5 eV [29.15].

The study of the detailed adsorption configura-
tion and of the self-assembly patterns of molecules
at surfaces is often an experimental challenge, which
requires a combination of powerful tools. The scan-
ning tunneling microscope (STM) is certainly a fun-
damental instrument for this kind of investigation. It
allows to determine the surface morphology at the
atomic level, to manipulate individual molecules to
create specific patterns or to induce specific chemical
reactions [29.49–51], but also to gain spectroscopic in-
formation (scanning tunneling spectroscopy, STS) on
individual molecules [29.52]. The limit of this tech-
nique is the lack of chemical information, since STS
analysis is limited to the valence band region and it
is extremely local and technically demanding. For this
reason, microscopic investigation is usually comple-
mented by spectroscopic experiments aimed at defining
the chemical state of the molecule as a whole and of its
different functional groups. Core level photoemission
spectroscopy, either with laboratory and synchrotron
x-ray sources, is largely employed in this respect. For
the simplest molecules, as amino acids, also infrared
(IR) spectroscopy is of common use. Though inter-
preting a vibrational spectrum can be a bit more com-
plicated than reading an XPS one, IR spectroscopy is
a photon-based technique and thus presents the great
advantage of working also in ambient conditions, not
necessarily in ultrahigh vacuum. This is important in
the study of biological molecules, which are often
deposited from solution and investigated in liquid en-
vironment. Moreover, in some cases, biointerfaces may
be damaged by x-ray irradiation, while they are not per-
turbed by the less-energetic photons in the IR region.

Experimental investigation must be complemented
by DFT and other model calculations, which help
to shed light onto structure and properties of the
molecule–surface system. For example, the following
points can be addressed:

i) The nature of the intermolecular interactions at play
in molecular layers at surfaces

ii) The structure of the layer
iii) For chiral adsorbates, the mechanisms by which the

chirality at the molecular level is expressed in the
2-D system

iv) Chiral recognition.
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The theoretical approach can bring spectacular break-
throughs in the description of adsorbed molecules and
provide precious information to interpret experimental
data and to better understand the structural and envi-
ronmental factors affecting molecular adsorption and
ordering on a surface. The first DFT studies of complex
systems neglected Van der Waals interaction and were
thus affected by a systematic error in their predictions;
these forces are taken into account in the more modern
functionals, thus increasing significantly also the quan-
titative agreement with the experimental data.

In this chapter we will provide a brief overview of
this topic by presenting a few examples for significant
categories of molecules and considering the nature of
the interaction with the substrate and with the neighbor-
ing adsorbates. We will start describing the formation
of covalent structures and the surface-assisted polymer-
ization of organic compounds. Then, we will move to
noncovalent, intermolecular bonding, analyzing first the
case of self-assembled monolayers of thiol molecules
and then focusing on small biological molecules, such
as amino acids.

29.2 Organometallic Compounds and Covalent Bond Networks

Recent research interests in the field of surface-
supported organic monolayers focus on two main
topics: the growth of epitaxial grapheme [29.53, 54]
and the production of surface covalent organic frame-
works [29.13, 26, 55–57]. In fact, nowadays it is well
established that bottom-up fabrication of surface nano-
structures guarantees a final product of better quality
in terms of uniformity, low defectivity and, hence,
transport properties with respect to the top-down ap-
proach. In this frame, 1-D and 2-D organometallic
compounds and coordination polymers have attracted
large attention because they are often thermally more
stable [29.10, 58] than structures based on the weaker
electrostatic interactions or hydrogen bonds [29.59].
Organometallic structures may evolve into polymeric
chains/networks through activated formation of new co-
valent bonds, while in other cases the covalent assembly
forms without this intermediate step.

Most of this surface-confined chemistry has been
directed by specific functionalization of the organic
components—typically introducing halogen atoms or
carboxylate, pyridyl, or carbonitrile functionalities—
in order to create covalently bound macromolecular
structures with controlled shape and size. The concept
of surface-assisted covalent bonding is schematized
in Fig. 29.2 for the tetra(4-bromophenyl)porphyrin
(Br4TPP) molecule [29.26]: a chemically stable, central
molecular unit with a specific function (e.g., a pecu-
liar electronic/magnetic/catalytic property) is equipped
with several legs, some of which may be modified by
the introduction of a functionalized termination. After
thermal dissociation of the substituent atoms (either on
the surface or in the evaporator), the monomer build-
ing blocks are connected with each other through the
activated legs, directly on the surface, by thermal dif-
fusion. The ability to design and synthesize molecules
with a different number and relative arrangement of pre-
defined connection points allows the construction of
various topologies, such as dimers, linear chains and

two-dimensional arrays. This is shown in the bottom
part of Fig. 29.2 for tetraphenylporphyrin (TPP) modi-
fied with one, two or four Br terminations and deposited
on Au(111). Upon sufficient heating, the molecules be-
come activated and connect on the surface forming
molecular arrays, the topology of which depends on
the molecular design (Fig. 29.2b). If only one Br sub-
stituent is used (BrTPP), each building block provides
only one reactive site and dimer formation occurs. If
the porphyrin building blocks are modified with two
Br atoms in a linear geometry (trans-Br2TPP), long,
linear chains are observed, while the use of four Br
substituents (Br4TPP) enables the construction of two-
dimensional networks. Accordingly, no macromolecu-
lar structures can be formed starting from pure (i.e.,
nonhalogenated) TPP molecules. These results clearly
show that the architecture of the nanostructures can
be precisely controlled through the position of active
endgroups in the chemical structure of the molecu-
lar building blocks. The covalent nature of the formed
bonds is confirmed by DFT calculations and manipula-
tion experiments.

If a similar process occurs with the participation
of metal atoms, usually provided by the substrate, we
assist with the formation of organometallic chains as
those reported in the examples of Fig. 29.3 and in top
panels of Fig. 29.4. Fan et al. [29.60] deposited 4,400-
dibromo-meta-terphenyl (DMTP; see Fig. 29.3c for the
molecular structure) on Cu(111) at T 	 300K. DMTP
dissociates by C–Br bond scission and the resulting
meta-terphenyl fragments form stable organometallic
structures based on C–Cu–C bonds. At RT (Fig. 29.3a),
both cyclic oligomers of the type (meta-terphenyl-Cu)n
(with nD 6; 8; 14; 16;18; 22 marked by arrows) and
zig-zag polymer chains form. The latter ones have a re-
peat unit length of 26:5Å, are oriented ˙5:0ı off the
h0N11i direction of the underlying Cu(111) substrate and
can bend by angles of 60ı, 120ı or 180ı (i.e., back-
fold). Islands formed by these chains are elongated
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Fig. 29.2 (a) Schematic representation of the formation of covalently bound networks by connecting activated molecular
building blocks. (b) Macromolecular architectures obtained from different TPP monomer building blocks modified with
one, two and four Br substituents. The top row shows the chemical structure of the molecular precursors; the middle
row reports detailed STM images of the nanostructures formed upon covalent bonding (5�5 nm2; 10�10 nm2 and 8:5�
8:5 nm2, respectively). The chemical structure of the final assemblies is schematized in the bottom row. (After [29.26])

along the chain direction. The Cu atoms involved in the
metal–organic structure stem partly from the terraces,
as witnessed by the formation of vacancy islands at high
coverage. Macrocycles appear at room temperature and
below, whereas only chains are formed at higher T
(Fig. 29.3b). Such behavior indicates that chains are
thermodynamically favored, probably because of the
high packing density that is reached when they organize
into islands and that allows a maximum of lateral van

der Waals interactions. Finally, the evidence of C–Cu–
C bond formation but not of direct C–C bond formation
suggests that Cu adatoms participate in the C–Br bond
scission, so that Br is directly replaced by Cu.

Halogenated (aromatic) hydrocarbons often form
organometallic compounds with carbon–metal–carbon
bonds. These nanostructures may then act as intermedi-
ates in the surface-assisted Ullmann reaction [29.62, 63]
leading to the synthesis of covalent assemblies [29.57,
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C–Cu–C bond formation (300 K) (m -Terphenyl-Cu)n cyclesDMTP

Zig-zag chain

a)

c)

b)

80 Å

Fig. 29.3 (a) STM image of the
Cu(111) surface after deposi-
tion of 0:55ML of DMTP at
RT (V D � 2:75V, I D 0:08 nA).
Both the macrocycles .MTP-Cu/6,
.MTP-Cu/14 and .MTP-Cu/16
(marked by green arrows) and
folded zig-zag chains are present.
(b) STM image of the Cu(111)
surface after deposition of 0:77ML
DMTP at T D 440K (V D � 3:6V,
I D 0:02 nA). (c) Reaction scheme
leading to the formation of the ob-
served structures. Color code: white,
hydrogen; grey, carbon; red, bromine;
underlying Cu(111) surface atoms are
shown by orange spheres. (Reprinted
with permission from [29.60]. Copy-
right (2015) American Chemical
Society)

64–66]. This process consists of two steps since the
dehalogenation of the precursor molecule and the for-
mation of an organometallic intermediate with metal
atoms extracted from the surface is followed by
a surface-catalyzed C–C bond formation. Ullman cou-
pling has been deeply investigated and exploited in sev-
eral surface-mediated polymerization processes [29.51,
60, 67]. In fact, if additional energy is provided, de-
hydrogenation and C–C bond formation may occur
and the formation of polymer chains or networks is
observed [29.11, 68, 69]. Recently, this process has
been exploited especially for the controlled growth of
graphene nanoribbons (GNRs). These 1-D nanostruc-
tures are of extreme interest for the use of graphene-
based materials in nanoelectronics because, contrary to
extended graphene layers, they have a band gap. Since
the latter depends on the width and on the edge geome-
try of the ribbons [29.13, 70], their fabrication presents
strong requirements of uniformity and reproducibility,
which are usually not satisfied by top-down fabri-
cation methods [29.71, 72]. The bottom-up approach
gives better results and, indeed, the synthesis of GNRs
is a good example of surface-assisted covalent cou-
pling. The large variety of studies performed evinces
how the final product strongly depends on growth pa-
rameters as the nature and geometry of the substrate

and the molecular structure. E.g., 10,100-dibromo-9,90-
bianthryl (DBBA), a very common precursor used for
the synthesis of N D 7 armchair GNRs, polymerizes
into GNRs both on Au(111) and on Cu(111) but on
the less-reactive substrate higher temperatures are nec-
essary to activate the intermediate and final steps of
the reaction [29.69]. On the other hand, the same ther-
mal treatment that leads to GNR formation on Cu(111)
produces quasizero dimension flat nanographene units
on Cu(110) because, in this case, the Ullman coupling
reaction is blocked by the strong anisotropy of the sur-
face [29.73]. The nature of the molecule is another
crucial ingredient to determine the geometry of the fi-
nal self-assembled covalent structures and of the GNRs
in particular. On Ag(111), straight N D 7 armchair
GNRs can be fabricated starting from DBBA, while
chevron-type GNRs with alternating widths of N D 6
and N D 9 are obtained using 6,11-dibromo-1,2,3,4-
tetraphenyltriphenylene monomers [29.13]. Several
aromatic molecules self-assemble in well-organized
organometallic compounds [29.65, 74, 75] but only in
a few cases complete dehydrogenation and C–C co-
valent bond formation are reported [29.11, 13, 57, 76].
Recently, a comparison between the thermal evolu-
tion of 5,11-dibromotetracene (DBT) [29.61] and of
1,6-dibromopyrene (DBP) [29.11] layers deposited on
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Fig. 29.4 (a,c) Formation of –tetracene–Ag–organometallic chains on Ag(110). (a) Top: STM image of (0:9˙ 0:1) ML
of DBT deposited on Ag(110) at RT (V D 1V, I D 1:4 nA). Bottom: Same as top, after annealing to 300 ıC for 10min
(V D 0:84V, I D 5:89 nA). (c) Top: Optimized geometry and simulated STM image of the DBT–Ag–DBT dimer, which
best reproduces the experimentally observed images. Black, green, red, and grey balls correspond to C, H, Br, and Ag
atoms, respectively. Different shades of grey are used to identify the Ag layers, while the Ag adatoms are colored in
blue. Bottom: XPS spectra of the Br 3d and C 1s regions showing the thermal evolution of 0:4ML of DBT deposited
on Ag(110) at RT. (b,d) GNRs formation from DBP=Ag(110). (b) Top: STM image of the Ag(110) surface covered
with 0:7ML of DBP deposited at RT (V D 0:5V, I D 28 nA). Bottom: Arrays of ordered GNRs formed upon annealing
a DBP multilayer to 150 ıC for 15min and then to 400 ıC for 3min. (d) Top: Simulated STM image of the DBP trimer,
which best reproduces the experimentally observed structures. The optimized geometry is superimposed on the left side.
Bottom: XPS spectra of the Br 3d and C 1s regions showing the thermal evolution of 1:2ML of DBP deposited on
Ag(110) at RT. For all STM images, size: 30�30 nm2 . (Reproduced from [29.11] with permission of The Royal Society
of Chemistry. And reprinted with permission from [29.61]. Copyright (2016) American Chemical Society) J

Ag(110) has revealed a completely different behav-
ior of these dihalogenated molecules, having very
similar molecular weight but different conformation
(Fig. 29.4). In both cases, debromination of molecules
in contact with the metal substrate and formation of
organometallic structures involving Ag adatoms oc-
cur already at RT. This is witnessed by the obser-
vation of elongated chains in the STM images (top
row in Fig. 29.4a,b) and by the presence of Br–Ag
and C–Ag components in the XPS spectra (bottom
row in Fig. 29.4c,d). However, for DBT, organometal-
lic dimers (as the one simulated in the top row in
Fig. 29.4c) and trimers are the most common config-
urations at submonolayer coverage. Longer structures
as those of the top row in Fig. 29.4a may be observed
only at a nominal coverage close to 1ML. Such features
are stable up to T D 300 ıC (bottom row in Fig. 29.4a),
above which temperature the majority of the organic
overlayer desorbs, as confirmed also by the significant
reduction of the XPS intensity. On the contrary, at �
300 ıC the organometallic –DBP–Ag-chains disappear
and the DBP monomers undergo further dehydrogena-
tion and C–C coupling. Between 300 and 475 ıC, GNRs
are observed on the surface (bottom row in Fig. 29.4b),
arranged in disordered patterns, in ordered arrays or in
a polymer network depending on annealing tempera-
ture and preparation conditions. The graphenic nature
of these ribbons is deduced from the up-shift towards
285 eV of the C 1s binding energy observed in the
XPS spectra > 300 ıC. Their internal structure could be
determined by comparison of high-resolution STM im-
ages with the outcome of DFT simulations for a DBP
trimer (top row in Fig. 29.4d).

The different results obtained in the experiments
of Fig. 29.4 are explained considering that, for the
DBT=Ag(110) system, significant substrate-precursor
interaction leading to a flat-lying geometry and steric
hindrance between the molecular units inhibit cova-
lent coupling. Substrate directed adsorption between
the h1N10i atomic rows also suppresses dehydrogenative

coupling at mild temperatures. This does not hold for
DBP, which has a roundish shape. This result underlines
the importance of geometrical and steric factors in the
choice of the precursor molecule. In addition, as evident
in the top row in Fig. 29.4d, the GNRs produced from
the DBP precursor present a regular sequence of edge
sites, with two zig-zag sites alternating to one armchair
site. This opens the way to the perspective of tuning
the shape and dimension of nanoribbons (and hence the
correlated electronic properties) by choosing suitably
tailored or purposefully designed molecular precursors.

As is evident from the previous examples, the use of
halogenated precursors, as well as of molecules mod-
ified with other functionalized terminations, is very
common. The presence of specific and often interlock-
ing functional groups helps to achieve the assembly of
a desired structure, e.g., by providing a privileged direc-
tion for new covalent bond formation. However, there
are significant examples of organometallic structures
and surface-assisted polymerization of nonfunctional-
ized molecules.

Schulz et al. [29.77] followed the synthesis of chiral
GNRs on Cu(111) from three different bianthryl pre-
cursors (dibromo-, dichloro-, or halogen-free bianthryl)
and found that, irrespective of the bianthryl precursor,
the Ullmann route is inactive, and instead, identical chi-
ral (3,1) GNRs are formed. This behavior, at variance
with the one observed on the corresponding Ag and Au
surfaces [29.13, 78], is due to the stronger molecule–
surface interaction on Cu(111), which stabilizes the rad-
ical after halogen–carbon bond scission and reduces the
energy barrier for C–H bond activation. Consequently,
C–H bond activation occurs at a lower temperature
than aryl–aryl coupling, resulting in similar intermolec-
ular carbon–carbon bond formation for halogenated and
nonhalogenated bianthryl species. The ring-closure re-
action through cyclodehydrogenation yields, as a final
product, the fully aromatic chiral GNR.

Haq et al. and Hanke et al. [29.10, 79] re-
cently demonstrated that formation of organometallic
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Fig. 29.5a–e Formation of covalently
bound Cu-porphyrin chains on
Cu(110) (see inset in (a) for the
molecular structure). (a) Upon
deposition at RT, the molecules form
islands and capture Cu adatoms.
(b) Annealing to 300�330 ıC initiates
C–Cu–C bond formation. Different
intermediate states involving one
or two connecting Cu atoms are
observed. (c) Formation of porphyrin
chains, one macrocycle wide, occurs
upon annealing to � 375 ıC. (d) At
400 ıC oriented porphyrin chains are
observed. No more than two chains are
connected in parallel. The porphyrin
centers in the parallel chains are offset
by a single lattice spacing in the h001i
direction. (e) Model representation
for the central chain in (d), showing
the orientation on the Cu(110) surface
rows and the growth direction (green
arrow). The red arrow denotes the
direction in which no further growth
is seen. (Reprinted with permission
from [29.79]. Copyright (2011)
American Chemical Society)

chains can be achieved with completely unfunctional-
ized porphyrins (H2-porphyrin, Cu-porphyrin, Zn.II/-
diphenylporphyrin and diphenylporphyrin) adsorbed on
Cu(110) and subsequently heated to several hundred
ıC. Figure 29.5 shows the case of unsubstituted Cu-
porphyrin. In a heat-to-connect assembly strategy, the
surface was used as the only means to activate, connect,
and direct the self-assembly into 1-D chains that are
coupled by organometallic C–Cu–C bonds. In fact, the
structures obtained after annealing to T 	 375 ıC are
highly ordered and form one-dimensional chains on the
surface only in the h001i direction (i.e., perpendicular
to the Cu rows as shown in Fig. 29.5c). By combining
STM analysis with DFT calculations and by consid-
ering several possible geometries, the authors explain
this effect as related to the commensurability of the ad-
sorbate with the surface. During the annealing process,

several different porphyrin–porphyrin couplings occur
with increasing numbers of connecting Cu adatoms.
Extended 2-D assemblies were never observed but, at
T D 400 ıC (Fig. 29.5d), parallel chains could some-
times bind together forming fused double-rows, which
are predicted to be the most stable adsorbate struc-
ture. Therefore, a chemical and energetic driving force
toward a full two-dimensional self-assembly exists,
though the process is self-limited to two to three par-
allel coupled chains. The impossibility of forming an
extended 2-D pattern is explained in terms of the stress
induced in the adsorbate by the self-assembly: only
the h001i direction provides the proper lattice spacing
that enables the molecule to fit without significant dis-
tortion. This result highlights the critical role of the
Cu(110) surface structure in directing the assembly and
opens perspectives in surface engineering.

29.3 Noncovalent Bonding

When noncovalent bonding occurs, self-assembly is
driven by other kinds of interactions, which are usu-
ally weaker and mainly of electrostatic nature: ionic

bonding, hydrogen bonding, Van der Waals interactions
and, sometimes, long-range interactions mediated by
the substrate. Except for the last one, all these forces



Self-assembly of Organic Molecules at Metal Surfaces 29.3 Noncovalent Bonding 977
Part

G
|29.3

are also active in three dimensions and are responsi-
ble not only for the formation of molecular aggregates
(e.g., the formation of molecular crystals) but also for
the particular conformation of complex molecules (e.g.,
peptide or protein folding). The molecules within the
noncovalent assembly can form a covalent bond with
the substrate, as in the case of thiol SAMs [29.80–83]
and of deprotonated amino acid species [29.18], or be
physisorbed [29.84, 85]. The same molecular species
can adsorb in either of the two chemical states depend-
ing on experimental conditions [29.36, 85].

The selectivity and directionality of hydrogen
bonds [29.32] offer an excellent means for noncovalent
synthesis [29.86] and for the formation of 2-D archi-
tectures on surfaces. Hydrogen-bonded nanostructures
with distinct shape can be realized on surfaces start-
ing from a wide variety of molecules, especially when
exploiting suitable functional groups. The geometrical
complementarity, promoting the formation of multiple
weak linkages [29.86], is important and at the basis of
molecular recognition phenomena. More generally, H-
bridges can form between charged or polar moieties.
Ionic bonds are expected to be stronger than H-bridges.
This is, indeed, true in three dimensions, while for
molecules supported on a metal surface they can be
weakened by the presence of an appreciable screening
effect.

Noncovalent self-assembly has been observed for
many kinds of molecules. In the following we will
briefly report a few examples of planar, extended �-
systems, of thiol SAMs and of ordered patterns of small
biological molecules, which we consider the most rep-
resentative categories when discussing self-assembly
phenomena at surfaces.

29.3.1 �-Conjugated Molecules

On appropriate substrates, �-systems adsorb in flat-
lying geometries favoring lateral molecular recognition.
If the molecules are modified with peripheral functional
groups favoring H-bond formation, the supramolecular
assembly process takes advantage of both the energet-
ics and the directionality of H-bonding. Moieties for
head-to-tail or lateral coupling have been tested and
the results suggest that, in general, species with func-
tional groups providing geometrical (steric) or elec-
tronic complementarity can be employed. A typical
example is provided by carboxyphenyl-substituted por-
phyrins deposited on Au(111). These molecules interact
with each other by forming a double H-bond bridge
between the terminal carboxyl groups; depending on
the number and position of carboxyl terminations in
each porphyrin, two- or four-membered clusters are ob-
served [29.87].

In the following we discuss the cases of trimesic
acid [29.85] (TMA, 1,3,5-benzenetricarboxylic acid,
C6H3.COOH/3) and 4-[trans-2-(pyrid-4-ylvinyl)] ben-
zoic acid [29.88] (PVBA), which represent prototype
materials for supramolecular self-assemblies. Due to
its trigonal structure, TMA is a model system for the
understanding of supramolecular geometries in 2-D.
PVBA, on the contrary, is a linear molecule and there-
fore tends to organize into 1-D structures. Presenting
two chiral enantiomers when constrained in 2-D, it is
of interest for the understanding of chiral recognition at
surfaces.

In the temperature range 192K< T < 280K, TMA
on Cu(001) [29.85] forms islands of flat-lying
molecules in which the honeycomb motif prevails,
though some small areas of more densely packed
molecules are always present (Fig. 29.6a–d). As rep-
resented in the scheme of Fig. 29.6d, the honey-
comb superstructure is stabilized by hydrogen-bond-
mediated dimerization of the self-complementary car-
boxyl groups. Due to the chemical activity of the Cu
substrate, the low-temperature arrangement is substi-
tuted by stripe-shaped supramolecular structures if de-
position is performed at T D 300K (Fig. 29.6e–g). This
organizational change is associated with a deprotona-
tion of the molecules, leading to carboxylate formation
and an upright bonding geometry, as schematically
shown in Fig. 29.6g.

The molecule 4-[trans-2-(pyrid-4-ylvinyl)] benzoic
acid (PVBA; see Fig. 29.7a for the molecular struc-
ture of �- and ı-enantiomers) was adsorbed at Au(111)
and at Ag(111) surfaces [29.88] and it was demon-
strated that chiral correlation can extend over meso-
scopic length without intimate molecular contact.

When small amounts of PVBA are evaporated on
the achiral surface, because of the stochastic nature of
the deposition process, an equal and evenly distributed
population of �- and ı-species is expected. However,
at RT PVBA molecules are quite mobile and they self-
assemble in supramolecular twin chains stabilized by
formation of hydrogen bonds (Fig. 29.7b). As evident
from STM images, the constituent molecular rows can
have two relative displacements, related by a mirror
symmetry. Therefore, chiral recognition is active and
the twin chains display supramolecular chirality. To un-
derstand the mechanism driving this chiral recognition
process, molecular dynamics (MD) simulations based
on a force field were performed. The most stable config-
uration, schematized in Fig. 29.7b, is the one in which
the chains are stabilized by strong head-to-tail OH� � �N
hydrogen bonds between PVBA endgroups. In addition,
antiparallel arrangement of adjacent rows and their rel-
ative shift allows the negatively charged double-bonded
O atoms to point towards the pyridile moiety of the
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Fig. 29.6 (a–d) TMA on Cu(001). Low-temperature phase, produced by depositing the molecule on the Cu(001) sur-
face at 240K. The STM overview (a) shows compact TMA islands decorating atomic steps (100�100 nm2 , V D 0:39V,
I D 1:11 nA). Inset: Atomically resolved Cu(001) surface. (b,c) Details of the honeycomb structure formed and of a 90ı
rotated honeycomb mesh coexisting with close-packed TMA molecules, respectively. (d) Structural model and charac-
teristic dimensions of the honeycomb network with individual TMA centered at substrate hollow sites. Hydrogen bonds
between adjacent units are marked. Color code: oxygen atoms are black, carbon atoms are light grey circles, hydrogen
atoms are white. (e–g) Stripe phase, produced by deposition of TMA at RT. The STM overview (e) (100� 100 nm2 ,
V D 0:75V, I D 0:54 nA) shows four distinct orientations of the islands. Inset: Atomically resolved pristine Cu(001)
surface. (f) High-resolution image of a five-TMA-wide island (V D 1:54V, I D 0:2 nA). (g) Proposed structural model
for the striped supramolecular arrangement of (f). The stripe orientation and the Cu(001) azimuth are indicated. Two pos-
sible anchoring geometries of TMA-derived carboxylates are shown in the top-right corner while a possible H-bonding
geometry along the stripe orientation is indicated in the bottom-left one. The unit cell of the structure is marked. Color
code as in (d). (Reprinted with permission from [29.85]. Copyright (2002) American Chemical Society)

adjacent molecule, with consequent H-bond formation
and stabilization of the twin chains (formation energy
of � 0:2 eV=molecule). Chiral recognition within the
twin chain structure can be rationalized: the crooked
shape of the molecule promotes optimal sideward bond-
ing of the carboxylic acid group only when it smoothly
matches the bending of its antiparallel counterpart,
which corresponds to the condition of identical chiral-

ity. It is more intriguing to observe that the twin chains
form nanogratings extending over micrometer-size do-
mains. On Ag(111) the periodicity of such nanogratings
could be tuned by varying the PVBA coverage. All
twin chains in each domain have the same chirality, so
that the homochiral pattern extends over mesoscopic
length. The authors exclude that the self-replication
of supramolecular chirality is a phenomenon mediated
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Fig. 29.7 (a) � and ı enantiomer of PVBA upon confine-
ment to two dimensions. The dashed line indicates the mir-
ror symmetry plane. (b) STM topographs and correspond-
ing models of the two possible twin chain supramolecu-
lar arrangements observed upon self-assembly of PVBA
on Ag(111) at RT (image size 40� 135Å2; measured at
77K). In the models, hydrogen bonds are indicated by
dashes. (Reprinted with permission from [29.88]. Copy-
right (2001) by the American Physical Society)

by the surface. They demonstrate indeed that the ef-
fect takes place in the course of the gratings’ evolution
and that it is driven by the formation of metastable
molecular structures (observed at low temperature) in-
terconnecting the molecular chains.

29.3.2 Self-Assembled Monolayers of Thiols

Another interesting class of molecules is the one rep-
resented by thiols, i.e., organosulfur compounds that
contain a SH group. In fact, sulfur has a strong affin-
ity to transition metal surfaces [29.25] and therefore,
usually, the S–H bond breaks, the thiolate unit anchors
onto the metal surface through the S atom and the
dissociated H atom recombines with the one originat-
ing from another molecule and desorbs in the form
of H2. In fact, SAMs are assemblies formed onto the
surface of a solid by the adsorption of organic molec-
ular constituents having a chemical functionality, the
headgroup, with a specific affinity for the substrate
and organizing spontaneously into structures with crys-

talline (or semicrystalline) order through noncovalent,
electrostatic or van der Waals interactions. Adsorption
is also possible on the surface of liquids, as in the case
of mercury [29.89, 90], but that case will be not treated
here. In this section, we will limit our description to
the main results obtained, in particular, for alkanethiols,
while further information on SAMs and gold–sulfur in-
teraction can be found in recent reviews [29.80–83, 91].

After the first observation that polar organic com-
pounds diluted in nonpolar solvents adsorbed on solid
surfaces forming well-oriented monolayers [29.92], pi-
oneering work on the deposition of organic compounds
exploiting the S–Au interaction was started by Nuzzo
and Allara in 1983 [29.93, 94]. They investigated disul-
fides that spontaneously produced an ordered organic
film by the simple immersion of the substrate in a solu-
tion of the compound: this technique is an alternative to
the more complex procedure necessary for the growth
of Langmuir–Blodgett films [29.95] and can be use-
fully employed for the growth of SAMs of alkanethi-
ols [29.96].

The most studied among the different thiols-
substrate systems are SAMs of alkanethiols (R–SH)
on Au(111). Since gold is inert toward corrosion and
oxidation, the growth can be performed also with the
substrate kept in ambient conditions. Usually the thio-
late moiety (R–S–) is thought to anchor on Au surfaces
through a S–Au covalent bond of � 2:1 eV [29.82],
which is strong enough to displace adventitious organic
species that always adsorb onto the surface in ambient
conditions.

The molecular structure of some alkanethiols is
shown in Fig. 29.8. The so-called normal alkanethiols
(Fig. 29.8a, sometimes indicated as CnSH or simply Cn,
with n the number of carbon atoms in the alkyl chain)
consist in an alkyl chain (R) terminated on one side,
with a thiol (–SH) headgroup and on the other side, with
a methyl group (the so-called endgroup or tailgroup). It
is possible to synthesize compounds with different end-
groups, such as those shown in Fig. 29.8b,d) and many
others (e.g., �CF3, �NH2, �CN, �SO3H, etc.), thus
obtaining functionalized alkanethiols to be employed in
SAM formation [29.97–102].

In Fig. 29.8e a dialkyl-disulfide is also shown.
Symmetric disulfides with structure R–S–S–R produce
SAMs identical to the ones obtained by alkanethiols
having the same alkyl chain [29.104], but their solubil-
ity is generally lower than for thiols and the adsorption
kinetic can be different.

Two main phases can be foreseen for SAMs of
alkanethiols: the lying-down phase and the standing-
up phase. In the limit of very low coverage, isolated
molecules interact only with the substrate: the thiol
molecule anchors its headgroup to the surface and the
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Fig. 29.8a–e A few examples of compounds used to form self-assembled monolayers. The compounds are plot-
ted with a number of carbon atoms nD 10. (a) Normal alkanethiols (n-alkanethiols), endgroup is a methyl group:
HS�.CH2/n�1�CH3; (b) ˛,!-alkanedithiols, endgroup is a thiol group: HS�.CH2/n�SH; (c) !-mercaptoalkanol, end-
group is an alcohol group: HS�.CH2/n�OH; (d) !-mercaptoalkane carboxylic acid, endgroup is a carboxylic acid group:
HS�.CH2/n�1�COOH; (e) 1,10-dialkyl-disulfide, two identical n-alkanethiolates are connected by a disulfide S–S bond:
CH3�.CH2/n�1�S�S�.CH2/n�1�CH3. (Reprinted from [29.103], with permission from Elsevier)

interaction of the rest of the molecule with the surface
determines adsorption in a flat-lying configuration. As
shown by Poirier [29.105], the isolated molecules are
highly mobile on the surface. On increasing the cover-
age the molecules start to interact with each other and
the lying-down phase acquires a periodic order, the so-
called striped phases (STM image in Fig. 29.9b). At
intermediate coverage other lying-down phases are ob-
served (Fig. 29.9c–e and following Fig. 29.16, where
also a model for these assemblies is presented). Above
a critical molecular density, the intermolecular interac-
tion gets stronger and can compete with the interaction
with the substrate. Therefore the standing-up phase
grows and covers almost all the surface, except for a few
vacancy islands, which are clearly visible as dark fea-
tures (Fig. 29.9f). In this phase the molecules stand with
their axis at about 30ı from the normal and arrange in
a .
p
3�p3/R30ı superstructure with hexagonal lattice

rotated by 30ı with respect to the lattice of the Au(111)
substrate. In fact, the nearest neighbor distance for Au
atoms (aD 2:88Å) is too short to accommodate the
alkyl chains, while they can occupy next-nearest sites at
a distance of

p
3aD 4:99Å. Assuming as the standard

model that S binds at threefold hollow site at this
p
3a

distance, the hexagonal lattice for the SAM is shown
in Fig. 29.10a. Such configuration does not maximize
the lateral van der Waals interactions between the alkyl
chains within the SAMs. In order to minimize the free
energy of the layer, the molecules adopt a tilted confor-
mation reducing their distance, as shown in Fig. 29.10b.

Therefore, at high coverage, the substrate surface is
covered with the alkanethiol SAM in the standing-up
phase, i.e., the sulfur headgroup anchors the molecules
to the gold substrate and the exposed surface presents
the endgroups of the compound. As a consequence,
as mentioned before, the organic film can change

the physico-chemical properties of the gold substrate
through its functionalization. This explains why this
type of organic material is so attractive, not only
for studying self-assembling but also in such diverse
fields of applications such as sensing [29.108], molecu-
lar electronics [29.109], molecular switching [29.110],
control of protein adsorption [29.111, 112], and surface
patterning [29.113–115]. In fact, they are an example
of the modular concept of organic chemistry: as shown
schematically in Fig. 29.10b, they present the same
sulfur–gold anchor, a spacer represented by the alkyl
chain that decouples the metal surface from the end-
group and the environment and a functional endgroup
with tunable properties.

An alkanethiol SAM can be grown on gold by
following two different procedures [29.103], i.e., depo-
sition from the gas phase or from the liquid phase:

a) In gas phase deposition, also known as physical va-
por deposition (PVD), the gold sample is exposed
to the vapor of the compound in vacuum. This is
a very clean method for producing a self-assembled
monolayer, since contamination from the environ-
ment can be minimized and the substrate can be
prepared with the usual procedure of ion sputtering
and annealing cycles and checked by typical sur-
face science techniques. In gas phase deposition,
the molecular flux depends on the vapor pressure
of the evaporant. Therefore, this growth method is
efficient for the production of low-coverage SAMs
in the lying-down phase and is useful to study the
early stages of the dynamics of the assembly at
submonolayer coverage, e.g., the striped phases.
On the contrary, the standing-up phase can form
only if the vapor pressure of the compound is high
enough and it can be more difficult to be achieved
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Fig. 29.9a–f STM images of the isothermal growth at 22 ıC of decanethiol in ultrahigh vacuum. (a) Herringbone re-
construction of the clean Au(111). (b) Exposing the surface to a small dose of decanethiol, the formation of different
domains of the striped ˇ-phase in coexistence with a highly mobile ˛-phase, i.e., a two-dimensional gas, was observed.
Au reconstruction was lifted in the regions covered with the ˇ-phase. The growth proceeds with an increase of the ˇ-
regions. (c) When the surface is saturated by ˇ, a new �-phase was observed to nucleate in coexistence with ˇ. (d) With
a further increase in the surface coverage, another new ı-phase is formed that coexists with �. Moreover, dark features
are also observed: these pits are Au vacancy islands (vi). (e) At even higher surface coverage, a new disordered "-phase
was observed in coexistence with ı. (f) At higher surface coverage, "-phase is replaced by the standing-up �-phase,
which coexists with ı. At saturation, the surface is covered with the �-phase. (Reprinted with permission from [29.106].
Copyright (2001) American Chemical Society)

�
�
�
�
�

Alkanethiolate 2.9 Å
a) b) c)

5 Å

5 Å

CH3

Au
S

CH3

S

CH3

S

CH3

S

CH3

trans-
extended

y

x

�

z

θ

ψ

S

30°

30°
5 Å

4.2 Å
Au(111)

Fig. 29.10 (a) Top view of the structure of alkanethiol SAMs on Au(111): open circles are gold atoms in a hexago-
nal close-packed arrangement, shaded circles represent alkanethiolate adsorbates. Darker circles show the hexagonal
.
p
3�p3/R30ı structure of the film. (b) Side view of the same structure: alkanethiolates with their alkyl chains tilted

30ı to pack more closely molecules in a trans-extended conformation, with minimum distance between adjacent chains
of about 4:2Å. (c) Scheme of the orientation of a decanethiol molecule with all-trans chain in a SAM on Au(111): tilt
angle 	 , tilt azimuthal direction �, twist of the molecular plane  . (Reprinted from [29.103, 107], with permission from
Elsevier)

especially with long chain molecules (for n> 11)
and solid compounds (for n> 17). We also men-
tion that for solid compounds, alternative deposition
techniques such as the supersonic organic molec-

ular beam deposition (SuOMBD) [29.116] can be
employed. SuOMBD exploits the heating and sub-
limation of the compound in a flow of a carrier gas
and the supersonic expansion of the seeded mixture
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through a nozzle. The molecular flux is still very
low, which allows to investigate molecular adsorp-
tion in the limit of zero-coverage [29.117]. On the
other hand, since the compound is transported to the
speed of the carrier gas, it can reach hyperthermal
energies, available to the molecule to overcome ad-
sorption or diffusion barriers if present.

b) In liquid deposition the gold sample is immersed in
a solution of the compound to be deposited. The so-
lution is a complex environment and the dynamic
aspects of this form of deposition are difficult to
characterize with the same type of details as for
the case of gas-phase studies. However, the evo-
lution of the structural phases formed during the
self-assembly is similar to that for assembly from
the gas phase [29.118–120]. Figure 29.11 schema-
tizes the adsorption process in presence of solvent
molecules. The kinetics of film growth can be
influenced by the presence of the solvent, mod-
ifying the adsorption picture we have described
previously [29.107]. In fact, physisorbed solvent
molecules can be present on the gold surface after
the immersion of the substrate and those molecules
must be displaced to allow the thiol to adsorb. In
particular, for long chains, adsorption of a lying-
down thiol molecule requires to displace a number
of solvent molecules greater than the one needed
to adsorb in a standing-up conformation. There-
fore, standing-up thiolate domains can form directly
when depositing from solution and could also be
favored over the formation of a striped phase.
Moreover, solvent molecules can also favor the
transition from the lying-down to the standing-up
conformation due to additional interactions (alkyl
chain-solvent and solvent–substrate interactions).
In liquid deposition, it is also possible to control
the chemisorption of the alkanethiol electrochemi-
cally [29.121] but this topic will be not treated here.

As explained above, a standing-up phase is easily
obtained with liquid deposition. This is the most com-
mon protocol for preparing SAMs on gold since it does
not require a complex vacuum system but only a suit-
able solvent for the compound. A freshly prepared (or
flame annealed) supported gold film is immersed into
a dilute (1�10mM, rarely also micromolar) ethanolic
solution of thiols for several hours at room tempera-
ture. The adsorption starts with a fast process: in fact,
after a few seconds or few minutes, an adsorbate with
a high coverage is obtained. On the other hand, the film
contains defects and, in order to minimize them, incuba-
tion times of some hours (or sometimes some days) are
necessary: the reorganization process to maximize the
density of molecules is slow, in particular for long alkyl
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Fig. 29.11a–d Illustration of the adsorption processes in
solution. The first steps correspond to a fast growth regime.
(a) The adsorbate molecules in solution approach the gold
substrate, which is coated with a layer of physisorbed sol-
vent molecules (Note: the solvent molecules surrounding
the adsorbate molecules have been omitted for clarity.)
(b) The adsorbate molecules displace the solvent molecules
to form either lying-down domains (1) or upright do-
mains (2). (c) Additional adsorbate molecules incorporate
into the lying-down domains and initiate a transition to an
upright domain (3). Alternatively, adsorbate molecules can
impinge on the surface (4), within the boundaries (5) or
at the boundaries (6) of upright domains and incorporate
into them. (d) The upright domains formed from either
the lying-down phase (7) or direct adsorption (8) continue
to grow until maximum coverage is attained. (Reprinted
from [29.107], with permission from Elsevier)

chains. Besides the immersion time, the parameters that
can affect the SAM structure and formation rate are the
type of solvent, the temperature, the concentration and
structure of the adsorbate (such as its chain length),
the adsorbate purity and the cleanliness of the sub-
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Fig. 29.12a–c Images acquired during
the self-assembly process of C15SH
in a 0:5�M heptane solution. (a) Just
upon addition of the modifying
solution droplets, (b) 1min and
(c) 4min later. The black dots are
the pit-like defects. (Reprinted with
permission from [29.119]. Copyright
(1998) American Chemical Society)

strate. Alkanethiol SAMs obtained from liquid phase
deposition using alternative solvents to ethanol (such
as toluene, tetrahydrofuran, dimethylformamide, ace-
tonitrile, cyclooctane) do not differ significantly from
those formed from ethanolic solutions [29.96]. Ethanol
has the advantage of being cheap, available with high
purity, of low toxicity and to solvate a variety of alka-
nethiols with varying degrees of polar character and
chain length.

Temperatures of the solution above RT improve the
kinetics of the layer formation and reduce the number of
defects in the SAM, producing larger domains [29.122].
Post-treatment of the deposited film up to 85 ıC did
not show any loss of molecules, while some changes
were observed starting from 100 ıC, that evolved into
a severe deterioration of the monolayer topography at
115 ıC [29.123].

Immersion time and concentration parameters are
inversely related, longer times being required for lower
concentrations. On the other hand, the minimum con-
centration to deposit a SAM must be > 1�M, as
demonstrated by experiments on SAMs obtained by im-
mersion for a week in solutions with concentrations �
1�M. It was indeed shown that the physical properties
of the SAM are not the same as those formed starting
from more concentrated solutions [29.96], probably be-
cause impurities are deposited along with thiols and this
fact hinders the use of extremely dilute solutions except
for the investigation of the initial stages of the adsorp-
tion in liquid [29.118–120].

As mentioned before, SAMs contain defects. Impu-
rities can be introduced in the film during the deposition
process, which is especially true when the compound
is provided from immersion in solution. Considering
the substrates, the evaporated gold films present many
grains with boundaries that limit the crystallinity of
the SAM. Also, when single crystals are employed,
steps are always present. Even on large grains, the
.
p
3�p3/ registry of the thiol molecules with the

substrate can determine orientational and translational
domain boundaries with the presence of missing rows.
Including also the molecular tilt, the organic film is in

general formed by domains with different alignments.
On the other hand, the typical .23�p3/ reconstruc-
tion of Au(111) (the so-called herringbone reconstruc-
tion [29.124–126], as shown in Fig. 29.9), is lifted
after SAM formation, leaving in turn monatomic-height
vacancies [29.127–129]. The origin of these pit-like de-
fects, shown in Figs. 29.9 and 29.12 for deposition from
the gas and from the liquid phase, respectively, can
be understood by considering the different atomic den-
sity of the reconstructed and unreconstructed Au(111)
surface. Indeed, the atom density in the .23�p3/ re-
construction is 4:3% higher than in the unreconstructed
gold surface; the change in the atom density induced by
adsorption causes a relaxation of the surface, with the
formation of single-atom vacancies that subsequently
nucleate into large vacancy islands [29.128, 130]. The
topography of the organic film faithfully replicates the
underneath topography of these defects. Finally, in-
trinsic defects of the film are related to the chain of
alkanethiolate. In fact, all the chains should be in the
all-trans configuration but some molecules can present
gauche defects, as shown in Fig. 29.13.

Let’s consider in more detail the different phases
obtained by vapor deposition. Figure 29.14 reports the
low-energy atom diffraction (LEAD) patterns measured
versus time (i.e., at different doses) during exposure of
Au(111) at 278K to decanethiol [29.131]. The evolu-
tion of the SAM structure is evident; from the ordered
striped phase, the layer passes through an intermedi-
ate phase which does not show any diffraction pat-
tern (a film without a long-range ordering) and finally
it reaches the standing-up configuration, with a new
diffraction pattern. The main peak is associated with
the .
p
3�p3/R30ı periodicity but, at the highest dose,

a superlattice peak corresponding to the so-called c.4�
2/ structures appears.

Schreiber et al. [29.132] studied the uptake curve,
ranging over four orders of magnitude, of decanethiol
on Au(111) at RT (Fig. 29.15). Diffraction data are re-
ported together with the evolution of the XPS signal,
which provides an estimation of mass coverage. After
the fast completion of the striped phase (measured by
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Fig. 29.13 Chain straightening from
a molecule with gauche kinks to
a trans-extended conformation.
(Reprinted from [29.107], with
permission from Elsevier)
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Fig. 29.14 Evolution of the LEAD
pattern during the growth of de-
canethiol on Au(111) at 278K.
(Reprinted from [29.31], with permis-
sion from Elsevier)

LEAD after an exposure of a few tens of langmuir), the
amount of sulfur remains almost constant up to an ex-
posure of about 1000L, above which the standing-up
phase (and in particular the c.4� 2/ one) starts to form,
as evinced by LEAD and grazing incident x-ray diffrac-
tion.

For the striped phase, LEED measurements by
Dubois et al. [29.133] and LEAD studies by Camil-
lone et al. [29.134, 135] showed that the lying-down
molecules form a rectangular .p�p3/ unit cell, where
p is the number of Au spacings of 2:88Å. Of course,
the value of p is chain length-dependent and close to
twice the one found in the corresponding bulk phases
of the molecule; for decanethiol, p was � 11, corre-
sponding to a spacing of � 32Å. On the other hand,
different lying-down phases could be grown [29.136].

For instance, with a small displacement of every second
row of stripes in the perpendicular direction, the prim-
itive rectangular cell transforms to a centered one very
similar in terms of area per molecule [29.137, 138].

STM investigations provided further information
on lying-down phases also on small domains that
are not resolved in diffraction [29.105, 139–141]. Fig-
ure 29.16a–d shows a sequence of STM images of
a Au(111) surface at 293K [29.139] with a low thi-
olate coverage. Different lying-down phases coexist
on the surface [29.105], namely the ordered structures
ˇ; �� (it is a variant of the �-phase of Fig. 29.9),
and ı, and the disordered "-phase. At very low cov-
erage a phase of isolated molecules with high mobil-
ity, called ˛-phase [29.105], is present (not shown in
Figs. 29.16, 29.9 and [29.105]). The four images are
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Fig. 29.15 Decanethiol deposition on
Au(111) single crystal at 300K by
vapor-phase deposition in ultrahigh
vacuum. Different measured signals
versus thiols exposure are shown.
XPS: signal from sulfur 1s. LEAD
and grazing incident x-ray diffraction
data correspond to the particular
phase formed at the given coverage.
(Reprinted from [29.103], with
permission from Elsevier)

acquired with a time lapse of 420 s and it is evident
that the boundaries between two phases are changing
in time. The ˇ-phase is a striped phase in which the
decanethiolate molecules are lying flat on the Au(111)
surface and are arranged in an alternating head-to-head
and tail-to-tail registry (Fig. 29.16g) with a corrugation
of 0:5 nm along the row direction and a periodicity of
3:3 nm across the stripes. The ı-phase is similar, but the
tails of the molecules are lying partly on top of each
other. Therefore the stripe width is only 7.5 times the
nearest-neighbor gold distance (2:2 nm), with a period-
icity .5

p
3�p3/R30ı. The ��-phase is a mixture of

small ˇ- and ı-domains and shows a dynamical behav-
ior with a switching between the stripe components.
The disordered "-phase does not show any structure
but the height profiles are consistent with decanethio-
late molecules lying flat on the Au(111) substrate. In the
images of Fig. 29.16a–d, the ı-phase covers completely
the lower terrace (top part of the image) and remains
stable with time. The ˇ and ��-domains occupy the up-
per terrace (bottom part) and partially convert into each
other with time. Vacancy islands with a single layer
depth also show some dynamics since they change size
and, in most cases, a well-ordered ˇ-phase is observed
inside them.

At higher coverage, a standing-up phase is
formed. For long chains (n > 9) the structure has
a .
p
3�p3/R30ı registry, as expected from the pack-

ing of molecules on Au(111). The alkyl chains are
tilted by an angle 	 and twisted by an angle  , ac-
cording to the notation reported in Fig. 29.10c. De-
pending on the endgroup, these angles are in the range
28ı–40ı and 50ı–55ı, respectively, as determined by IR
spectroscopy [29.142]. A study performed with x-ray

diffraction on n-alkanethiols with 10� n� 30 [29.143]
showed two different regimes: 32ı < 	 < 34ı for 10�
n< 15 and 30ı < 	 < 31ı for 15< n� 30. The tilt
direction from the next-nearest neighbor was � 15ı
for the former regime and between 4ı and 9ı for the
latter.

Finally, for a full coverage SAM, the formation
of an overlayer was discovered by LEAD [29.144]
and confirmed by x-ray diffraction [29.145, 146] and
STM [29.147, 148] (Fig. 29.17). It is usually referred
to as c.4� 2/ using an unconventional notation; in fact
the unit cell size is referred to as the .

p
3�p3/R30ı

overlayer of molecules. With respect to the Au(111)
lattice, the structure is more appropriately denoted as
.3� 2p3/.

The evidence for two inequivalent molecules in the
c.4� 2/ structure means a break of the hexagonal sym-
metry. A possible explanation is the difference in twist
angle between the inequivalent molecules. However,
x-ray data [29.149] suggested that the difference should
be also related to the different adsorption site of the
headgroup. In fact, a study performed with x-ray stand-
ing waves (XSW) [29.150] showed that there are two
distinct lateral and vertical positions for sulfur. This was
in contrast with the single site predicted by the standard
model and based on the observation that elemental sulfur
adsorbs on transition metal surfaces at highly coordi-
nated sites, such as the threefold hollow site on fcc(111)
surfaces (e.g., S=Ni(111) [29.151]). The XSW investi-
gation [29.150] also showed that the results for striped
phases are indistinguishable from standing-up ones.

STM studies could determine the sulfur position
but, if the alkanethiolates in the SAMs are too long,
the Au–S interface is buried underneath the hydrocar-
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Fig. 29.16 (a–d) Sequence of STM images of a decanethiolate SAM on Au(111) at 293K (V D 1:2V, I D 190 pA). Regions
ˇ; ı, and �� are ordered phases while " is a disordered phase. The solid line marks a domain boundary between the ˇ-phase and
the disordered "-phase, while the dashed line marks a ��-"-domain boundary. Consecutive images were measured with a time
lapse of 420 s. Line profiles (e,f) were taken across the ˇ and ı-phases in (c), respectively. The stripe widths are (e) 3:3 nm and
(f) 2:2 nm. (g) Schematic representation of top and side views of ˇ-, ��-, and ı-phases. For the sake of simplicity metal–thiolate
bond is represented here by a simple bond between a sulfur atom and a gold atom of the Au(111) substrate. (Reprinted with
permission from [29.139]. Copyright (2013) American Chemical Society)

bon chains. Therefore, short chain alkanethiols SAMs
attracted a lot of interest both for the possibility of a di-
rect imaging of headgroups and because they can be
simulated more easily.

For methylthiolate SAMs, the shortest and appar-
ently simpler n-alkanethiol, Dishner et al. [29.152]
reported a coexistence between .2

p
3� 3/ and

.2
p
3�p3/R30ı structures. The latter was confirmed

by Danisman et al. [29.153], while a new .3� 4/
structure was observed [29.154–156]. At low temper-
ature, the .3� 4/ was coexistent with the previously
mentioned hexagonal phases but He atom diffraction
and LEED data did not support the .2

p
3� 3/ [29.156].

Moreover, the .3� 4/ diffraction pattern disappeared
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Fig. 29.17a–c A c.4�2/ superlattice (or rectangular .3� 2p3/ overlayer, if expressed with respect to the lattice spacing
of the Au substrate) of decanethiol on Au(111). Two-dimensional schematic view of the structure in real space (a) and
in reciprocal space (b) and corresponding STM image (c). Diffraction peaks: full circles correspond to the hexagonal
.
p
3�p3/R30ı periodicity, open squares are related to the superlattice. The systematic absence of superlattice peaks

with integer indices, such as (1, 0), (1, 2), etc., indicates the presence of symmetry equivalent molecules in the unit cell
of the overlayer. In particular, the pair of molecules labeled 1 and 2 and the distinct pair labeled 3 and 4. (Reprinted with
permission from [29.148]. Copyright (2003) American Chemical Society)

at (315˙10)K, leaving only the hexagonal over-
layer and this transition was reversible. More recent
studies have suggested that the .

p
3�p3/R30ı pe-

riodicity might not be the real character for RS–Au
bonding [29.157]. In fact, experimental observations
supported by calculations [29.129, 158, 159] showed
that the sulfur headgroup is not directly adsorbed
to Au(111) and that the gold adatoms play a role in
forming the SAM. The creation of gold adatoms is
consistent with the observation of vacancy islands
on thiol-covered surfaces; adatoms were observed to
coexist with striped phases [29.127]; adatoms can
also assist the dissociation [29.160] and stabilize the
structure [29.161], and could explain the relatively high
mobility in SAMs. Another indirect suggestion that
adatoms are involved in the alkanethiols SAMs is the
study of surface morphology after the removal of an
octanethiolate SAM. Large triangular Au islands were
observed to form where the SAM was present [29.162].
For example, after water dissociation under the STM
tip, the resulting hydrogen determines the breaking
of the Au–S bond of an octanethiol SAM and the
release of gold adatoms [29.163]. Going back to the
methylthiolate-gold system, the distance between the
two methyl groups in the CH3S–Au–SCH3 complexes
is too large, so that the complex does not directly fit into
a .
p
3�p3/R30ı lattice [29.164]. On the other hand,

in the structural model by Mazzarello et al. [29.158]
a dynamic equilibrium between adatom-methylthiolate
complexes and bridge-bonded thiolate species adjacent
to vacancy creates a disordered monolayer in which the
average structure satisfies the .

p
3�p3/ symmetry.

Alternatively, Voznyy et al. found a .3� 4p3/R30ı

structure for methylthiolate [29.159] and, using the
previous idea of the disordered phase by assuming
a .3� 4p3/ with reduced long-range order at 75% of
saturation coverage, they were able to show that the
corresponding diffraction pattern showed a .

p
3�p3/

periodicity although, locally, the unit cell is different.
Voznyy et al. also discussed the possibility to trans-
form trans-complexes into their cis-isomers of the
.3� 4p3/ structure to describe the c.4� 2/ of long
chain SAMs.

Figure 29.18 shows STM images, measured on
a low-coverage methylthiolate film on Au(111) by
Voznyy et al. [29.159]. The analysis of the images shows
adatom complexes in which sulfur atoms bind cova-
lently both to the Au adatom of the complex and to sur-
face gold atoms, besides preserving the radical methyl
tail. Those complexes are chiral due to the presence of
different substituents around the sulfur atoms which, by
using the stereochemical nomenclature, can be both S-
type or R-type. The complex is a trans-isomer if both
sulfur atoms are of the same type, R or S (Fig. 29.18f
for the R-type case); otherwise it is a cis-isomer, as
in Fig. 29.18g. For the two isomers, the authors cal-
culated a difference in adsorption energy < 0:1 eV but
with a barrier of 0:50 eV to transform an isomer into
the other. Moreover, the authors observed the forma-
tion of stripes in which the complexes are in the same
trans-configuration, but on increasing coverage, they
did not observe a 2-D-ordering; this fact is probably re-
lated to a weak or even repulsive interstripe interaction.
Instead, this 2-D ordering was observed for propylthi-
olate (nD 3), for which there is an increase of van der
Waals interactions between tails. It is also interesting
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Fig. 29.18a–g Methylthiolate at low coverage on Au(111). (a) STM image. White squares indicate the different com-
plexes reported in the enlarged images of panels (b) and (c). Panel (b) refers to adjacent trans-.CH3/2Au complexes;
panel (c) shows adjacent cis- and trans-adatom complexes. The superimposed triangulation represents the Au lattice.
The corresponding schematic models are shown in panels (d) and (e), respectively. Panels (f) and (g) show the DFT
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American Chemical Society)

that in this last case the authors found a chiral recog-
nition between the 1-D stripes, since adjacent stripes
present alternating R,R and S,S symmetries [29.159].

A .3� 4/ structure was also observed for ethanethi-
olate (nD 2) [29.165, 166] and propylthiolate (nD 3)
SAMs [29.166], while not observed for butylthio-
late (nD 4) [29.167]. Therefore, the experiments show
that, at nD 4, steric hindrance and van der Waals in-
teractions between chains start to compete with the
headgroup–Au interaction to produce the hexagonal
structure of long chain SAMs.

The gold adatoms seem to be a general feature for
the adsorption of thiolates on Au(111). On the one
hand, the structure of short chain thiolates seems based
on dithiolate complexes; on the other hand, XSW ex-
periments on hexylthiolate (nD 6) and octylthiolate
(nD 8) SAMs demonstrated that such species also bind
to gold adatoms but form R,S-Auad complexes with
a single thiolate [29.168]. More generally, consider-
ing thiols with a structure different from a simple
alkyl chain, STM studies on low-coverage benzenethiol
on Au(111) revealed the role of gold adatoms; in
fact phenylthiolate was observed to self-assemble into
surface-bonded complexes with gold adatoms [29.169].
Instead, mercaptobenzoic acid, the thiolate which was
observed to form gold adatom complexes on gold
clusters [29.170], adsorbs on Au(111) without the for-
mation of vacancy islands; the observed gold islands
present a low coverage and are not consistent with Au-
adatom models [29.171].

29.3.3 Amino Acids

Finally, a large category of molecules which natu-
rally undergo self-assembly are small molecules of
biological interest. Indeed, the first investigations on
the H-bond-mediated assembly on surfaces were stim-
ulated by the observation of selective base pairing of
nucleic acids. DNA nucleotides were therefore among
the first biological molecules to be studies on surfaces
in a controlled way, i.e., with the approach typical of
surface science and with the aim of understanding the
phenomena at the molecular level [29.19, 20]. However,
most surface science studies on the anchoring and self-
assembly of biological molecules have been performed
on amino acids and short peptides [29.17, 18]. The rea-
sons are manifold. First, amino acids are the basic
constituents of peptides and proteins, while oligopep-
tides represent the simplest organized structure formed
by amino acids. Thus, the structure of these molecules
is simple enough to use these systems as models for
the chemisorption of biofunctional molecules. On the
other hand, they are complex enough to provide useful
information on the fundamental mechanisms governing
the hybrid organic–inorganic interface. Finally, all the
twenty natural amino acids, except glycine, are chiral.
Since it is now established that the surface reactivity
can be modified by exploiting the intrinsic chirality
of amino acids and peptides [29.174, 175], their action
as a chiral modifier is crucial for chiral separation or
enantio-selective heterogeneous catalysis.
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Fig. 29.19a–c STM images showing a self-assembled geometry detected for different amino acid species on Cu, Au
and Ag surfaces, respectively. (a) L-alanine=Cu(001) (image size 22:5� 22:5 nm2 , V D � 1:0V, I D 1:0 nA). The im-
age shows large domains of the of the c.2� 4/ superstructure, which forms in two equivalent orientations. Inset:
Molecule-resolved image of the c.2� 4/ superstructure in one orientation (5:5� 5:5 nm2 , V D � 1:0V, I D 0:6 nA).
A c.2� 4/ unit cell is outlined. (b) One of the different molecular structures formed by L-cysteine on Au(111) depend-
ing on substrate temperature and surface coverage. The underlying herringbone reconstruction of Au(111) is preserved
(image size 22� 23 nm2). (c) L-tyrosine deposited on Ag(111) at 170K and then annealed to 320K. Supramolecular
self-assembled domains extend under the influence of the underlying substrate symmetry (image size 200� 200 nm2 ,
V D 0:5V, I D 0:1 nA). Inset: Enlargement of the 2-D L-tyrosine supramolecular nanoribbons on Ag(111) (V D 0:5V,
I D 0:07 nA). (Reprinted from [29.37, 172], with permission from Elsevier, reprinted with permission from [29.173].
Copyright (2010) American Chemical Society)

Most of the studies on self-assembly of amino acids
at metal surfaces has been performed on Cu and other
noble metals, though a few works on transition met-
als as Pt, Pd and Ni have been reported [29.176–180].
The results underline the role of the substrate, which is
determined mainly by its reactivity, but also the exis-
tence of some common features. The general trend is
that amino acids adsorb on Cu, Au and Ag surfaces at
RT in the monolayer regime, self-assembling in ordered
structure of various geometry, depending on experimen-
tal conditions (Fig. 29.19). Multilayers form rarely at
300K [29.181], while they are observed at lower T .

Almost all the twenty natural amino acids have been
deposited on Cu surfaces. The comparison among re-
sults on the different systems allows to draw a global
picture in which both similarities and differences re-
lated to the surface geometry and/or to the molecular
structure are evinced. This same comparison is much
less straightforward on other metal surfaces, which have
been investigated less systematically.

Amino acid adsorption can occur either in the neu-
tral, in the anionic or in the zwitterionic form. The

occurrence of zwitterionic adsorption is immediately
evinced by XPS analysis of the layer since the pres-
ence of a charged�NHC3 functionality causes an upshift
on the N 1s photoemission line (from a binding en-
ergy Eb.N1s/ < 400 eV to Eb.N1s/� 401 eV). On the
other hand, adsorption in the anionic/zwitterionic form
is evinced also by the presence of well-defined bands
in the reflection adsorption infra red spectrum of each
amino acid species. As an example, for Ala=Cu(110)
direct evidence of an anionic species at low coverage
is given by the presence of the symmetric stretch vi-
bration of the carboxylate functionality, �s.COO�), at
1411 cm�1 (Fig. 29.20; [29.39]).

Molecules in direct contact with the Cu surface
adsorb, in general, in the anionic form, while zwit-
terionic adsorption is characteristic of the multilayer.
A common adsorption configuration can be identified
for the different amino acids: the simplest species bind
to the Cu surface in a �2 or �3 configuration, depend-
ing on coverage and annealing temperature. As shown
in Fig. 29.20 for the case of alanine, they correspond,
respectively, to the situation in which two or three bind-
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Fig. 29.20a–c Representation of the �3 and �2 bonding schemes discussed in the text, for the case of S-alaninate on
Cu(110). (a) In the �3 configuration the two carboxylate oxygens are equidistant from the surface. This is evinced in
RAIRS data (spectra (a) and (b) in (c)) by the intensity of the symmetric carboxylate stretch vibration, �s.COO/D
1411 cm�1 , and by the absence of the corresponding asymmetric stretch, �as.COO/, expected around 1625 cm�1. Further
analysis of the RAIR spectrum suggests that the OCO plane of the carboxylate group must be tilted towards the surface
plane and that the plane of the NH2 group lies almost parallel to the surface. (b) In the �2 configuration (spectra (c)–(e)
in (c)), on the contrary, one O atom points away from the surface, as revealed by the strong intensity of the �as.COO/
mode at 1626 cm�1, and the methyl group is held almost vertical along the surface normal. (c) The identification of
phase I to IV is coherent with the STM analysis discussed in Fig. 29.21. (Reprinted from [29.39], with permission from
Elsevier)

ing points are present. In �2 configuration, usually the
molecule binds through the N atom and one O atom
of the carboxylate/carboxylic group, with the second O
atom protruding into the vacuum. In the more stable �3

configuration, the N atom and both carboxylate O atoms
are bound to the surface. For the smallest amino acids,
like glycine and alanine, the side chain protrudes to-
wards the vacuum. On the contrary, if the side chain is
more complex and contains additional, possibly reac-
tive functional groups, it may bend towards the surface
and anchor to it in a fourth point (�4 conformation).
This behavior has been observed, e.g., for lysine on
Cu(110) [29.182] and for serine on Cu(531) [29.183].

An immediate consequence of the very similar
adsorption conformation of the different amino acid
species is that these molecules self-assemble on the sur-
face forming similar long-range adsorption patterns, as
demonstrated by LEED and STM data. Three distinct
phases may form on Cu surfaces with increasing molec-
ular density:

i) The 2-D gas, at low coverage. This phase is driven
by repulsive interaction among the molecules,
which are very mobile on the surface so that they
cannot be imaged by STM

ii) The intermediate phase, in which standing
molecules align in short rows and are stabilized by
intermolecular H-bonds

iii) The solid phase, consisting of extended, ordered su-
perstructures.

The .3� 2/ superstructure is the most stable pattern ob-
served on Cu(110) for simple molecules as Gly and
Ala [29.39, 184, 185] (Fig. 29.21d), but also for more
complex ones as Lys [29.186]. At saturation coverage,
the other amino acids usually organize in less-dense su-
perstructures, due to the need of accommodating larger
molecules. In all cases, hydrogen bonding is essential
for the stabilization of the layer.

The case of alanine on Cu(110) is paradigmatic
of how the self-assembly behavior of amino acids can
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Fig. 29.21a–g STM images showing the various geometries of alaninate on Cu(110) obtained under different experimental con-
ditions. Top row: S-alanine=Cu(110). (a) Phase I, showing alaninate molecules at step edges and streaky areas on terraces (image
size 29:2� 24:6 nm2 , V D 1:02V, I D 1:08 nA). (b) Phase II, showing the details of chiral chains covering large terraces (im-
age size 25:4� 24:6 nm2 , V D 2:08V, I D 1:97 nA). (c) Phase III. The image shows size-selected clusters of 6 or 8 molecules
(image size 12:7� 12:3 nm2 , V D 2:08V, I D 1:97 nA). Hexamer clusters occupy a unit mesh of 17:5Å� 9Å and octamer clus-
ters a unit mesh of 21:5Å� 9Å. The corresponding unit cells as determined by STM and the hexamer unit cell determined by
LEED are marked. The hexamer unit cell in matrix notation is (5,3,3,1) according to STM and (2,2,5,3) according to LEED.
(d) Phase IV. The STM image shows the achiral .3� 2/ reconstruction (image size 12:7� 12:3 nm2 , V D 2:83V, I D 1:14 nA;
annealing temperature 453K). The unit cell (marked in the figure) contains two molecules and measures 7:2Å� 7:6Å. Bottom
row: racemic alanine=Cu(110). (e) Phase II showing patches of achirally ordered molecules (image size 40�40 nm2, V D 0:36V,
I D 0:15 nA). The inset is an enlargement of the area marked by the square and shows the details of the local order of racemic
phase II. (f) Racemic phase IVa associated with the distorted .3� 2/ LEED pattern (image size 22:4� 11:2 nm2 , V D 1:05V,
I D 0:17 nA). (g) Racemic phase IVb associated with the true .3� 2/ LEED pattern (image size 22:4� 11:2 nm2 , V D 1:49V,
I D 0:59 nA). (Reprinted from [29.34], with permission from Elsevier)

depend on experimental conditions and how chirality
plays a role in this process. For this reason, we are
going to treat it in some details in the following. Ac-
cording to RAIRS data, in the multilayer regime, stable
below room temperature, the molecules are predomi-
nantly in a zwitterionic state, as expected for solid ala-
nine [29.187]. Conversely, adsorption in the 300�470K
temperature range always yields to the formation of
an alaninate species, as witnessed by the sequence of
RAIRS spectra of Fig. 29.20.

This picture, relatively simple from the spectro-
scopic point of view, gets much more complicated
when the morphology of the alanine layers is taken
into account. STM analysis reveals, indeed, a poly-
morphic behavior of the L-Ala=Cu(110) system [29.35,
39], with the identification of four different surface
structural phases depending on alanine coverage and
surface temperature (Fig. 29.21). At low coverage and

RT, a disordered phase occurs, in which the alaninate
molecules are found concentrated in small areas close
to the steps (phase I in Fig. 29.21a). Due to the high
mobility of individual alaninate units, no STM images
could be recorded for the molecular species at ter-
races, even if RAIRS data show a significant growth of
the molecules in the �3 configuration (spectra (a) and
(b) in Fig. 29.20c). Increasing the coverage, molecules
at terraces get to interact with each other and self-
assemble into chains some tens of nanometers long and
aligned in the hN112i direction (phase II in Fig. 29.21b).
The chain structure is not homogeneous, since single
chains (formed by individual alaninate units) and dou-
ble chains (consisting of paired molecules) turn into
each other every few molecular units along the chain
length. We note that hN112i is not a symmetry direction
of the Cu(110) surface; therefore, the system is starting
to organize in a chiral fashion. Spectroscopic anal-
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ysis indicates the coexistence of alaninate molecules
both in �3 and in �2 conformation (spectrum (d) in
Fig. 29.20c). The creation of the �2 species at higher
coverage is attributed to kinetic factors since only the
�3 species is formed at all �. Interestingly, the authors
suggest that the �2 species triggers chain formation at
the terraces, and thus that the presence of alaninate units
in this configuration is essential for supramolecular chi-
ral organization.

Upon annealing of phase II, the RAIRS spectra re-
main unaltered (trace (e) in Fig. 29.20c), indicating
that molecules in both the �3 and �2 configuration
are still present. Instead, the alaninate chains evolve
into a highly ordered chiral overlayer (phase III in
Fig. 29.21c) formed by clusters of 6 or 8 units lined
up in pairs in the h110i direction and with an overall
growth direction broadly parallel to the nonsymmetric
hN112i. In phase III, 2-D chirality is expressed at the
macroscopic length scale, since size-defined chiral clus-
ters self-assemble into a defined chiral array with chiral
channels and spaces of bare metal left between them.
The identical experiment performed with R-alanine pro-
duces the mirror image domain [29.188]. To determine
the long-range order of the overlayer, several models of
individual hexamers are proposed [29.35, 39], involv-
ing a different proportion of molecules in �3 and in �2

conformation on an unreconstructed or a reconstructed
Cu(110) surface.

The chiral chains of phase II are precursors to the
size-selected clusters of phase III. Both the chains of
variable width observed at RT and the the peculiar or-
ganization in small, size-selected clusters at the higher
temperature are the result of a competition between
intermolecular forces and molecule–substrate interac-
tion. Above a critical cluster size, the stress induced
by maintaining optimum adsorption sites for the alan-
inate molecules and by maximizing the intermolecular
interactions leads to a fracture in the assembly of the
chains, opening two possible scenarios. In the former
case, molecules can be forced away from their optimal
adsorption site by intermolecular interactions; alterna-
tively, the strength of the chemisorption bond forces
surface reconstruction in order to optimize adsorption
geometry. The former mechanismmay well dominate at
room temperature (phase II), where the barrier to signif-
icant reconstruction cannot be overcome. On the other
hand, the higher temperature required to create phase III
suggests that metal reconstruction may accompany the
formation of regular size-selected clusters. The compe-
tition between molecule–molecule and molecule–metal
interactions is a phenomenon to be generally taken into
account on self-assembly processes. The behavior ob-
served in the case of Ala=Cu(110) indicates a predomi-
nance of molecule–metal interactions. On the contrary,

on less-reactive substrates such as Ag, intermolecular
forces prevail and the formation of extended amino acid
layers is observed [29.36, 189].

Further heating of the Ala=Cu(110) system in phase
III to 470K causes substantial changes in the RAIR
spectra (trace (f ) in Fig. 29.20c), indicating full con-
version of �2 alaninate units into the �3 geometry.
According to LEED and STM data, a new achiral
(identical for both S- and R-alaninate) organization of
the molecules appears on the surface (phase IV in
Fig. 29.21d), characterized by a .3� 2/ superstructure
with two molecules per unit cell (� D 1=3) and by
a pseudoglide plane in the h001i direction. This over-
layer is stable up to 520K. DFT analysis [29.190]
found that, in the lowest energy configuration, each
unit cell of the .3� 2/ enantiopure overlayer contains
two molecules with opposite footprint chirality. The
result is coherent with photoelectron diffraction mea-
surements [29.191], which indicate the existence of two
molecules with slightly different local adsorption sites
within the .3� 2/ unit cell.

The formation of chiral/achiral overlayers starting
from L-ala and depending on experimental condition in-
dicates that chirality is a factor to be strictly monitored
and considered when dealing with the self-assembly
of amino acid species. Therefore, it is interesting to
understand what happens when a racemic mixture is
deposited on the surface. Separation of enantiomers
within racemic crystals has been known for some
time, while chiral recognition at surfaces has been
investigated more recently but is nowadays a well-
established phenomenon [29.17]. Despite that, there
is not a straightforward behavior for surface chiral
segregation—the formation of enantio-pure domains of
opposite chirality—and each amino acid/metal system
needs to be tracked separately. In general, if hete-
rochiral interactions prevail, a racemic layer forms.
This is the case for adsorption of racemic alanine on
Cu(110) [29.188], for which formation of achiral do-
mains is observed and the suppression of some of the
phases present for the enantio-pure species occurs. In
particular, while the disordered phase I is observed also
for racemic alanine, phase II is significantly different.
STM images show achiral patches with poor long-range
order (Fig. 29.21e) and the LEED pattern, consisting
of split and faint spots, confirms this picture. Also the
thermal evolution of the racemic system follows an al-
ternative path with respect to the one observed for the
enantio-pure layer. Racemic phase II converts directly
into the achirally organized phase IV at T D 358K. The
.3� 2/ overlayer of the racemic alanine mixture dif-
fers from the one described for pure S-alaninate since:
(a) a smaller energy barrier is required for the racemic
mixture, because both the energetically preferred foot-
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prints of S- and R-alaninate can be accommodated at
the surface. (b) The .3� 2/ structure presents initially
a glide plane (see phase IVa in Fig. 29.21f), as in the
case of S-alaninate, but the coverage can be further in-
creased to create a true .3� 2/ LEED pattern with no
glide plane (see phase IVb in Fig. 29.21g).

On the contrary, if homochiral interactions domi-
nate, chiral segregation of enantiomers is favored. An
example in this respect is provided by racemic Cys de-
posited on Au(110) [29.192]. The molecules organize
in domains of dimers identical to those observed in pre-
vious experiments performed using pure enantiomers,
while no new structures associated to the pairing of
molecules of opposite chirality are found. Therefore,
dimers are either of the LL form (rotated clockwise)
or of the DD form (rotated anticlockwise), suggest-
ing that the dimerization of the cysteine molecules is
highly enantioselective, with each molecule binding ex-
clusively to partners of the same chirality.

Chiral recognition is the preliminary step to chiral
separation of D- and L-enantiomers, which is a key is-
sue for chemical and pharmaceutical industries. This
process can be enhanced by the use of suitable chi-
ral surfaces and, in this respect, the case of serine
adsorption at high Miller index Cu surfaces is emblem-
atic. Distinct enantio-resolution ability was observed on
Cu(110), where the L- and D-enantiomers aggregate in
well-ordered islands, and on the stepped Cu(643) and
Cu(3 1 17) surfaces [29.193, 194]. However, since the
two enantiomers have very similar adsorption energies,
chiral separation is not straightforward. On Cu(531),
on the contrary, the difference in adsorption ener-
gies between D- and L-serine is significant and this
is the reason why many theoretical and experimental
efforts focused on exploring the adsorption configu-
rations and enantioselective ability of serine on this
surface [29.183, 195, 196]. Very recently, Wang et al.
calculated the adsorption geometries and energetics of
D- and L-serine at the (531) face of Cu, Ag, Au, and
Pd [29.197]. Cu(531) is the most efficient in chiral
separation due to the conformational strain imposed
both on the molecule and on the substrate upon ad-
sorption of D-serine. In addition, enantio-selectivity is
predicted to be enhanced up to 36% by decorating the
(110) and the (311) microfacets of Cu(531) with Ni
atoms.

Focusing the attention back to the self-assembly
process and to the forces involved, we recall that, in the
above-mentioned case of Ala=Cu(110), the molecule–
substrate interaction is the driving force of the self-
assembly mechanism. On the contrary, if a less-reactive
metal is employed, intermolecular interactions may pre-
vail and interesting phenomena can be observed. This
is indeed the case of glutamic acid on Ag. Though ad-

sorption of this amino acid has been investigated on
all low Miller index surfaces [29.36, 84, 189, 198], the
L-Glu=Ag(100) system has been unravelled in great de-
tail [29.28, 36, 84].

As shown in Fig. 29.22, L-Glu self-assemble on
Ag(100) forming single-layer islands, the geometry and
extension of which changes by varying the surface tem-
perature between 250 and 350K. A row-like structure is
observed at T D 250K (Fig. 29.22a), a comb-like struc-
ture at T D 300K (Fig. 29.22b), while a flower-like
(Fig. 29.22c) and a square-like (Fig. 29.22d) structure
coexist at T D 350K. XPS analysis indicates that, in
all cases, the Glu units are in the nonzwitterionic form.
The co-presence of comb-like and flower-like domains
at the transition temperature T D 325K, combined with
the thermal evolution measured by XPS, suggests the
existence of several local minima in the energy diagram
of the Glu=Ag(100) system.

The two assemblies observed at 350K were repro-
duced by DFT-D calculations [29.28, 84] and simulated
STM images in very good agreement with the experi-
mental ones confirm the validity of the proposedmodels
(Fig. 29.23). At variance with the majority of cases
reported in literature, the square structure consists of
neutral molecules physisorbed on the surface through
weak vdW forces, while H-bonds between carboxyl
groups and the formation of a OCOH–OCOH–OCOH–
OCOH cycle at the vertex of the squares are the main
driving force for the self-assembly (Fig. 29.23b).

The flower structure (Fig. 29.23a,c,e) is formed by
50% of deprotonated Glu units in upstanding confor-
mation and arranged in the bright tetrameric units. The
other molecules are in the neutral form and lie flat on
the surface. This configuration is characterized by glu-
tamate anions strongly bound to the surface and by
the physisorbed surroundingGlu molecules, which con-
serve some degree of freedom in the layer. As evident
from the table in Fig. 29.23, the flower and the square
assemblies have similar dispersion energy and H-bond
interaction energy but, as a consequence of the differ-
ent chemical states of the Glu molecules, the binding
energy to the substrate is significantly different. This is
therefore a good example of how the balance among the
different forces acting on the molecules may affect their
final configuration. In addition, the thermodynamical
isostability of the two assemblies at 350K is explained
by considering entropic factors which have a strong
stabilizing impact on the poorly adsorbed square struc-
ture [29.199]. The transition from one structure to the
other is expected to be kinetically possible thanks to the
low reactivity of the Ag(100) surface.

Finally, it is worth considering self-assembly of
amino acids at metal surfaces also in view of their
perspective role as base catalysts for enantioselective
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reactions, the importance of which is growing and
growing due to the demand of pharmaceutical and
chemical industries for large quantities of optically pure
chemicals. Though several studies on enantioselective
systems have been performed on Cu, which is also
the most investigated substrate in this respect [29.17],
it is in this field that amino acid adsorption at tran-
sition metals becomes of interest. Enantioselectivity
is transferred to the metal substrate by adsorption of
a chiral species (modifiers) but, so far, only a few
categories of enantioselective heterogeneous catalytic
processes have been investigated at the fundamental
level. Among them, we mention the enantioselective
hydrogenation of ˛-keto esters over Pt-based systems
and the asymmetric hydrogenation of ˇ-keto esters over
Ni-based catalysts [29.174, 175]. On Ni-based materi-
als the most studied chiral modifiers are (R,R)-tartaric
acid [29.200, 201] and (S)-glutamic acid [29.202]. The
latter species shows a peculiar behavior as a modifier,
since the chirality of the final product in the hydrogena-
tion of ˇ-keto esters depends on Tev (Fig. 29.24). Glu
adsorption below 350K results in a preference for the
R-enantiomer, while Glu adsorption above 350K favors
the S species [29.174]. (S)-Glu adsorption at Ni(111)
and at Ni=Au bimetallic systems was thoroughly in-
vestigated by the group of Baddeley [29.202–204], who
also studied the chemical activity of the chirally mod-
ified (S)-Glu=Ni catalyst with respect to the simplest
ˇ-keto ester, i.e., methylacetoacetate (MAA) [29.180,
205]. By combining STM images with RAIRS results,

Fig. 29.22a–d Overview of the self-assembled structures
observed upon L-Glu deposition on Ag(100) at different
T (image size 80Å� 80Å). (a) Row structure: The amino
acids lie flat on the surface and form long, one-molecule-
wide rows oriented � 40ı off the h0N11i direction. In each
row, adjacent molecules are separated by (6:5˙0:2) Å and
their molecular axis is at an angle of � 65ı with respect
to h0N11i. The estimated local coverage is�Glu � 0:09ML.
(b) Comb structure: The surface is covered by large mono-
layer islands consisting of elongated features oriented
along the h0N11i directions (periodicity � 26Å). Each fea-
ture is formed by a linear backbone (two lines of molecules
separated by (5:6˙ 0:2) Å) and by additional Glu units in-
serted as teeth at� 45ı (periodicity (14:0˙0:2) Å,�Glu �
0:09ML). (c) Flower structure: Clusters of four molecules
(the flowers) are linked by sticks showing a lower contrast.
Adjacent maxima within each tetramer are separated by
5:8 and 5:4Å, respectively. Tetramers form a square pat-
tern with the main axes aligned within 5ı with the h0N11i
directions (periodicity � 21Å). The sticks are also ori-
ented in the high symmetry direction of the substrate. The
Glu local coverage is�Glu D 0:14ML but, considering that
only a fraction of the surface is covered by Glu islands,
the overall coverage is likely to be significantly smaller.
(d) Square structure: Glu molecules are physisorbed and
lie flat on the surface, 4:6Å above the surface plane. They
arrange in a square geometry oriented � 20ı off h1N10i.
The axis of the Glu units is oriented � 10ı off the h1N10i
direction, so that a chiral pattern forms in self-assembled
islands. The average dimensions of the single squares are
aD .13:2˙0:8/Å and bD .12:2˙0:7/Å for the sides and
cD .19:7˙ 0:8/Å for the diagonal, from which a local
coverage�Glu � 0:10ML is deduced. (Reprinted with per-
mission from [29.36]. Copyright (2011) American Chemi-
cal Society) J

they could demonstrate that (S)-Glu initially adsorbs on
Ni(111) at 300K in the zwitterionic form and preva-
lently at steps. With increasing coverage (Fig. 29.25a)
the terraces are populated by molecules in the form
of anionic monoglutamate. Small areas in which the
molecules present an ordered .

p
7�p7/R19:1ı geom-

etry (local coverage 0:14ML) or a .3
p
3� 3p3/R30ı

geometry (local coverage 0:11ML) appear. Such struc-
tures are stabilized by hydrogen bonding. The extent
of ordering is limited, since the authors estimate the
ordered domains to cover 10�20% of the surface and
to have a typical diameter of � 10 nm, but it increases
by annealing the surface to 350K (Fig. 29.25b). On the
contrary, further heating to 400K (Fig. 29.25c) changes
the nature of the adlayer: it consists now of 1-D struc-
tures, probably stabilized by H-bonding interactions
between neighboring molecules and extending along
the close-packed Ni directions.
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Fig. 29.23a–f The Table summarizes the adsorption, bind-
ing and cohesion energies of the flower and square as-
semblies formed by Glu=Ag(100) at T D 350K (energies
in eV per GLU molecule). (a,b) Optimized geometry of
the assemblies. The molecular density of the calculated
structure is 1:95�1018 Glumolecule=m2 (mixture of neu-
tral and radical species) for the flower assembly (a) and
1:39�1018 Glumolecule=m2 for the square assembly (b).
(c,d) Simulated STM image deduced from the configura-
tion in (a,b) for V D 1:0V. The good agreement with the
corresponding experimental image, reported in (e,f), is ev-
ident. (Reprinted with permission from [29.28, 84, 199].
Copyright (2013, 2010, 2014) American Chemical Soci-
ety)

Deposition of the amino acid at T D 350K pro-
duces a surface ordering similar to the one obtained
upon annealing the 300K layer but, in addition, it
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Fig. 29.24 (a) Reaction scheme for the enantioselective
hydrogenation of ˇ-keto esters over Ni catalysts in pres-
ence of (S)-glutamic acid. (b) Net optical rotation of the
methyl-3-hydroxybutyrate product formed over (S)-Glu
modified Ni catalysts as a function of modification tem-
perature. (Reprinted from [29.202], with permission from
Elsevier)

causes a restructuring of the step edges, which assume
a saw-tooth appearance. Chiral faceting of the step
edges upon adsorption of a chiral molecule is a phe-
nomenon already documented for several systems, e.g.,
for Lys=Cu(001) [29.44] and Glu=Ag(110) [29.189],
and it can be relevant in explaining the different enan-
tioselective properties of the catalyst at 300 and at
350K. In fact, MAA adsorption at 300K occurs mainly
in the diketo tautomeric form (with a direct interaction
between the NHC3 group of zwitterionic Glu and the ke-
tone group of the MAA molecules) if the (S)-Glu chiral
modifier is pre-deposited at 300K. Conversely, it oc-
curs in the enol form if Glu deposition is performed at
350K [29.205]. In liquid solution, the nature of the final
product is also influenced by pH. The more protonated
the Glu modifier is, more diketones tend to form. The
optimum enantioselective catalytic performance occurs
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a) 300 K b) 350 K

c) 400 K

Fig. 29.25 (a) STM images of
a high-coverage (S)-Glu=Ni(111)
layer produced at 300K (image
size 49:7� 49:7 nm2 ; I D 0:34 nA;
V D 0:55V). (b) STM image obtained
after annealing the sample in (a) to
350K (image size 21:4� 21:4 nm2 ,
I D 0:32 nA; V D 0:36V). (c) Same
as (b) after annealing the layer to
400K (image size 23:5� 23:5 nm2 ;
I D 0:30 nA; V D 0:54V). (Reprinted
from [29.202], with permission from
Elsevier)

following modification at pH 5, at which the keto/enol
ratio continues to drop with increasing modification
temperature. Since (S)-Glu adsorbs in the zwitterionic
form at 300K and low coverage and in the anionic form

with step restructuring at 350K, the switch in the pre-
ferred enantiomeric product with modification tempera-
ture may be related to the ability of Glu to behave either
as an amino acid or as a chiral diacid (as tartaric acid).

29.4 Conclusions

In this chapter we have presented a necessarily incom-
plete overview of the self-assembly process occurring
at surfaces at the nanoscale. The few examples reported
here should provide an overview of the different self-
assembly mechanisms and of the different kinds of

molecules involved in this process. We also believe that
they should convey to the reader the idea of the wide
range of possibilities opened by self-assembly to control
the structure and properties of the organic–inorganic in-
terface by choosing the most suitablemolecular species.
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30. Energetics of Adsorption:
Single Crystal Calorimetry

Luca Vattuone , David A. King

Adsorption energy is a fundamental thermody-
namic quantity in the description of gas–surface
interactions. In general, it depends not only on
the ad-species and on the chemical nature of the
substrate but also on the surface coverage and the
density and nature of the surface defects. It can
also be significantly affected by the presence of
coadsorbates and by temperature when the lat-
ter determines a different arrangement of species
on the substrate or even the formation of differ-
ent moieties at the surface. On the one hand, the
measure of the heat of adsorption by the isos-
teric method can be used only in selected cases,
where adsorption occurs reversibly and a reli-
able control of the coverage over a large enough
range of temperatures is experimentally accessi-
ble. On the other hand, temperature-programmed
desorption, which until now has been the most
widely used technique, is not applicablewhen ad-
sorption occurs irreversibly, and care is needed to
properly analyze the experimental data, especially
when the heat of adsorption is strongly cover-
age dependent. Single-crystal calorimetry (SCAC)
provides a means of overcoming most such limita-
tions. Since it is impossible to cover all the results
obtained by this technique in a single review,
a rich bibliography is provided and only selected
results (in the opinion of the authors) are summa-
rized here. The first section addresses the results
obtained by the infrared calorimeter of the Cam-
bridge group,which mostly deals with the coverage
dependence of the heat of adsorption of different
gases on single-crystal (both low and high Miller
index) surfaces. The second section deals with the
results obtained by the pyroelectric calorimeter
by the Washington group, which cover both the
adsorption of large organic molecules and of non-
gaseous species. The impressive results obtained
to date have drawn other research groups into the
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field, and new designs have appeared that enable,
for example, the study of the adsorption of gas
molecules at the surface of nanoparticles and at
oxide surfaces. The last section of this chapter is
devoted to such results.
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The heat of adsorption of molecules at surfaces is a key
thermodynamic parameter for the understanding of ad-
sorption and reaction at surfaces and, consequently, also
for heterogeneous catalysis. It is also a key parameter in

providing a test for the first principles quantum theory
calculations now widely used to study processes at sur-
faces.

30.1 Methods for Calorimetry

The isosteric method, which measures the pressure re-
quired to keep a constant coverage of the adsorbate at
the surface as a function of temperature, can be ef-
fectively used only when it is possible to check the
equilibrium coverage in a reliable way over a large
enough range of temperatures. It cannot, thus, be em-
ployed when irreversible adsorption occurs, and it can
be affected by the changes in the arrangements of ad-
sorbates at the surface while the temperature and the
pressure are being modified [30.1]. Thermal desorp-
tion spectroscopy (TDS or TPD) is more routinely
used, since it is compatible with conventional UHV ex-
perimental setups; it cannot, however, be used when
desorption does not occur. Moreover, the extraction of
thermodynamic data from TPD curves is affected sig-
nificantly by the method employed for the analysis. The
basic idea of calorimetry is to measure the temperature
change occurring at the surface when adsorption occurs.
While measurements for non monocrystalline surfaces
have been conducted over a long period of time [30.2],
measurements for single-crystal surfaces became sys-
tematically available only in the 1990s. After a few
previous attempts by Kyser and Masel [30.3], the first
single-crystal calorimeter was developed by the group
of King in Cambridge [30.4, 5], and a systematic inves-

tigation of adsorption of different gases at single-crystal
surfaces was undertaken. These results have already
been reviewed in detail [30.1]. Here, we shall present
only some of them: the effect of promoters on the heat
of adsorption, the measurement of the energy difference
between surface phases, the heat of reaction, lateral in-
teractions among adsorbates, and the role of defects in
adsorption. The main limitation of the first Cambridge
calorimeter, which essentially monitored the change in
the infrared emission caused by the temperature in-
crease upon adsorption, was the restriction to room
temperature adsorption and to nonactivated systems.
A different calorimeter, based on pyroelectric detection,
was then developed by the same group; this calorimeter
allowed the measurement of heats of adsorption at dif-
ferent temperatures [30.6]. This design was extensively
improved by the group of Campbell [30.7, 8] at Wash-
ington University in Seattle, who extended the method
to the measurement of the heat of adsorption of met-
als and of nanoparticles at surfaces. Some of their latest
achievements will also be reviewed in this chapter. Re-
cently, similar experimental setups have been developed
also by other research groups [30.9, 10] improving the
sensitivity and extending the set of systems for which
the heat of adsorption can be measured.

30.2 Definition of the Heat of Adsorption

Adsorption at surfaces is an exothermic process, and
the differential molar enthalpy change is, thus, nega-
tive. According to the usual convention we define the
differential molar adsorption heat q as its opposite. The
isosteric adsorption heat qst is defined according to the
Clausius–Clapeyron equation

qst.	/D�R
�
@ lnP

@.1=T/

�

	

; (30.1)

where P is the pressure, T the absolute temperature,
R the gas constant, and 	 the fractional surface cover-
age. In practice it is necessary to measure the change
in the gas pressure needed to keep the fractional sur-
face coverage constant while changing the temperature.
This approach suffers from two drawbacks: firstly it can

be applied only when adsorption takes place reversibly,
and secondly, a reliable indicator of the actual surface
coverage is needed; 	 can be checked in different ways,
i.e., monitoring the work function, the diffraction pat-
tern, or some specific spectroscopic signal (vibrational
or electronic) related to the adsorbate, but care is needed
since these indicators may be affected in some cases
also by change in the temperature, especially because
a relatively wide range of temperatures is required for
an accurate measurement. Moreover, when the temper-
ature is increased, the pressure required to maintain
a constant coverage may increase beyond the capabili-
ties of traditional UHV techniques, thus further limiting
the practical feasibility of this approach. An example is
reported in Fig. 30.1, which shows the pioneering work
of Tracy and Palmberg [30.11]. They first measured the
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Fig. 30.1 (a) Heat of adsorption as a function of cover-
age for CO on Pd(100). (b) Pressure as a function of the
inverse temperature required to keep a constant CO cov-
erage on Pd(100). Coverage is monitored by the work
function of the surface. Curves corresponding to differ-
ent work functions and, thus, to different coverages are
reported (Adapted from [30.11], with permission from El-
sevier) J

change in the work function �˚ of Pd(100) as a func-
tion of temperature for different CO pressures. From
these curves of pressure versus inverse temperature
were obtained (Fig. 30.1b). The coverage of CO on
Pd(100) is monitored by monitoring the work function.
The coverage for each �˚ was obtained as follows. In
a series of experiments CO was adsorbed at room tem-
perature until the work function changed by �˚ .

The sample was then rapidly flashed to 500 ıC;
the integral of the pressure rise is proportional to the
amount of CO that has desorbed. The absolute calibra-
tion of the coverage was possible using the c.4� 2/-45ı
low-energy electron diffraction (LEED) pattern which
corresponds to a coverage of 0:5ML. Using the Clapey-
ron equation, the heat of adsorption as a function of 	
is obtained.

30.3 Experimental Setups

As outlined above, the basic principle behind the de-
velopment of a single-crystal calorimeter (SCAC in the
following) is the measurement of the change in the tem-
perature of a sample upon adsorption of a measured
dose of adsorbate. In order to obtain a quantitative re-
sult for the heat of adsorption it is necessary to measure
accurately and reliably the heat released to the sam-
ple upon adsorption and the amount of adsorbing gas.
The result was attained by using sample of very low
thermal capacity (i.e., single crystals with a radius of
some mm, and a thickness of some micrometers) and
by dosing the desired gas by use of a supersonic molec-
ular beam (SMB). The flux of the SMB is measured
prior to each experiment by a spinning rotor gauge. The
surface of the sample is then exposed at normal inci-
dence using a pulsed SMB and the sticking probability
and the increase in the temperature are measured si-
multaneously. The coverage is obtained by integrating
the amount of gas adsorbed at each pulse. The differ-
ent SCAC setups can be classified on the basis of the
method used to measure the heat released and the tem-
perature change.

The calorimeter initially developed by the group of
King (Fig. 30.2a) measures the change in the infrared

intensity emitted by the back of the sample upon ad-
sorption of gas. The intensity is measured by a suitable
IR detector and is calibrated by comparing the signal
measured upon adsorption with the one recorded when
the clean surface is exposed to a laser of known power
impinging at normal incidence and correcting for the
reflectivity of the sample at the laser wavelength. The
reflectivity is measured in a separate experiment by op-
tical methods. The change in radiated power from the
back of the crystal is proportional to the third power of
the temperature times the change in T due to adsorption.
The sensitivity, thus, drops as T3 and for this reason
the infrared detection technique is inadequate for low-
temperature measurements.

In order to overcome this limitation another detec-
tor was developed that employs the pyrolectric effect;
the increase in the temperature produced by adsorp-
tion is measured by monitoring the pyroelectric signal
in place of the IR emission. In the first design [30.6],
the detector element was a LiTaO3 wafer 0:3mm thick
onto which AuCr electrodes had been deposited. The
single crystal (which had a thickness of � 2�m) was
bonded to the wafer by cold welding onto an interme-
diate layer of polycrystalline Ni, which, in turn, was
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Fig. 30.2 (a) The Cambridge
calorimeter (Adapted from [30.5],
with permission from Elsevier).
(b) The pyroelectric calorimeter in
Washington (Adapted from [30.7],
with the permission of AIP Publish-
ing)

evaporated onto one AuCr electrode. The voltage sig-
nal generated between the two electrodes was passed
through a specially designed high-impedance ampli-
fier and then acquired digitally. In subsequent designs

(Fig. 30.2b) [30.7, 8], a pyroelectric ribbon is moved
carefully until it touches the backside of the sample and
the pyroelectric signal is recorded. A similar method is
used in the latest experimental setups [30.9, 10].

30.4 Overview of Experimental Results by the Cambridge Group

A very large amount of data has been obtained by the
Cambridge group starting from the 1990s. We shall
briefly overview the most significant results in the opin-
ion of the authors. We shall consider the following
topics here:

a) The dissociative adsorption of oxygen from the
regime of chemisorption to the onset of oxidation
on low Miller index Ni surfaces

b) The effect of surface temperature and potassium
precoverage on Ni oxidation

c) The experimental determination of the energy dif-
ference between surface phases

d) The effect of lateral interactions between adsorbates
on the heat of adsorption and their role in surface
chemistry

e) The heat of adsorption in presence of defects
f) Heat of adsorption of hydrocarbons and determina-

tion of the metal–C bond energy
g) The heat of reaction for CO oxidation
h) The determination of prefactors for desorption.
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30.4.1 Dissociative Adsorption

Dissociative oxygen adsorption and substrate oxida-
tion are among the most common phenomena occurring
when reactive surfaces are exposed to O2. Figure 30.3a
shows the sticking probability s measured at normal
incidence and at room temperature (RT) by the King
and Wells method using a pulsed supersonic molecular
beam of O2 impinging onto a clean Ni(100) surface. By
integrating s over the exposure time and multiplying it
by the beam flux it is possible to obtain the total amount
of oxygen that has adsorbed (apparent oxygen adatom
coverage). In Fig. 30.3a, s is plotted versus such appar-
ent coverage. Three regimes are present:

i) Initially s is large (� 0:55) and decreases rapidly
with increasing exposure to the beam.

ii) After reaching a minimum s increases again and
remains relatively large (> 0:1) until an apparent
coverage of� 5ML of oxygen adatoms is reached.

iii) Thereafter, s remains constant, indicating that
a stable regime has been attained in which the
amount of oxygen adsorbing during the length of
the pulse is desorbed in the time between two sub-
sequent pulses.

The contributions of these three regimes have been
deconvoluted and are shown by the continuous lines in
the figure. Figure 30.3b shows the net sticking probabil-
ity (obtained by subtracting the reversible contribution
to s) as a function of the net adatom coverage (obtained
by subtracting the amount of oxygen that desorbs be-
tween subsequent pulses). The first regime corresponds
to the rapid building up of an adsorbed oxygen layer,
while the second one indicates the formation of an ox-
ide layer at the surface. Ni oxidation is believed to start
at nucleation points and to go on by island growth.
Oxygen incorporation occurs only at the edges of the
islands; after an initial increase s reaches a maximum
and decreases as long as islands get larger until the ox-
ide growth stops at � 3:5ML. Formation of a thicker
oxide then becomes extremely slow or suppressed un-
der the experimental conditions of this experiment.

Figure 30.3c shows the heat of adsorption as a func-
tion of coverage for Ni(100), as well as for the other
low Miller index surfaces (Ni(110) and Ni(111)) at
RT. The heat of adsorption is relatively large for all
surfaces but exhibits different behaviors. On Ni(100)
a rapid decrease with increasing coverage is present.
This decrease is due to repulsive lateral interactions
between second-nearest neighbors. The interaction be-
tween third-nearest neighbors must be, on the contrary,
weakly attractive, since an ordered p.2� 2/ structure
forms. For Ni(110), the initial heat (475 kJ=mol) is
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Fig. 30.3 (a) Sticking probability versus apparent O
adatom coverage on Ni(100) at RT, showing the
chemisorption, oxidation, and reversible regimes. The
smooth line running through the experimental data is the
sum of the other lines used to fit the data, including two
straight lines as an empirical fit to the chemisorption
sticking probability, a peaked curve corresponding to ox-
idation by island growth, and a curve corresponding to
reversible molecular oxygen adsorption. (b) Net sticking
probability (obtained from the one in (a) by subtracting
the reversible contribution) as a function of absolute cover-
age. (c) Oxygen differential adsorption heat on different Ni
single-crystal surfaces at 300K (Reprinted from [30.12],
with the permission of AIP Publishing)

lower than for Ni(100), and the drop with 	 is less
steep because of the formation of Ni–O chains, which
shield the O atoms, thus decreasing the magnitude of
repulsive interactions between them. Also, for Ni(111),
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q is initially (440 kJ=mol) lower than for Ni(100), since
adsorption occurs at threefold hollow sites; q initially
increases due to the rearrangements of the adatoms at
the surface to minimize the repulsive interactions. Such
a reordering is made possible by the presence of an
effective precursor-mediated adsorption path (evident
from s.	/, which is, however, not reported here). Re-
pulsive interactions set in thereafter, causing a decrease
of q. The three low Miller index surfaces studied here
behave similarly in the oxidation regime with heat of
adsorption of the order of 200 kJ=mol. Finally, when
oxide growth stops, and reversible adsorption of oxygen
starts to occur on the oxide film, the heat of adsorption
decreases to� 87 kJ=mol.

30.4.2 Surface Temperature and Potassium
Precoverage on Ni Oxidation

The heat of adsorption of O2 on Ni(100) was also mea-
sured as a function of the surface temperature using
a pyroelectric detector [30.12]. The results are shown
in Fig. 30.4. It is apparent that: i) for 	 � 0:25ML,
q is constant (and possibly slightly increasing with 	 )
at 410K, while it is initially lower and decreases with
increasing coverage for lower temperatures. ii) Above
0:25ML, q decreases rapidly at 410K than at lower
T . A simple Monte Carlo simulation using a lattice-
gas model provides a consistent explanation for all
these observations [30.12]. The interaction between
first neighbors is prohibitively high, since the saturation
coverage does not exceed 0:5ML in the chemisorption
regime. The interaction between second-nearest neigh-
bors must be strongly repulsive (by 30 kJ=mol) in order
to account for the sudden drop observed at 410K above
0:25ML when the sites of the c.2� 2/ structure starts
to be occupied. The third-nearest neighbors’ interaction
must be weakly attractive (by 1:5 kJ=mol) to explain
the tendency to form the p.2� 2/ structure and in this
way to account for the slight increase in q between
0 and 0:25ML at 410K. Since 0:25ML is the cover-
age expected for an ordered p.2� 2/ overlayer, these
findings indicate that at 410K, the mobility of the O
adatoms is high enough to allow the system to minimize
the repulsive interactions by avoiding the occupation of
second-nearest neighbor sites and possibly even to max-
imize the heat of adsorption, exploiting the fact that
third-nearest neighbor interaction is weakly attractive.
At RT, on the contrary, the mobility is not high enough
to allow for the formation of a fully-ordered overlayer;
repulsive interactions show up already < 0:25ML, be-
cause of the occupation of second-nearest neighbor
sites. This effect becomes even more evident at 90K,
where the limit of immobile adsorbate is reached and
a nearly monotonic decrease in q is observed. The effect
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Fig. 30.4 (a) Differential heat of adsorption of O2 on
Ni(100) versus apparent O adatom coverage on Ni(100)
at different temperatures in the low-coverage regime
(Adapted from [30.12], with the permission of AIP Pub-
lishing). (b) Sticking probability (lower graph) and differ-
ential heat (upper graph) for O2 on Ni(100) at RT without
K. (c) Sticking probability (lower graph) and differential
heat (upper graph) for O2 on Ni(100) at RT for a K precov-
erage of 0:3ML (Reprinted from [30.13], with permission
from Elsevier)

of K preadsorption [30.15] on q and s for oxygen ad-
sorption on Ni(100) is apparent from Fig. 30.4b,c. For
	K D 0:3ML, the initial sticking coefficient is 0.85, i.e.,
more than two times larger than for the bare Ni(100)
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surface, and remains constant up to 	O D 0:33. The heat
of adsorption is initially higher (by 40 kJ=mol) than for
the bare surface and decreases similarly with increasing
coverage. In the range of coverage corresponding to the
formation of the oxide, the presence of K completely
modifies the behavior of the system; s remains nearly
constant up to an oxygen coverage of 2ML, while q
is constant until 1:3ML of oxygen and decreases to-
wards the reversible adsorption regime afterwards. The
presence of K thus affects the kinetics muchmore effec-
tively than the thermodynamics of oxygen adsorption
at Ni(100). The increased charge density in the surface
region due to K adsorption increases the probability
of dissociation of O2 in the molecular precursor. For
a K precoverage > 0:15ML, the molecular state is sta-
bilized and the rate of oxidation of the substrate is
increased. The measurements of the effect of the K pre-
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Fig. 30.5 (a) Sticking probability S (top) and differential heat of adsorption q (bottom) for CO adsorption on Pt(100)-hex
and Pt(100)-.1� 1/ at RT. (b) The two initial states of clean Pt(100), the two different CO adsorption pathways (a and
b), and the identical final state, Pt(100)-.1� 1/–c.2� 2/-CO. The difference in the integral adsorption heat qi (c) along
paths a and b is the energy difference between the initial states (12 kJ=mol). ([30.1], © ACS 1998; adapted from [30.14],
with the permission of AIP Publishing)

coverage on the heat of adsorption of O2 on Ni(111) and
Ni(100) are discussed in larger detail in [30.1].

30.4.3 Energy Difference Between
Surface Phases

We now show that it is possible to use microcalorimetry
also to measure the energy difference between sur-
face phases, information previously obtained only by
theoretical methods [30.16]. It is known that the bare
Pt(100) surface can exist at RT in two different phases:
a metastable .1� 1/ and a hex phase. Upon annealing
to 500K the .1� 1/ phase turns into the hex one. It
is, however, possible to adsorb molecules such as CO
(or NO) at RT starting from both phases and ending
with a .1� 1/ phase. The differential heat of adsorp-
tion of CO was then measured at RT starting from both
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phases. Since the final state is the same, i.e., a c.2� 2/
CO-covered .1� 1/ phase with a coverage of 0:5ML,
by comparing the integral heat of adsorption it was
possible to obtain experimentally the energy difference
between the hex and the .1� 1/ phase [30.16]. The in-
tegral heat of adsorption is defined as

qint.	/D
R
qdiffd	R
d	

: (30.2)

The difference between the integral heats qint at a cover-
age of 0:5ML multiplied by the coverage is, thus, equal
to the difference in energy between the bare hex and
.1� 1/ phases, which comes out to be 12 kJ=mol.

30.4.4 The Role of Lateral Interactions
in Surface Chemistry

The heat of adsorption of molecules is often strongly
coverage dependent. Such dependence can arise for
different reasons: direct and indirect interactions be-
tween adsorbed molecules, coexistence of molecular
and dissociative adsorption, etc. Lateral interactions
may arise from three contributions: dipole–dipole inter-
action, Pauli repulsion, and substrate-mediated interac-
tions.

Dipole–dipole interactions are long-range forces
but they are too small to explain the experimentally
observed decrease in q. Pauli repulsion is definitely
stronger, but since it arises from the overlap of elec-
tron wavefunctions it can play a role only between
first neighbors. Thus, we can conclude that the ma-
jor contribution to lateral interactions is provided by
substrate-mediated interactions. They can be either
repulsive or attractive, and their magnitude can be
estimated by the change in the heat of adsorption
with increasing coverage. One example is provided
in Fig. 30.6 for CO adsorption on Pt(111). For 	 D
0:33ML, a .

p
3�p3/R30ı overlayer of CO molecules

forms (Fig. 30.6). In this structure, each CO admolecule
is surrounded by six next-nearest neighbors. If we
assume that adsorbate–adsorbate interactions can be de-
scribed as sum of forces between couples of molecules
(or atoms), i.e., if pairwise addictivity holds, then the
repulsive interaction !2 can be easily estimated

!2 D q.0/� q.0:33/
6

D 3:8 kJ=mol : (30.3)

Lateral interactions play a key role in surface chem-
istry. A paradigmatic example is provided in Fig. 30.7.
The differential heat of adsorption of NO on the bare
Ni(100) is initially quite high and decreases rapidly with
increasing NO coverage, due to lateral interactions. The
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Fig. 30.6a–c Differential heat of adsorption for CO on
Pt(111) (a) and sticking probability (b) versus coverage and
(c) model of the .

p
3�p3/R30ı (Adapted from [30.17],

with the permission of AIP Publishing)

relatively high initial value indicates that dissociative
adsorption takes place. The same figure shows also the
differential heat for NO on the same surface precov-
ered with different amounts of O adatoms; the initial
heat decreases rapidly with increasing O precoverage.
The data can be modeled by considering the sites oc-
cupied by the adatoms generated by the dissociation of
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sorption sites for the NO molecule (X) and for the N and
O adatoms resulting from its dissociation (Y, Y0 and Z. See
text.) (Adapted from [30.18], with the permission of AIP
Publishing; [30.19], © Wiley 1996)

NO into N and O adatoms or by the oxygen adatoms
generated by the dissociation of O2 [30.18]. The in-
tegral heat is shown in Fig. 30.7b. The model (MC)
assumes an initial heat of adsorption equal to the ex-
perimentally measured initial value and fits the decrease

in the heat of adsorption by assuming the same repul-
sive interaction between N–O, N–N, and O–O adatoms
in second-nearest neighboring sites. Occupation of first-
neighbor sites does not occur, as indicated by the value
of the saturation coverage in the chemisorption regime,
which is < 0:5ML. The model properly describes the
data up to a certain coverage of adatoms (� 0:12ML
for the bare surface and � 0:09ML for a surface pre-
covered with O adatoms) and thereafter drops more
rapidly than experimentally observed. Above such cov-
erage, the experimentally measured differential heat
exhibits a plateau, which is assigned to nondissociative
chemisorption.We can, thus, draw the following picture.
As long as lateral interactions are not too strong, the heat
of adsorption is higher for dissociative than for molecu-
lar adsorption, and O and N adatoms form. Dissociation
eventually ends (and molecular chemisorption starts) at
the coverage for which the heat of dissociative adsorp-
tion falls below the heat of molecular chemisorption.

The schematic in Fig. 30.7c clarifies what hap-
pens in the different geometrical arrangements of the
O and N adatoms present on the surface. If a NO
molecule lands at the X site, the adatoms resulting from
its dissociation can try to occupy second and third-
neighbor sites. If the preadsorbed adatoms occupy the
sites shown in the left part of the scheme, dissociative
adsorption cannot occur because occupation of first-
neighbor sites is forbidden. If, on the contrary, the sites
around the X site are free, dissociation can occur by
occupying the Y sites. Occupation of the Z sites is not
expected to occur, it being thermodynamically less fa-
vored. These results indicate that the array of empty
sites that are required for dissociative adsorption to oc-
cur is quite demanding if the repulsive interactions are
large, as in the present case. The model is able to de-
scribe consistently both the coverage dependence of q
and of the sticking probability (not shown, [30.19]). We
expect this scenario to occur for several different sys-
tems; a similar argument has, in fact, been invoked to
explain the onset of molecular adsorption for NO on
Ni(211) [30.20, 21].

30.4.5 Heat of Adsorption at Defects

It is well established that high Miller index surfaces can
be model systems for the investigation of adsorption
at well-defined defects; such surfaces indeed exhibit
a high amount of majority defects arranged in a reg-
ular way [30.22]. Several stepped surfaces have been
studied by microcalorimetry (i.e., adsorption of CO
on Fe(211) [30.23], of NO on Ni(211) [30.20], O2

and NO on stepped Pt surfaces [30.24], and O2 on
Ni(211) [30.21]). Here, we will summarize here the
results obtained for two different cases: oxygen adsorp-
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Fig. 30.8 (a) Differential and integral heat of adsorption for O2 on Ni(211) as a function of the O adatom coverage. The
inset shows the coverage dependence of the sticking probability. (b) Model of the (211) surface with the sites occupied at
0:5ML (top) and at 1ML (bottom) oxygen coverage. The contributions to pairwise lateral repulsive interactions between
adatoms at different distances are shown schematically (see text) (Adapted from [30.21], © 2004 American Chemical
Society)

tion on stepped Ni(211) [30.21] and NO dissociation
on stepped Pt surfaces [30.24]. In Fig. 30.8, the dif-
ferential heat of adsorption and the sticking probability
of O2 on Ni(211) are reported as a function of the ap-
parent adatom coverage. The initial differential heat of
adsorption q (620 kJ=mol) is significantly higher than
for low Miller index surfaces (Fig. 30.3) because of
the presence of low-coordinated adsorption sites at the
steps; q then decreases rapidly with coverage due to
strong lateral repulsions between adatoms until a cover-
age of 1:8ML of oxygen adatoms is reached. The drop
in q from 620 to 460 kJ=mol between 0 and 0:5ML
is due to repulsions between adatoms at a distance
of about 4:98Å (corresponding to !2 D 40 kJ=mol in
Fig. 30.8). At 1ML, q has dropped to 300 kJ=mol due
to an additional repulsive interaction between adatoms
at a distance of 3:45Å. The addition of further adatoms
at the steps would cause further and stronger repul-
sive interactions between adatoms; at this coverage,
the steps are, thus, saturated and adsorption at ter-
race sites must set in until a coverage of 1:8ML is
reached. At this coverage, q suddenly increases, reach-
ing a maximum value of 310 kJ=mol at 2:3ML and
remains constant at about 270 kJ=mol up to 4ML. The
coverage dependence of the differential heat of ad-
sorption is closely related to the sticking probability

shown in the inset of Fig. 30.8. As for low Miller in-
dex surfaces, oxidation starts at nucleation points on
the surface and proceeds via formation of islands of
oxide. The number of sites at the boundaries of the is-
lands increases until the islands starts to merge; at this
point, the length of the island boundaries progressively
diminishes, and the sticking probability approaches
zero. Above this point, q decreases slowly to attain
the steady-state value of 90 kJ=mol around 9ML. In
Fig. 30.9, the differential heat and the sticking probabil-
ity for NO adsorption on Pt(111), Pt(211) and Pt(411)
are compared. The fcc(211) surface consists of two-
atom wide (111) terraces separated by a single-atom
step of (100) orientation. The fcc(411) surface is more
complex; it consists of two terraces of (100) charac-
ter, one being two atoms wide and the other one atom
wide, separated by a single-atom step of (111) orien-
tation. The sticking probability behaves similarly on
these surfaces; it decreases quite slowly with coverage,
indicating that a precursor mechanism is active and is
not affected significantly by the presence of an ordered
array of steps or by the size of the terraces. The ini-
tial differential heat of adsorption is, on the contrary,
significantly affected by the presence of the steps: q
is higher on the (411) surface (217 kJ=mol), interme-
diate on Pt(211) (192 kJ=mol), and lower on Pt(111)
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Fig. 30.9a,b Differential heat (a) and sticking probability (b) for NO adsorption on low and high Miller index Pt surfaces
(Adapted from [30.24], with permission from Elsevier)

(182 kJ=mol). This result is consistent with the follow-
ing trend: NO adsorbs molecularly on Pt(111), while it
dissociates at steps on Pt(211) and Pt(411). The amount
of dissociated NO is found to be greater for the latter
surface because of the larger size of the (100) facets
on Pt(411). For Pt(211), q indeed indicates dissociative
adsorption up to 0:26molecules=cm2, while a similar
argument suggests dissociative adsorption to occur up
to 0:31molecules=cm2 for Pt(411). At higher cover-
age, when the steps are saturated, molecular adsorption
sets in, thus explaining the similar heat of adsorption
observed for Pt(111) and Pt(211). For Pt(411), q re-
mains relatively high up to a larger coverage; probably
incoming NO molecules will not be as close to the ad-
sorbed N and O adatoms and lateral interactions are,
thus, weaker, and a lower drop in q is observed [30.24].

30.4.6 Heat of Adsorption of Hydrocarbons

The measurement of the heat of adsorption of hydro-
carbons is particularly relevant, since it also provides
a way to determine the metal–C bond energy. This
value cannot be obtained by thermal desorption exper-
iments because adsorption of hydrocarbons at reactive
metal surfaces in most cases occurs irreversibly, pro-
ducing many different surface species, with different
degrees of dehydrogenation and with different rehy-
bridizations of the C–C bond inside the molecule. An
essay of such complexity is provided in Fig. 30.10,
which shows the heat of adsorption of a simple hydro-
carbon like ethene (C2H4) on different Pt surfaces. The
different initial value of q and its different coverage de-
pendences can only be understood by considering that
different radicals form. On Pt(100)-hex [30.25] quad-�

acetylene forms on the bare surface, followed by ethyli-
dyne between 0.06 and 0:18ML. At higher coverage
di-� ethylene forms. Finally, reversible adsorption of
�-bonded ethylene occurs. These assignments explain
the decrease in q and the plateau present at the different
coverages. On Pt(100)-.1� 1/, the situation is similar,
except for the fact that ethylidyne does not form be-
cause of the absence of threefold sites on this surface;
quad-� acetylene forms on the bare surface, followed
by di-�-bonded ethylene, and then by reversibly ad-
sorbed �-bonded ethylene. For Pt(110), the situation is
quite different; it has been suggested that ethylylidine
(C–CH2–) forms on the bare-surface bonding in the
troughs of the .1� 2/ missing-row reconstruction. The
next species is ethylidyne (C–CH3), which probably
adsorbs on the (111) microfacets of the Pt(110) sur-
face; above 0:5ML, di-� ethylene and then reversibly
adsorbed �-bonded ethylene are observed [30.26]. On
Pt(111) [30.27] an unusual, nonmonotonic, dependence
of q on coverage is obtained. In the present case, several
reactions can occur

Ia) C2H4.g/C 2� ! CHCH3.a/
Ib) CHCH3.a/C 2� ! CCH3.a/CH.a/
II) C2H4.g/C 3� CH.a/! CCH3.a/CH2.g/

At low coverage, no loss of hydrogen by recombination
takes place, and reactions Ia) and Ib) occur. At 0:17ML,
reaction II) starts to occur, and a minimum in q is ob-
served, since hydrogen desorption is endothermic. After
consuming all the preadsorbed H, eventually formation
of ethylidyne (reaction Ib) occurs. As the ethylidyne is-
lands grow, fewer and fewer threefold sites are available
and only bridge sites are vacant. They then favor the for-
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and (d) Pt(111) at RT ((a,c) Adapted from [30.25], with permission from Elsevier; (b,d) adapted from [30.26], © 1995
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mation of CHCH3 and direct formation of ethylidyne
stops. Since no H2 is lost by desorption, the measured
heat of adsorption increases, giving rise to a maximum
at � 0:35ML. Thereafter, q decreases again, declining
towards reversible �-bonded ethylene adsorption. Sim-
ilar experiments were performed also for Pd(100) and
Ni(100). On Pd(100), adsorption of ethylene occurs re-
versibly at RT, and the measurement of q is difficult.
The data for Ni(100) are shown in Fig. 30.11. As for
Pt surfaces, the interpretation of the results relies en-
tirely on the identification of the species present on
the surface. According to the literature (see the origi-
nal papers and [30.1] for details), CH and CCH initially
forms on this surface. The initial heat is associated
with the formation of methylidyne (CH) followed by
acetylide (CCH). The heat of adsorption was measured
at RT also for acetylene on Ni(100) and Pd(100). The
results are shown in Fig. 30.11. On Ni(100), the for-
mation of CH and then of CCH can account for the

Table 30.1 Averaged metal–C bond energies as obtained
from SCAC. (Data from [30.1])

Surface Metal–C bond energy
(kJ=mol)

Pt(110) 242
Pt(111) 244
Pt(100) 240
Pd(100) 171
Ni(100) 205

Surface Metal–C bond energy
(kJ=mol)

Pt(110) 242
Pt(111) 244
Pt(100) 240
Pd(100) 171
Ni(100) 205

observed results. The lower value observed for Pd(100)
is explained by the fact that on the latter surface, de-
hydrogenation does not occur and that di-� acetylene
is present at low coverage after exposure at RT. The
calorimetric data have, thus, been used to estimate the
metal–carbon bond energy for Pt, Ni, and Pd. The re-
sults are summarized in Table 30.1. It is apparent that
the metal–C bond energy is strongly dependent on the
nature of the substrate, being 20% higher for Pt than
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for Ni and 30% higher than for Pd. It is, however,
nearly independent of the surface structure, at least
for Pt surfaces. The database should be extended fur-
ther in order to gain deeper insight into such general
trends [30.29].

30.4.7 Heat of Reaction: CO Oxidation

The heat of adsorption of CO on an oxygen precov-
ered surfaces have been measured calorimetrically for
Pt(110) [30.30] and Pt(111) [30.17]. The results of the
experiments are shown in Fig. 30.12. The initial heat
measured when CO is adsorbed onto an O-precovered
surface is 177 kJ=mol for Pt(110) and 157 kJ=mol for
Pt(111). The heat of reaction �Hr can be easily esti-
mated by considering the reaction

CO.g/CO.Pt/! CO2.g/ (30.4)

and it reads

�Hr D�Hf.CO2/��Hf.CO.g//��Hf.O.Pt//

D .�171˙ 16/ kJ=mol :

(30.5)

If the CO2 molecules would leave the surface with-
out any excess energy, we would expect a differential
heat of adsorption for CO on an oxygen-covered surface
of 171 kJ=mol. The difference between the calculated
heat of reaction and the measured differential heat is
.�6˙ 17/ kJ=mol and is, thus, compatible with a van-
ishing excess energy. On the contrary, when O2 is dosed
on a CO-precovered Pt(110) surface, the measured
differential heat is 190 kJ=mol. Indeed, the following
relations hold

O2.g/C 2CO.Pt/! 2CO2.g/ (30.6)

and this reads

�Hr D 1�Hf.CO2/� 2�Hf.CO.Pt//��Hf.O2/.g/

D .�287˙ 24/ kJ=mol :

(30.7)

An adsorption heat of 287 kJ=mol would be mea-
sured if the reaction products would leave the surface
without excess energy. The measured value of the
differential heat is, however, significantly lower than
expected! These results indicate that the desorbing CO2

molecules have an average kinetic energy of .49˙
21/ kJ=mol [30.1]. Adsorption of CO on O-precovered
Pt(111) leads to similar results [30.17].

30.4.8 Frequency Factor for Desorption

In all SCAC experiments, a steady state is reached
characterized by a constant sticking probability and
a constant differential heat of adsorption. In order to
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Fig. 30.12a–d Differential heat of adsorption (a) and sticking probability (b) for CO adsorption on Pt(111) precovered
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understand the meaning of this fact we must remember
that in a SCAC experiment, a pulsed molecular beam is
used. Typically, pulses last for 50ms and are separated
by 2:5 s. When a steady state is reached, the molecules
adsorbed during each pulse desorb in the time between
subsequent pulses. The number of molecules adsorbing
during each pulse is, thus, just the number of molecules
present in each pulse multiplied by the sticking proba-
bility. It is usual to express the rate of desorption using
the following expression

d	

dt
D �des.	/ne�q=.RT/ ; (30.8)

where n is the desorption order and �des the desorption
frequency factor (also called prefactor for desorption).

Since the number of molecules desorbing in the time
between pulses is equal to the number of molecules
adsorbing during the pulses in the steady-state region,
it should be possible to determine �des. Since under
steady-state conditions the Gibbs free energy change
for adsorption vanishes, it is possible to determine also
the entropy change due to adsorption directly from the
calorimetric data

�GD�H� T�SD 0 ; (30.9)

and then

�SD �H

T
D� q

T
: (30.10)
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The standard entropy for a gas can be calculated using
the law of perfect gases as

SD S0 �R ln
�

p

p0

�
; (30.11)

where S0 is the standard entropy of the gas (i.e.,
198 J=.Kmol/ for CO at 1 atm and 298K), p the gas
pressure, and p0 the standard pressure. By using the ex-
perimentally obtained �H, it is possible to extract the
differential entropy of the adsorbed phase Sa

Sa D S0 �R ln

�
p

p0

�
� q

T
: (30.12)

The results of this analysis for CO adsorption at RT on
different single-crystal Ni surfaces are summarized in
Table 30.2. The extraction of prefactors from calori-
metric data, however, requires some care. The same
analysis for CO Pt(110) [30.31] leads to a prefactor for
desorption of 2:5� 10.9˙1:2/Hz. This is a value that is
remarkably lower than usually assumed (� 1014 Hz)!
The reason for this discrepancy is that the desorp-
tion rate is not exactly given by (30.8). This simple
and widely-used expression is somewhat oversimpli-
fied, since it neglects several processes that may take
place; for example, a mobile precursor may be involved
also in desorption, thus providing a path back to the

Table 30.2 Differential heat qss, Sa and frequency factor
for desorption as obtained from steady-state conditions
for CO adsorption on different Ni surfaces (data taken
from [30.32])

System qss
(kJ=mol)

Sa 	des
(Hz)

CO=Ni(111) 95 71 3�1014
CO=Ni(100) 99 58 1�1015
CO=Ni(110) 101 50 3�1015

System qss
(kJ=mol)

Sa 	des
(Hz)

CO=Ni(111) 95 71 3�1014
CO=Ni(100) 99 58 1�1015
CO=Ni(110) 101 50 3�1015

chemisorbed state. If these processes are considered,
the desorption rate is reduced by a factor F, which can
be written as [30.33]

F D fdC fm

"
1�

�
1C fd

fa

��1 �
1CK

	

1� 	
��1#

;

(30.13)

where fd, fm, and fa are the probabilities of desorp-
tion, migration to a neighbor site, and chemisorption
for a molecule in the precursor state; K is the Kisliuk
constant. The smaller K is, the more mobile the pre-
cursor, while K D 1 represents an immobile precursor.
Since F cannot be directly obtained by the experi-
mental data, care must be taken in extracting the fre-
quency factor directly from steady-state values using
(30.8).

30.5 Overview of Experimental Results by the Washington Group

The main limitations of the Cambridge IR calorimeter
arise from the need to operate it at room temperature
and to use pulsed supersonic molecular beams of gases.
In particular, the IR setup did not allow the study of
activated adsorption systems, adsorption of gases with
low vapor pressure around room temperature, and ad-
sorption of nongaseous species (such a metals). Most of
these limitations were overcome by the use of pyrolec-
tric detectors, which enabled an extension of the range
of temperatures at which the measurements can be per-
formed, and by the development of modified sources
enabling also the use of effusive beams of low vapor
pressure molecules [30.7, 8] and adatoms [30.34–37].

A large set of systems have been investigated in
such ways obtaining calorimetric data regarding in par-
ticular:

a) Heat of adsorption of both simple [30.38–41] and
more complex organic compounds [30.42–50] and
subsequent determination of bond energies and heat
of formation of chemically important radicals

b) Heat of adsorption of adatoms at both metal [30.51,
52], oxides [30.53–60], semiconductors [30.61],
and insulating surfaces [30.62].

Dedicated reviews have appeared [30.37, 63–67] and
just a few selected examples will be highlighted here.

30.5.1 Heat of Adsorption of “Large”
Molecules at Surfaces

The supersonic molecular beam source successfully
used for gases by the Cambridge group cannot be used
to dose molecules having a vapor pressure < 100Torr
at room temperature. Under these conditions, an ef-
fusive beam with a source operating < 400K can be
used for molecules with a vapor pressure between 0.01
and 100Torr at room temperature [30.7, 8]. The source
is schematically shown in Fig. 30.13. Thanks to this
improvement it was possible to measure the heat of
adsorption and the sticking probability of species like
benzene and other larger organic molecules with mo-
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Fig. 30.13 Schematic of the effusive molecular beam and its separate elements: gas handling system and beam line,
with five orifices indicated by numbers: (1)–(5). The beam line consists of two differential pumping stages separated
from the main chamber by a gate valve. The purpose of the gas handling system is to deliver the low vapor pressure
molecules in the constant temperature bath, kept at 280K, to the glass capillary array (GCA). The temperature of the
GCA is monitored by a thermocouple and is resistively heated to maintain a temperature of 300K. The line between the
constant temperature bath and the GCA is maintained at 290K, using heating tape, to prevent condensation of the low
vapor pressure molecules along the way. The beam line consists of five orifices, only two of which are beam defining:
(1) and (5). The inner diameter (ID) of (1) and (5) are 2.2 and 4:0mm, respectively, and the distance between them is
403mm. Orifices (2), (3), and (4), which are not beam defining, but only slightly larger, have IDs of 2.8, 3.8, and 4:0mm,
respectively. Also indicated are ports for the laser and prism for calibration with the laser beam, the shutter, used to stop
the molecular beam, and the chopper, used to chop both the laser and molecular beams (Adapted from [30.7], with the
permission of AIP Publishing)

lar mass exceeding 70 g=mol. The measurement of the
heat of adsorption of such “large” organic molecules
sometimes presents some additional complexity, which
is schematically shown in Fig. 30.14 for the case of cy-
clohexene adsorption on Pt(111).

The lower trace in Fig. 30.14a shows the QMS sig-
nal when the molecular beam hits the inert gold flag.
The duration of the pulse is 50ms. The above trace
shows the QMS trace when the molecular beam hits
the Pt(111) surface. It is apparent that the cyclohexene
signal does not end when the molecular beam is in-
terrupted but continues thereafter. This result indicates
that, under the conditions of that experiment (263K
and coverage > 0:15ML) transient desorption occurs
off the surface.

The corresponding calorimetric signal exhibits
a more complex behavior. Firstly, there is a delay be-
tween the instant at which adsorption and release of
heat starts and the onset of the calorimetric signal,
because of the limited thermal contact between the
Pt(111) sample and the pyroelectric polymer. The heat
deposited by the molecules is measured by the slope
of the calorimetry pulse during the initial steep rise,
typically 40�140ms after the pulse hits the sample.
Since the calorimetry signal after the initial steep rise
is not used for calculating the amount of heat de-
posited, any desorption occurring after that point in
time (140ms) is neglected in the evaluation of q. How-
ever, desorption occurring during the first 140ms will
affect the measured heat. In order to account for this
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Fig. 30.14 (a) Differential heat of adsorption for cyclohexene adsorption on Pt(111). (b) Comparison of the pyroelectric
and QMS signal versus time (see text). (c) Energetic of cyclohexane dehydrogenation on Pt(111), as obtained by calori-
metric data. Only the heats of adsorption of H2 and cyclohexane were obtained by analysis of TPD data (see the original
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effect, a correction was introduced [30.44]. A short-
time sticking probability was defined as the fraction of
the impinging molecules, which is considered to de-
termine the heat of adsorption. This fraction is higher
than the fraction of molecules, which has not desorbed
before the next cyclohexene pulse starts to hit the sur-
face (the so-called “long-term sticking probability”)
and which is used to determine the surface coverage.
This somewhat rough correction, which is essentially
a linear interpolation scheme neglecting desorption af-
ter the pulse has reached its maximum intensity, is

sufficient when transient desorption is limited. Its valid-
ity is questionable when transient desorption is relevant,
e.g., for cyclohexene adsorption Pt(111) at 263K and
> 0:15ML; q for cyclohexene on Pt(111) was mea-
sured as a function of coverage for temperatures in
the range from 100 to 300K. The results are shown
in Fig. 30.14. At 100K, cyclohexene adsorbs as di-
�-bonded cyclohexene with an initial adsorption heat
of 130 kJ=mol. From this calorimetric result and us-
ing the standard enthalpy of formation of gas phase
cyclohexene (�5 kJ=mol), the standard enthalpy of for-



Part
G
|30.5

1022 Part G Gas Surface Interaction

q (kJ/mol)

θ (ML)

65

60

55

50

45

40

35
0 0.5 1.0 1.5 2.0 0.35

110

100

a) b)

c)

q (kJ/mol)

θ (ML)

80

90

70

50

60

40

30
0 0.05 0.10 0.15 0.20 0.25 0.30

0–1/3 ML
(60.5–19.3θ) kJ/mol

1/3–1/2 ML
(74.6–62.0θ) kJ/mol

Heat of  sublimation
43.8 kJ/mol

T = 100 K O-Sat. Pt(111)
85.5–72.1 kJ/mol

CH3OH(g) + O(ad) → CH3O(ad) + OH(ad)

CH3OH(g) → CH3OH(ad)

Clean Pt(111)
57.0 kJ/mol

CH3OH(g) → CH3OH(ad)

Pt(111)
T = 150 K

θO-Sat. = 0.25 ML

CH3O(g)  +  OH

CH3O(g)  + OH

CH3OH(g)  + O

(–190±8)

(–377±8)

(–301±7)

C(s) + O2(g) + 2H2(g)

∆Hf (CH3O(g)) + ∆Hf (OH(ad))
(17 ± 4)  (–207 ± 7)

∆Hf (CH3O(g)) + ∆Hf (O(ad))
(–202±0.2)  + (–99±7)

(–76.4±2.9)
Measured ∆Hrxn

(–187±11)
–D(Pt–OCH3(ad))

∆Hf (CH3O(ad))  +  ∆Hf (OH(ad))

(–170±10) +  (–207±7)

Fig. 30.15 (a) Differential heat of adsorption of methanol on clean Pt(111) at 100 K versus total methanol coverage.
(b) Differential heat of adsorption of methanol versus total methanol coverage on (circles) clean and (triangles) oxygen-
saturated Pt(111) at 150K. (c) Thermodynamic cycle at 150K used in calculating the bond enthalpy and standard heat of
formation of adsorbed methoxy. The values are expressed in kJ=mol (Adapted from [30.45], © 2012 American Chemical
Society)

mation of adsorbed di-�-bonded cyclohexene was ob-
tained (�135 kJ=mol). A similar argument was used
to analyze the experimental data recorded at 281K;
at this temperature, cyclohexene dehydrogenates upon
adsorption, forming adsorbed 2-cyclohexenyl (�-allyl-
c-C6H9) plus a hydrogen adatom. The initial heat of
adsorption is 174 kJ=mol, so adding the heat of for-
mation of gas cyclohexene and one-half the heat of
adsorption of H2 on Pt(111) (72 kJ=mol), the heat of
formation of adsorbed �-allyl-c-C6H9 was estimated
(�143 kJ=mol). Finally, from the measured heat of ad-
sorption of benzene on Pt(111) at 300K (197 kJ=mol)
and using the enthalpy of formation of gaseous ben-
zene (83 kJ=mol), the standard enthalpy of formation
of adsorbed benzene was found (�114 kJ=mol). By
combining all these calorimetric data a partial energy
landscape of the dehydrogenation of cyclohexane to
benzene on Pt(111) was obtained. The reader is referred
to the original papers for the details of this complex dia-

gram, which nicely illustrates the extent of information
attainable from calorimetry [30.42, 44, 63]. Inspection
of the diagram provides deeper understanding of cyclo-
hexane and cyclohexene dehydrogenation as well as of
benzene hydrogenation in presence of a Pt catalyst. In
particular, since the barrier for cyclohexene desorption
is higher than the barrier for its further dehydrogenation
it is difficult to stop the dehydrogenation of cyclohex-
ane to cyclohexene. Similarly, the barrier for benzene
desorption is too high at low coverage, thus explain-
ing why no benzene is obtained from dehydrogenation
of cyclohexane and cyclohexene. It is, however, pos-
sible to obtain benzene by increasing the coverage of
co-adsorbed species; this way, the barrier to overcome
for further dehydrogenation increases and desorption of
benzene becomes competitive with its dissociation.

Under the high-pressure conditions at which real
catalysts operate, the desorption of dehydrogenated
products is, thus, kinetically competitive with complete
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Fig. 30.16 (a) Short-term (upper panel) and long-term sticking probabilities (lower panel) of formic acid on clean
Pt(111) at 100K and O-saturated Pt(111) at 150 and 190K as a function of the total formic acid coverage. (b) Heats
of adsorption measured at various temperatures on clean Pt(111) at 100K (black circles) and O-saturated Pt(111) at
100K (hollow and solid green circles), 150 K (hollow and solid blue triangles), and 190K (red squares) as a function
of total coverage of adsorbed HCOOH, irrespective of its final structure. Hollow symbols represent fast heat deposition
steps, while solid symbols represent total heats (i.e., the sum of fast and slow steps). The multilayer heat of adsorption
is indicated by a red line through the 100K data in the lower right corner. (c) Thermodynamic cycle used to determine
the enthalpy of formation of adsorbed monodentate formate on Pt(111) and its HCOOPt(111) bond enthalpy from the
integral fast S1 heat of adsorption at 150K and 3=8ML, shown as the bottom right-hand step. The values are expressed
in kJ=mol (Adapted from [30.49], © 2014 American Chemical Society)

dehydrogenation. Note that the latter should also be
avoided to completely coke the catalyst itself.

Campbell and co-workers undertook a systematic
investigation of the heat of adsorption of several species
on Pt(111) surfaces: methanol on an oxygen precov-
ered surface to obtain methoxy [30.45] (Fig. 30.15),
formic acid on oxygen-saturated Pt(111) to obtain for-
mate [30.49] (Fig. 30.16) and water on oxygen pre-
covered Pt(111) [30.38]. The results are summarized

in Table 30.3, reporting the adiabatic PtOR bond dis-
sociation enthalpies for three oxygen-bound molecular
fragments to the Pt(111) surface: deuterated hydroxyl
(OD) [30.38], monodentate formate (O(O)CH) [30.49],
and methoxy (OCH3) [30.45], where R is the part of
the fragment bonded with oxygen. Quite interestingly,
these ROPt(111) bond enthalpies vary linearly with the
ROH bond enthalpies in the corresponding gas-phase
molecules (water, methanol, and formic acid), and the
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Table 30.3 Adiabatic RO–Pt(111) and gas phase R–OH bond strengths. The values are expressed in kJ=mol (data taken
from [30.41])

Adsorbed species �H0
f Gas phase R–OH

bond strength
Measured bond enthalpy
for RO–Pt(111)

–OD �210˙ 7 500 248˙ 7
–O(O)CH �353˙ 10 469˙ 13 224˙ 13
–OCH3 �170˙ 12 437 187˙ 11

Adsorbed species �H0
f Gas phase R–OH

bond strength
Measured bond enthalpy
for RO–Pt(111)

–OD �210˙ 7 500 248˙ 7
–O(O)CH �353˙ 10 469˙ 13 224˙ 13
–OCH3 �170˙ 12 437 187˙ 11

slope is compatible with 1.00. This result resembles
the known trend for organometallic complexes and is
explained by the local character of chemical bonding,
even on extended metal surfaces. It is, thus, possible
to predict bond enthalpies for many other molecular
fragments at metal surfaces and derive the energetics
of relevant catalytic reactions [30.41].

30.5.2 Heat of Adsorption of Metal Adatoms
at Surfaces

The measurement of the heat of adsorption of metal
adatoms at surfaces [30.68] became feasible thanks
to substantial upgrades of the Cambridge calorimeter.
Such modifications involved both the source and the
detector of the released heat. The heat of adsorption
q for Ag on Si(100)-.2� 1/ is shown in Fig. 30.17.
Chopped pulses of a silver atom beam from a hot effu-
sive source are directed at the surface of a thin Si(100)
sample, releasing energy into the crystal upon adsorp-
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Ag/Si(100)-(2 ×1)
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Fig. 30.17 (a) Heat of adsorption of Ag atoms on Si(100)-.1� 2/ versus adatom coverage. The solid curve is formed
by a linear fit to the data over the first ML and a double exponential fit to the data at coverages > 1:0ML. (b) Sticking
probability of Ag atoms on the same substrate (Adapted from [30.61], © 2001 by the American Physical Society)

tion. This causes a small transient temperature rise,
detected by a thin pyroelectric polymer ribbon pressed
into contact with the backside of the crystal during the
measurement. The signal provided by the pyroelectric
detector is calibrated by comparison with the signal
produced by light pulses of known energy provided by
a He-Ne laser. The sticking probability is obtained by
measuring the amount of metal in a pulse that is re-
flected off the sample with a line-of-sight quadrupole
mass spectrometer. The incident flux is measured with
a quartz crystal microbalance. For adsorption on the
bare surface, qD 347 kJ=mol. It decreases rapidly until
at 0:55ML it drops below the bulk heat of sublima-
tion of Ag (285 k=mol). At 1ML, q rises again reaching
a value compatible with the bulk heat of sublimation at
2:5ML. The sticking probability is surprisingly mono-
tonic; indeed, it increases with coverage despite the
complicated behavior of q.

The data can be rationalized as follows. The initial
value of q is higher than the value expected for isolated
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adatoms due to the formation of chains of adatoms. Such
elongatedAg islands, seen by STM at 300K up to a cov-
erage of 1ML, would normally imply attractive Ag–Ag
interactions. The observation of a globally decreasing
q with coverage implies that they are, on the contrary,
repulsive. The formation of Ag–Si bonds induces sig-
nificant strain in the neighboring surface sites, thus ex-
plaining the overall repulsive interaction between is-
lands. If the growth were controlled by thermodynamics
alone, 3-D growth should start � 0:55ML i.e., when q
becomes lower than the heat of sublimation. Due to ki-
netic constraints, this happens, however, only � 1ML;
indeed, at such a coverage, q rises quickly towards the
bulk sublimation value. Once large 3-D particles have
formed on top of the wetting layer, they provide more
stable sites for Ag than in the wetting layer. This exam-
ple shows that the information provided by calorimetry
can be successfully used to explain the different regimes
in the growth of metallic films on different substrates.

The same kind of measurements are able to also
highlight size effects in the growth of nanoparticles.
The calorimeter measures sticking probability and heat
of adsorption versus coverage. In order to obtain infor-
mation on the effect of particle size it is necessary to
correlate the coverage with the size of the nanoparticles.
Quantitative analysis of spectral intensities in Auger
electron spectroscopy and ion scattering spectroscopy
for the different elements as a function of Ag coverage
was employed to characterize the growth morphology
of the Ag films onmagnesia and ceria surfaces. The data
were well fitted by assuming that the Ag grows as three-
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Fig. 30.18 (a) Measured heat of Ag atom adsorption qAg versus the Ag particle diameter DAg to which it adds, for Ag
adsorption onto four different surfaces. (b)Measured energy of a Ag atom, relative to its energy in bulk Ag(solid), versus
the number of metal atoms already in the particle, for Ag particles on different surfaces (From [30.58]. Reprinted with
permission from AAAS)

dimensional (3-D) Ag particles with an hemispherical
shape and a fixed, coverage independent, number N of
Ag particles for unit of area. The data are not sensi-
tive to the exact shape of the nanoparticles but are very
sensitive to their aspect ratio. The analysis of Auger
data showed that, > 0:03ML, N is independent of cov-
erage. Dividing the Ag coverage (atoms=cm2) by N
(particles=cm2), the average number of Ag atoms per
particle is obtained at any given Ag coverage. Measure-
ment of q for Ag adsorption on different substrates was
performed and compared as a function of particle size
and of the number of atoms in the nanoparticle. The re-
sults are summarized in Fig. 30.18. It is apparent that
the initial value of q, i.e., the value proper to very small
particles, is strongly dependent on the nature of the sub-
strate; for nanoparticles containing < 1000 atoms, Ag
atoms are 30�70 kJ=mol more stable when they are de-
posited on ceria than on MgO surfaces.

This result nicely explains the pivotal role of the
support in the sintering of nanoparticles. As long as
a metal atom is less stable in a nanoparticle of a cer-
tain size than in the bulk, it will prefer to move and to
form larger particles. The point is that this driving force
for sintering drops below 10 kJ=mol for Ag nanoparti-
cles of 400 atoms (3 nm) on ceria and for nanoparticles
of 3000 atoms (6 nm) on MgO(100). For nanoparticles
consisting of � 5000 atoms, the energy of the added
atoms reaches the value of the bulk metal also on MgO.
Data for Pb exhibits a similar behavior [30.56].

Very recently, a similar study was performed also
for Cu deposited on ceria. By comparing the heat of
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Fig. 30.19 (a) Cu atom heat of adsorption at 300K (diamonds) and 100K (squares) on CeO1:95(111) as a function of
Cu coverage. (b) Chemical potential of Cu atoms in Cu nanoparticles on CeO1:95(111) relative to that in bulk Cu (solid)
versus the effective diameter of the Cu particle down to the single atom limit (Adapted from [30.67], © 2015 American
Chemical Society)

adsorption at 300 and at 100K, it was possible to ob-
tain the chemical potential as a function of particle
size [30.67]. Ion scattering spectroscopy (ISS) was em-
ployed to determine the number of nanoparticles for
unit of area; the normalized ISS signals directly pro-
vide the fraction of the ceria surface, which is masked
by Cu particles, and the fraction of the total maximum
Cu signal (due to complete coverage by Cu) that is
observed at any given Cu coverage. The heat of adsorp-
tion for Cu nanoparticles with a diameter from 0.45 to
0:8 nm is lower at 100K than at room temperature by
some 30�50 kJ=mol on the same CeO1:95(111) surface;
this difference was attributed to cluster nucleation on
terrace sites at 100K and at step-edge sites at 300K.
Hence, at 100K, the number of nanoparticles for unit
of area (5:3�1013 particles=cm2) is about seven times
higher than at 300K (7:8�1012 particles=cm2). Since
the entropic contribution to the free energy changes
very little with particle size compared with the en-
thalpic one, the chemical potential of a metal atom in
a particle of diameter D, �.D/, is higher than that in
the bulk metal, �.1/, by an amount equal to the heat
of sublimation of bulk Cu minus the differential heat
of Cu adsorption at diameter D. It is, thus, possible
to obtain �.D/ from the calorimetrically measured q
as a function of particle size. The results are shown

in Fig. 30.19. The chemical potential decreases with
increasing particle size. The Cu chemical potential is
110 kJ=mol higher for isolated Cu adatoms on stoi-
chiometric terrace sites than for Cu in nanoparticles
exceeding 2:5 nm diameter, where it reaches the bulk
Cu(solid) limit. In Cu dimers, the Cu chemical poten-
tial is notably 57 kJ=mol lower at step edges than on
stoichiometric terrace sites.

We finally mention the possibility to use metal
adatoms to characterize the defectivity of oxide sur-
faces [30.57]. Figure 30.20 shows the heat of adsorp-
tion for Ca and Li on pristine and ion-bombarded MgO.
While ion sputtering causes a strong increase in the ini-
tial adsorption energy for Li on MgO(100) at 300K, the
initial adsorption energy for Ca is independent of the ex-
tent of sputtering. In order to explain this intriguing re-
sult, density functional theory (DFT) calculations were
also performed. DFT revealed that while Ca adatoms
thermally diffuse to look for the remaining defect sites,
Li adatoms remain blocked when they reach a terrace
site nearby an occupied step or kink site. The measured
dependence was simulated with a kinetic model taking
the binding energies and the adatom migration barriers
provided by DFT as inputs. The lines is the figure show
the result of this model, which evidently captures the es-
sential physics ruling the behavior of this system.
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Fig. 30.20a,b Heat of adsorption of Ca (a) and Li (b) versus coverage at 300K for adsorption on (a) pristine MgO(100)
and (b) and (c) MgO(100) irradiated with increasing ArC ion doses (from 1014 to 1016 ions=cm2) to create more defects.
Each curve is labeled with the percentage of total MgO sites that were defect sites (Adapted from [30.57], © 2009
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30.6 Results of Other Research Groups

The impressive achievements of single-crystal calori-
metry obtained in Cambridge and in Washington stim-
ulated further developments of the technique [30.9,
10]. In recent years, some papers have appeared fo-
cussing on the heat of adsorption of gases at nanopar-
ticles of different size [30.69], on water adsorption
at oxide surfaces [30.70], on the adsorption of chiral
molecules [30.71], and on the effect of surface tem-
perature on the coverage dependence of the heat of
adsorption [30.72]. Such results are briefly reviewed in
the final part of this chapter.

30.6.1 Heat of Adsorption of CO
on Pd Nanoparticles

Although results obtained on single-crystal surfaces
have provided valuable insight into the behavior of
more complex systems, researchers are presently try-
ing to investigate directly adsorption and reactions on
nanoparticles supported on oxide substrates. Such ef-
forts have also increased the range of operation of
microcalorimetry. Figure 30.21 shows the dependence
of the heat of adsorption of CO and of O2 on Pd
nanoparticles of different size deposited on a thin
Fe3O4 film grown on Pt(111). By depositing different
amounts of Pd on the film, nanoparticles of different

sizes were obtained. The particle size was determined
by STM the smallest nanoparticles correspond to �
120 atoms=particle, while largest ones consist of �
4900 atoms=particle. The data are compared with the
results obtained for a Pd(111) single crystal. The de-
pendence of the initial adsorption energy for oxygen
on the particle size exhibits a clear trend. It strongly
rises from about 205 to 250�275 kJ=mol when moving
from Pd(111) to large Pd nanoclusters where it passes
through a maximum and decreases thereafter, reaching
a value of 205 kJ=mol on the smallest Pd nanoparti-
cles. The initial rise is accounted for by the fact that
on Pd(111) oxygen adatoms adsorb at threefold-hollow
sites, while on large Pd nanoclusters, oxygen first occu-
pies undercoordinated sites at the edges of the particle,
which usually have a higher heat of adsorption. For
smaller nanoparticles, the first sites to be occupied are
still undercoordinated sites at the edges. The decrease
of q is, thus, due to a pure size effect; in smaller
nanoparticles, the lattice spacing is lower, the d bands
are downshifted [30.74], and this causes a significant
decrease in the heat of adsorption [30.75]. The decrease
of the particle size causes, moreover, a lower van der
Waals contribution to the heat of adsorption, thus re-
sulting in an overall decreasing value. The data for the
initial heat of adsorption of CO on the same nanopar-
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Fig. 30.21 (a) Initial adsorption energy for (upper panel) O2 and (lower panel) CO molecules plotted as a function of the
nominal Pd coverage on the Fe3O4=Pt(111) samples with the nominal deposition thickness of 0.3 (only for CO), 0.6, 1.5,
4, and 7Å and on the Pd(111) single-crystal surface. Next to the data points, the average diameters of the Pd particles
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= nanoparticles (Adapted from [30.73], © 2010 by the American Physical Society; [30.69], © Wiley VCH 2013)

ticles exhibits, on the contrary, a monotonic decrease
with particle size. Since the heat of adsorption of CO
on Pd(111) does not change so much from terrace to
corner sites, the behavior of the heat of adsorption is
dominated by size effects over the whole range consid-
ered in these studies.

30.6.2 Heat of Adsorption
of Propylene Oxide

In Fig. 30.22, the heat of adsorption of the R and
S enantiomers of propylene oxide on bare and
NEA-covered Pt(111) surfaces are reported. 1-(1-
Naphthyl)ethylamine (NEA) is a model chiral modifier;
it has an aromatic group for binding to a metal surface
and an amino group close to the chiral centre capable of
hydrogen bonding. Adsorption of S- and R-propylene

oxide (PO) on the bare Pt(111) surface shows an initial
heat of adsorption of 50 decreasing to 42�43 kJ=mol at
a coverage of � 1:5�1014 molecules=cm2 correspond-
ing to 1 PO molecule every 10 P atoms. Above this
coverage, q either goes through a small local maximum
(S-PO) or, rather, remains constant (R-PO) up to the
coverage of 4:1�1014 molecules=cm2. Saturation is
then reached at a coverage of 5:5�1014 molecules=cm2.
When PO adsorbs on the pristine Pt(111) surface,
its binding energy rapidly reaches a constant level;
this plateau is most likely due to the formation of PO
islands. After some PO nuclei consisting of a few
PO molecules are formed on the surface, further PO
molecules diffuse to the boundary of these nuclei and
adsorb with a constant binding energy. It is only after
the PO surface coverage increases to such an extent that
neighboring PO islands start to coalesce that the binding
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Fig. 30.22a–d Adsorption energy of S-PO and R-PO as a function of the number of adsorbed molecules on (a) bare
Pt(111), as well as R-NEA-covered Pt(111) with the R-NEA relative coverage of (b) 0.5; (c) 0.75; (d) 1. The data points
are averages of 35 independent measurements; the error bars show the error of the mean value. ([30.71], published by
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energy of the last incoming POmolecules decreases and
approaches the value characteristic for PO adsorption
in the second layer. The coverage dependence of q
changes completely if NEA is present on the surface; as
evident from Fig. 30.22b–d a monotonically decreasing
heat of adsorption is measured in this case. When the
surface is covered with 50% of NEA, i.e., when half of
the surface still exposes Pt atoms, the plateau in q has
completely disappeared.Most likely, there is a preferred
adsorption of PO in the vicinity of NEA, preventing PO
island formation on the still available metal sites. All
these results suggest a preferential interaction between
PO and the adsorbed modifier possibly resulting in the
formation of a complex between these molecules.

30.6.3 Heat of Adsorption of Water at Metal
and Oxide Surfaces

We conclude our review by presenting in Fig. 30.23
the microcalorimetric results for H2O adsorption on

Pt(111) and on two thin iron-oxide films. On Pt(111)
and on FeO=Pt(111), the heat of adsorption is ini-
tially 47 kJ=mol and remains nearly constant un-
til ice is formed. On Fe3O4(111)=Pt(111), q is ini-
tially much higher (87 kJ=mol) and decreases there-
after, monotonically leveling at a coverage of 1:2�
1015 molecules=cm2. The high value of q is indica-
tive of water dissociation. Measurements performed at
different temperatures are shown in Fig. 30.23b. The
initial adsorption energy at higher temperatures reaches
101 kJ=mol and decreases, leveling off at a lower cov-
erage without forming multilayer ice. An increase of
the initial binding energy from 87 kJ=mol at 120K to
101 kJ=mol at temperatures > 180K is most likely re-
lated to a kinetic hindrance of water dissociation at
120K. Since the initial adsorption energy remains con-
stant for all temperatures > 180K, this value can be
considered as the true thermodynamic value that is not
affected by the slow kinetics of water dissociation. The
leveling of q corresponds, as is usual in calorimet-
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Fig. 30.23 (a) Differential adsorption energy measured at 120K plotted as a function of the number of adsorbed H2O molecules
for Pt(111), FeO(111)=Pt(111), and Fe3O4 (111)=Pt(111). (b) Differential adsorption energy of H2O on Fe3O4(111)=Pt(111) as
a function of the number of adsorbed H2O molecules measured at different temperatures. ([30.70], © Wiley VCH 2015)

ric experiments using pulsed beams, to a steady-state
equilibrium between molecules adsorbing during the
water pulse and molecules desorbing in the time be-
tween subsequent pulses. The initial heat of adsorption
at high temperature is higher than that obtained by
thermal desorption methods (65 kJ=mol) [30.76]. These
calorimetric data shed light on a possible failure of the

generally-accepted simple model of water dissociation
leading to two individual OH groups. IRAS measure-
ments using isotopically labeled water molecules and
DFT calculations suggested, on the contrary, a more
complex mechanism: a dimer form consisting of one
H2O molecule dissociated into two OH groups and an-
other nondissociated H2O molecule [30.70].

30.7 Conclusions

Although SCAC is only about 20 years old, it has al-
ready developed into a mature and powerful technique.
The complexity of the experimental setups and the need
for accurate calibrations are still probably limiting its
further utilization despite the huge amount of informa-
tion that could be provided.

In our opinion, we foresee and welcome two possi-
ble future directions of development:

a) A systematic use of the existing SCAC setups with
an extension of the sets of investigated systems,
thus enriching the amount of data and the develop-
ment of a more extended database covering more
and more systems of catalytic interest. In this effort,
the calorimetric information provided by SCAC

will, however, need more and more precise identi-
fication of the moieties forming upon adsorption,
which can be provided mainly by spectroscopic
techniques, as has already happened for the analy-
sis of calorimetric data obtained for simple organic
molecules.

b) Further developments of the technique will be
necessary to allow the investigation of currently
inaccessible adsorption systems, in particular of
activated adsorption systems. This direction will
most likely require the use of supersonic beams to
overcome adsorption barriers and to attain high-
enough adsorption probabilities and, thus, an ac-
ceptable signal-to-noise ratio in the calorimetric
signal.
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31. Kinetics of Adsorption, Desorption
and Reactions at Surfaces

H. Jürgen Kreuzer

We review the kinetic theories of adsorption, des-
orption, surface diffusion, and surface reactions,
emphasizing the physics and chemistry under-
lying these processes. In particular, the need for
local equilibrium in setting up macroscopic rate
equations is discussed in detail, in particular for
lattice–gas models. Several examples, such as
hydrogen adsorption on rhodium surfaces and
desorption from a coadsorbate, are presented.
To go beyond the macroscopic level, one needs
further details of the kinetics, such as the time
evolution of correlators (in addition to the cover-
ages), which are furnished by kinetic lattice–gas
models, which also cover surface diffusion. An
important point demonstrated in this chapter is
the need for a consistent explanation of all data
on a particular adsorbate system, including not
only desorption spectra but also coverage and
temperature-dependence of sticking coefficients
and, last but not least, all thermodynamic data,
such as adsorption isobars and heats of adsorp-
tion.

In Sect. 31.2, we present the theory for
adsorbates that remain in quasi-equilibrium
throughout the desorption process, in which case
a few macroscopic variables, namely the partial
coverages 	r and their rate equations, are needed.
We introduce the lattice–gas model and discuss
results ranging from noninteracting adsorbates to
systems with multiple interactions treated essen-
tially exactly with the transfer-matrix method in
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Sect. 31.2.1. In Sect. 31.3, we discuss two exam-
ples to show the utility of theoretical approaches:
adsorption and desorption of hydrogen on Rh(311)
and coupled desorption and site conversion of
coadsorbates: (NOCO)=Ru(001). In Sect. 31.4, we
then proceed to the mesoscopic level by outlin-
ing recent advances in the theory of the kinetic
lattice–gas model, such as nondissociative ad-
sorption, and precursor-mediated adsorption and
desorption. Finally, we make some concluding re-
marks in Sect. 31.5.

Surface processes such as adsorption, desorption, sur-
face diffusion, and surface reactions can be described at
the macroscopic level by writing kinetic equations for
macroscopic variables, in particular rate equations for
the (local) coverage or for partial coverages. This can
be done rigorously by using the framework of nonequi-
librium thermodynamics, which itself is based on the

concept of local equilibrium [31.1]. The latter is es-
tablished over length scales that are large compared to
a mean free path and slow on the scale of the collision
time. If this cannot be guaranteed, then a set of macro-
scopic variables is not sufficient, and an approach based
on nonequilibrium statistical mechanics involving time-
dependent distribution functions must be invoked.
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31.1 Surface Reaction

The kinetic lattice–gas model, based on a Markovian
master equation, is an example of such a theory. The
greater details that can be described in such a theory
involve time-dependent correlation functions. Going
beyond phenomenological approaches, one must start
from a microscopic Hamiltonian of the coupled gas–
solid system and derive a rigorous master equation
for which transition probabilities are calculated from
first principles. So far, this program has only been
completed for phonon-mediated physisorption kinetics,
as is reviewed in a monograph by Kreuzer and Gor-
tel [31.2].

A theory of surface processes must provide a con-
sistent description and explanation of the experimental
data available on a particular adsorbate system. For ad-
sorption, it is the coverage and temperature-dependence
of the sticking coefficient. For desorption, it is the des-
orption rate of the various desorbing species, again
as a function of coverage and temperature. This may
be either the isothermal desorption rate or the rate of
temperature-programmed desorption (TPD). In the lat-

ter experimental setup, the adsorbate is prepared for
different initial coverages at low temperature, and the
substrate is then heated to give a (preferably linear) rise
in temperature, during which the desorption products
are detected. With time-resolved EELS and IR spec-
troscopies, some species remaining at the surface can
also be monitored with which the partial coverages of
the theory must agree. In addition, LEED can be used
to record, via the scattering intensities, the time evo-
lution of local correlations in the adsorbate, which thus
must also be provided by the theory. Lastly, because any
kinetic theory yields the equilibrium properties of the
adsorbate via its time-independent solution, these must
be consistent with the measured equilibrium properties
of the system, such as adsorption isotherms and isobars,
the heat of adsorption and the differential entropy, and
correlation functions, all as a function of coverage and
temperature. Only when a large set of kinetic data and
all equilibrium data are explained satisfactorily within
the same theory, can one claim to have a realistic model
of the system.

31.2 Desorption with Fast Surface Diffusion

If surface diffusion is fast on the time scale of des-
orption, the adsorbate is maintained in equilibrium
throughout the desorption process, i.e., all correlation
functions attain their equilibrium values at the remain-
ing coverage 	.t/ at temperature T.t/. Thus, the ad-
sorbate can be uniquely characterized by its chemical
potential, �.	.t/;T.t//. Take as an example desorption
of an adsorbate that shows coexistence of a dense and
a dilute two-dimensional phase in a certain range of
coverage and temperature, then during desorption the
distribution between the two phases will be in equilib-
rium at the remaining coverage 	.t/ and the attained
temperature T.t/, i.e., a description of the desorption
process is possible with only a few macroscopic vari-
ables.

To derive an explicit expression of the rate of
desorption, we restrict ourselves for the moment to
nondissociative adsorption. Other systems will be dealt
with later. We look at a situation where the gas phase
pressure of a molecular species, P, is different from its
value, P, the equilibrium pressure needed to have a cov-
erage 	 at temperature T . There is then an excess flux
to re-establish equilibrium between gas phase and ad-
sorbate, so that we can write [31.3–6]

d	

dt
D S.	;T/.P�P/

as�th
h

; (31.1)

where

�th D h

.2 mkBT/1=2
(31.2)

is the thermal wavelength, as is the area of one ad-
sorption cell, and h is Planck’s constant. Next, we
express the equilibrium pressure in terms of the gas-
phase chemical potential, �g,

PD kBT

�3th
Zinte

�g=.kBT/ : (31.3)

Here, Zint is the intramolecular partition function
accounting for rotations and vibrations. However, in
equilibrium, the chemical potential in the gas phase is
equal to that in the adsorbate, �a, so that we can write
the desorption rate in (31.1) as

Rd D S.	;T/
a2s
�th

kBT

h
Zinte

�a=.kBT/ : (31.4)

This is the principal result for the rate of desorption
from an adsorbate that remains in quasi-equilibrium
throughout desorption. Noteworthy is the clear sepa-
ration into a dynamic factor, the sticking coefficient
S.	;T/ and a thermodynamic factor involving single-
particle partition functions and the chemical potential
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of the adsorbate. The sticking coefficient is a mea-
sure of the efficiency of energy transfer in adsorption.
Since energy supply from the substrate is required for
desorption, the sticking coefficient, albeit usually at
a higher temperature, must appear in the desorption rate
as well by the detailed balance argument. The sticking
coefficient cannot be obtained from thermodynamic ar-
guments but must be calculated from a microscopic or
mesoscopic theory, or be postulated in a phenomeno-
logical approach, based on experimental evidence for
a particular system.

For dissociative adsorption [31.7], i.e., for systems
in which the gas phase is predominantly molecules that
dissociate into fragments A and B on the surface (not
necessarily atoms), the desorption rate is given by

Rd.ACB! AB/D Sdis.	A; 	B; T/
a2s
�th

� kBT

h
Z.A/int Z

.B/
int e

.�AC�B/=.kBT/ ;

(31.5)

where Sdis.	A; 	B; T/ is the dissociative sticking co-
efficient at the indicated partial coverages and at the
desorption temperature.

This approach is adaptable to more complicated
systems, such as multilayer growth and reactive pro-
cesses, provided that the individual species remain in
local equilibrium, allowing, of course, for dissociation
and reaction disequilibria.

31.2.1 Lattice-Gas Models

Most microscopic theories of adsorption and desorption
are based on the lattice–gasmodel. One assumes that the
surface of a solid can be divided into two-dimensional
cells, labeled i, for which one introduces microscopic
variables ni = 1 or 0, depending on whether or not cell
i is occupied by an adsorbed gas particle. (The connec-
tion with magnetic systems is made by a transformation
to spin variables �i D 2ni� 1.) In its simplest form,
a lattice–gas model is restricted to the submonolayer
(ML) regime and to gas–solid systems, in which the sur-
face structure and the adsorption sites do not change as
a function of coverage. To introduce the dynamics of the
system, one writes a model Hamiltonian, which, for the
simplest system of a one-component adsorbate with one
adsorption site per unit cell, is

H D Es

X

i

niCV1n

X

hiji
ninjCV2n

X

hij0 i
ninj0 C : : :

(31.6)

Here, Es is a single-particle energy, and V1n and
V2n are the two-particle interactions between nearest

neighbors hiji and next-nearest neighbors hij0i, re-
spectively. Interactions between farther neighbors and
many-particle interactions can be easily added. As
long as the (average) number of particles in the ad-
sorbate does not change, which is the case for sys-
tems in equilibrium, or for diffusion studies, the first
term in (31.6) is constant and can be dropped from
further consideration. However, if we want to study
adsorption–desorption kinetics, the number of parti-
cles in the adsorbate changes as a function of time,
and a proper identification of Es is mandatory. Argu-
ing that the lattice–gas Hamiltonian should give the
same Helmholtz free energy as a microscopic Hamil-
tonian (for noninteracting particles), one can show that
the proper identification is given by

Es D�V0 � kBT ln.q3qint/ ; (31.7)

where V0 is the (positive) binding energy of an isolated
particle on the surface. Moreover,

q3 D qzqxy (31.8)

is the vibrational partition function of an adsorbed par-
ticle with (in the harmonic approximation)

qz D eh�z=.2kBT/

eh�z=.kBT/ � 1
(31.9)

its component for the motion perpendicular to the sur-
face. Likewise, qxy is the partition function for the
motion parallel to the surface. We have also made ad-
justment for the fact that the internal partition function
for rotations and vibrations of an adsorbed molecule
might be changed from its free gas-phase value Zint to
qint, if some of the internal degrees of freedom become
frozen out or frustrated.

31.2.2 Chemical Potential

Equations (31.1), (31.4), and (31.5) show that to deter-
mine the equilibrium properties of an adsorbate and also
the adsorption–desorption and dissociation kinetics un-
der quasi-equilibrium conditions, we need to calculate
the chemical potential as a function of coverage and
temperature. The simplest case is a single-component
adsorbate. The case of dissociative equilibrium with
both atoms and molecules present on the surface has
been reported elsewhere [31.7].

For a noninteractingmolecular adsorbate, the chem-
ical potential is given by

�a.	;T/D�V0C kBT

�
ln

�
	

1� 	
�
� ln.q3qint/

�
:

(31.10)
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Inserted into (31.3) this gives the Langmuir
isotherm

PD kBT

�3th
Zinte

�a=.kBT/ D kBT

�3th

Zint
q3qint

e�V0=.kBT/
	

1� 	 ;
(31.11)

from which we get the isosteric heat of adsorption

Qiso.	;T/D kBT
@ lnP

@T

ˇ̌
ˇ̌
	

D V0C 5

2
kBT � kBT2 @

@T
ln

�
q3qint
Zint

�

(31.12)

and the differential entropy

�s.	;T/D s� sG D�kB ln
�
P

P0

�
�Qiso.	;T/ ;

(31.13)

where

sD @S

@n

ˇ̌
ˇ̌
T;P;A

(31.14)

is the differential entropy of the adsorbate and sG that of
the gas phase; P0 is the pressure of the reference state.

Similarly, we obtain the rate of desorption

Rd D S.	;T/
	

1� 	
as
�2th

kBT

h

Zint
q3qint

e�V0=.kBT/ :

(31.15)

Note that if sticking is controlled by site exclusion
only, i.e., if S.	;T/D S0.T/.1� 	/, this rate is that of
a first-order reaction at low coverage. This simple pic-
ture breaks down when either the sticking coefficient
depends differently on the coverage, as it does, for
instance, for precursor-mediated adsorption, or when
lateral interactions become important. It then does not
make much physical sense to talk about the order of the
desorption process.

To gain some qualitative insight into the effect of
lateral interactions, it is useful to employ simple analyt-
ical approximations in the calculation of the chemical
potential of which the quasichemical approximation is
the best suited. We split the chemical potential into
a noninteracting part (31.10) and a term due to lateral
interactions, �a D �.ni/a C�.lat/a , and obtain for the lat-
ter, for c nearest-neighbor interactions only,

�.lat/a .	;T/D cV1nC 1

2
ckBT ln

�
˛�1C2	
˛C1�2	

1�	
	

�
;

(31.16)

where

˛2 D 1� 4	.1� 	/ 
1� e�V1n=.kBT/� : (31.17)

This adds to the isosteric heat, which now reads

Qiso.	;T/D Qiso.0;T/C 1

2
cV1n

�
1�˛� 2	

˛

�
:

(31.18)

For a large repulsive interaction, V1n=.kBT/� 1,
Qiso exhibits two distinct and essentially constant values
for 	 7 1=2, because for 	 < 1=2, adsorbed particles
are essentially isolated from each other by the mu-
tual repulsion on nearest-neighbor sites, whereas, for
	 > 1=2, those particles that have c neighbors have their
binding energy reduced by cV1n. The consequence of
this energetics on desorption is that in temperature-
programmed desorption, one observes one desorption
peak for initial coverages 	0 < 1=2, essentially that of
a noninteracting adsorbate, and, for initial coverages
	 > 1=2, an additional peak at lower temperature for
desorption out of a local environment of c neighbors.

Such analytic approximations based on clusters of
particles quickly become mathematically intractable
with variation in cluster size, geometry, and range of
interactions [31.8, 9].

31.2.3 Transfer-Matrix Method

With the availability of computers, the transfer-matrix
method [31.10] emerged as an alternative and powerful
technique for the study of the cooperative phenom-
ena of adsorbates resulting from interactions [31.11,
12]. Quantities are calculated exactly on a semi-infinite
lattice. Coupled with finite-size scaling towards the
infinite lattice, the technique has proved popular for
the determination of phase diagrams and critical-point
properties of adsorbates ([31.13–19] and magnetic spin
systems [31.20–22], and further references therein).
Application to other aspects of adsorbates, e.g., the cal-
culation of desorption rates and heats of adsorption, has
been more recent [31.23–26]. Sufficient accuracy can
usually be obtained for the latter without scaling and
essentially exact results are possible. In the following,
we summarize the elementary but important aspects of
the method to emphasize the ease of application. Fur-
ther details can be found in the above references.

To introduce the transfer-matrix method, we repeat
some well-known facts for a 1-D (one-dimensional) lat-
tice gas of Ns sites with nearest-neighbor interactions,
V1n [31.27]. Its grand canonical partition function is
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given by

„.T;Ns; �/D
X

n

e�ŒH.n/��N.n/�=.kBT/ ; (31.19)

N.n/D
NsX

iD1
ni ; (31.20)

where nD .n1; n2; : : :; nNs ; nNsC1 D n1/ specifies one of
the 2Ns microstates of the (two-state) adsorbate, with
cyclic boundary conditions imposed. Substituting the
Hamiltonian (31.6), we can rewrite „ as a sum over
products

„D
X

n

NsY

iD1
T.ni; niC1/ ;

D
X

n

T.n1; n2/T.n2; n3/: : :T.nNs ; n1/ ; (31.21)

T.ni; niC1/D exp
h "
2
.niC niC1/� vniniC1

i
;

(31.22)

with

"D ��Es

kBT
and v D V1n

kBT
:

If the factors T.ni; niC1/ are regarded as the elements
of a 2�2 matrix in the basis fj0i; j1ig for each site i
(zD exp."/; yD exp.�v/)

TD
�
T.0; 0/ T.0; 1/
T.1; 0/ T.1; 1/

�
D
�

1 z1=2

z1=2 zy

�
;

(31.23)

then the summation over states in (31.21) is equivalent
to matrix multiplication, e.g.,

X

n2D0;1
T.n1; n2/T.n2; n3/D T2.n1; n3/ ; (31.24)

where T2.n1; n3/ is an element of the matrix T2. Sum-
ming over all intermediate states gives

„D
X

n1D0;1
TNs.n1; n1/D trŒTNs �

D �Ns
1 C�Ns

2 ; (31.25)

where �1;2 are the eigenvalues of the transfer-matrix T.
With �2 < �1 the second term becomes insignificant for
large Ns, so that all thermodynamic information about
the system is contained in the largest eigenvalue of the
transfer matrix.

One obtains the coverage as

	.T; �/D hNi
Ns
D 1

Ns

@ ln„

@.ˇ�/

ˇ̌
ˇ̌
T;Ns

D @ ln.�1/

@.ˇ�/

ˇ̌
ˇ̌
T;Ns

; (31.26)

with

ˇ D 1

kBT
:

To avoid numerical differentiation (which is inher-
ently unstable) one uses the fact that an eigenvalue
can be expressed as �1 D vL

1Tv
R
1 , where vL;R

1 are the
corresponding normalized left and right eigenvectors.
Differentiation of the eigenvalue with respect to any pa-
rameter is then equivalent to the differentiation of the
transfer matrix, and one finds

	.T; �/D z

�1
vL @T

@z

ˇ̌
ˇ̌
T;Ns

vR

D
X

kD1;2
pkv

2
1k ; (31.27)

where vL
1 D .vR

1 /
T D v 1 D .v11; v12/ in the basis in

which the first and second components are the empty
(p1 D 0) and occupied (p2 D 1) sites, respectively.
Thus, the problem of finding the coverage as a func-
tion of temperature and chemical potential is reduced to
the determination of the (largest) eigenvalue and corre-
sponding eigenvector of a matrix of Boltzmann factors.
Other information can be readily extracted in the same
way, for instance, the (average) nearest-neighbor corre-
lation function is given by

hniniC1i D 1

Ns„

X

n

NsX

iD1
niniC1e�ŒH.n/��N.n/�=.kBT/

D� 1

Ns

@ ln„

@.ˇV1n/

ˇ̌
ˇ̌
T;Ns

D y

�1
vL @T
@y
jT;Nsv

R :

(31.28)

The transfer-matrix method extends rather straightfor-
wardly to more than one dimension, systems with
multiple interactions, more than one adsorption site
per unit cell, and more than one species by enlarging
the basis in which the transfer matrix is defined. Ex-
plicit details are given elsewhere [31.28]. The construc-
tion of the transfer matrices and associated numerical
procedures is essentially the same for these systems,
and such calculations are done routinely [31.29]. If
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c)

Fig. 31.1a–c Normalized isosteric heat, .Qiso.	;T/�Qiso.0;T// =4V1n , as a function of coverage for first-neighbor repulsion on
a square lattice, for temperatures (top to bottom at 0:2ML) kBT=V1n D 0:25, 0:35, 0:45, 0:55, 0:65, and 0:85. (a) Quasichemical
approximation, see (31.16); (b) transfer-matrix result for M D 4; and (c) for M D 8

there are two or more nonreacting (but interacting)
species on the surface, then the partial coverages de-
pend on the chemical potentials specified for each
species.

As an example of the quality of the quasichemi-
cal approximation versus the transfer-matrix method, in
Fig. 31.1 we show the isosteric heat for repulsive first-
neighbor interactions on a square lattice [31.25].

31.3 Examples

Our first example of the utility of the theoretical ap-
proach to thermal desorption kinetics is a study of the
thermodynamics and adsorption and desorption kinetics
of hydrogen on Rh(311) obtained from an anisotropic
lattice–gas model [31.30].

31.3.1 Adsorption and Desorption
of Hydrogen on Rh(311)

Understanding this complex system will also allow us
to make predictions (without any further information)
for hydrogen adsorption on the Rh(110) and Rh(111)
surfaces. For the Rh(311) surface, we need to con-
sider three and fourfold coordinated adsorption sites,
first-neighbor attraction along the closed-packed Œ01N1�-
direction, and first and second-neighbor and trio re-
pulsions in the Œ1N1N2�-direction to account for .1� n/
structures at coverages 	 D 1=4, 1=3, 1=2 and 2=3, as
shown in Fig. 31.2 [31.30].

In Fig. 31.3, we give the experimental and the
best-fit theoretical TPD curves, which show very good
agreement [31.30].

LEED intensities were also measured during des-
orption (Fig. 31.4) [31.30]. Because they are propor-
tional to the square of density–density correlations, and

the latter can be calculated from the transfer matrix,
simultaneouslywith the chemical potential, one can fur-
ther elucidate the structures and show their influence on
TPD. The two-site correlators of interest are

Ck D hnrcnr;cCki ; (31.29)

which for kD 1; 2; 3 give the probabilities of find-
ing first, second and third-neighbor sites occupied in
the Œ1N1N2�-direction. For a completely disordered adsor-
bate, these correlators have the value 	2. At sufficiently
low temperature, they attain the values .C1;C2;C3/D
.0; 0; 1=3/, .0;1=2;0/ and .1=3;1=3;2=3/ at 	 D 1=3,
1=2, and 2=3 for the 1�3-H, 1�2-H and 1�3-2H struc-
tures of Fig. 31.2, respectively.

The LEED intensities are calculated from

I.k;T/D I0

MX

i;jD1
hninjieik�.ri�rj/ (31.30)

in terms of two-particle correlators. Because of the at-
traction in the [01N1]-direction, the correlators do not
crucially depend on the interparticle spacings in this di-
rection. Ordering is, therefore, mainly reflected in the
variation of the correlators in the [1N1N2]-direction and,
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Fig. 31.2 Ordered structures of hydrogen on Rh(311) and
model interactions

consequently, we can simplify the calculation and use
the two-site correlators calculated in the finite direc-
tion of the transfer matrix. The experimental LEED
intensities for third-order and half-order spots are re-

produced by theory without any further adjustments in
the lattice–gas Hamiltonian used to fit the TPD spectra
(Fig. 31.4) [31.30].

Because the Rh(311) surface can be thought of as
consisting of portions of (111) and (110) surfaces, the
lattice–gas model for the (311) surface contains all the
necessary parameters for these surfaces as well. Thus,
without any further fitting, one can immediately calcu-
late the TPD spectra for these surfaces as well. It turns
out to be an excellent fit to the corresponding experi-
mental data [31.30]. This again demonstrates the power
of a theoretical approach that is geared to explain all
available data, thermodynamic and kinetic, on a system;
in this case, hydrogen adsorption on three different Rh
surfaces.

31.3.2 Coupled Desorption and Site
Conversion of Coadsorbates:
(NOCO)=Ru(001)

The (NOCO)=Ru(001) system constitutes a good ex-
ample of complex desorption-site conversion with the
advantage that the geometrical structures, the cover-
ages, as well as detailed spectroscopic information on
all participating species are available experimentally.
A combined set of desorption data and vibrational spec-
tra with in situ determination of partial coverages in
desorption that show site conversion for both increasing
and decreasing temperatures. This system is understood
in detail by modeling the (NOCO) coadsorbate layer
on Ru(001) as a lattice gas that accounts for the ad-
sorbate structure and site conversion, and explains the
TPD spectra [31.31]. The unusual features of the TPD
spectra result in part from the dramatic coverage de-
pendence of the sticking coefficient induced by site
exclusion.

It has been found that � 0:5ML of NO (relative to
Ru surface atoms) can be postadsorbed within the .2�
1/-O=Ru(001) layer at 	O D 0:5ML. For this combined
(NOCO) coverage of 1ML both O and NO reside in
hcp-hollow sites, arranged in alternating close-packed
O and NO rows (Fig. 31.5) [31.31].

The detailed geometry has been determined by
LEED-IV [31.32]. Heating of the layer (at 1K s�1)
leads to NO desorption at 250–350K in a broad peak
until 0:25ML NO is left on the surface (Fig. 31.6);
no oxygen leaves the surface in this range. LEED-IV
analysis of the remaining layer shows that now the oxy-
gen atoms sit in equal numbers of hcp and fcc sites in
a honeycomb arrangement, and the NO molecules sit in
on-top sites at the centers of the O hexagons (Fig. 31.5).
It appears probable that the conversion of oxygen-site
occupancy occurs simultaneously with desorption of
half the initial NO coverage. Only upon further heating
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Fig. 31.3 (a)Model TPD spectra (solid lines) and experimental data (dashed lines) for H on Rh(311) for initial coverages
in the range 0:01�0:68ML. Heating rate 10K=s. Surface-energy parameters: V0 D 2:647 eV, V 01n D�0:029 eV, V1n D
0:035 eV, V2n D 0:022 eV, Vtrio D 0:011 eV; vibrational frequencies 2�1013 s�1, 1:3�1013 s�1, 5�1010 s�1; site area
as D 12A2; dissociation energy D0 D 4:478 eV; Tvib D 6332K, Trot D 87:6K. (b) Isothermal correlators as a function
of coverage for temperatures 350, 220, and 100K (with sharpest features at lowest temperature): C1 (dotted line), C2

(long-short dashed line), and C3 (solid line)

to 420K is more NO released in a very narrow tempera-
ture interval. The oxygen atoms, none of which desorb,
return to their original (2�1)-O arrangement at hcp
sites. These coupled phenomena constitute a good ex-
ample of complex desorption with site conversion, with
the advantage that the geometrical structures, the cov-
erages, as well as detailed spectroscopic information on
all participating species are well known. In particular,
vibrational spectra for in-situ determination of partial
coverages have been measured not only in desorption
and conversion for increasing temperatures, but also for
the reverse process. We have studied this system in de-
tail with a suitable theoretical model for desorption, the
results of which are compared with the experimental
data.

The (NOCO) coadsorbate layer on Ru(001) was
modeled as a lattice gas that will account for the adsor-
bate structure and explain the TPD spectra. To reduce
the complexity of the system to manageable proportions
the quarter monolayer of O in a was fixed in a (2�2)
structure at the hcp sites of a hexagonal lattice. The re-
maining quarter monolayer of O can sit either on hcp
sites to form a (2�1)-O superlattice or on neighbor-
ing fcc sites with a weaker binding energy. The NO
sits either on the empty rows of hcp sites between the

rows of the (2�1)-O structure or on neighboring on-top
sites. Lateral interactions of the coadsorbates are mainly
those of mutual site exclusion, but long-range repulsive
(dipole–dipole) interactions must also be accounted for.

As for the kinetics it was kept as simple as possi-
ble but sufficient to account for the main features of
desorption and site conversion. Rather than resorting to
a complex kinetic lattice–gas model (for which more
experimental data would be needed to fix all the pa-
rameters) a simple model was used that ignores the
details of lateral interactions but includes them summar-
ily in a mean field theory accounting, most importantly,
for long-range dipolar forces. An important fact to un-
derstand is the coverage dependence of the sticking
coefficient, calculated in the framework of a kinetic
lattice–gas model, drops dramatically by several or-
ders of magnitude beyond a quarter monolayer of NO.
This delays desorption (the desorption rate contains the
sticking coefficient!) of the last quarter of NO until it
finally blows off explosively in a very narrow tempera-
ture range (Fig. 31.6) [31.31].

More work in the NO plus O adsorbate can be found
in a follow-up paper [31.33]. Additional applications of
the transfer-matrix method to adsorption and desorption
kinetics deal with other molecules on low index metal
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Fig. 31.4 (a–c) Experimental LEED intensitiesfor (1�3) (solid line) and (1�2) (long-short dashed line) structures and corre-
sponding TPD rates (dotted lines) as a function of desorption temperature for approximate initial coverages 1=3, 1=2, and 2=3ML.
(d–f) Theoretical LEED intensities, calculated with (31.39), and theoretical TPD rates for these initial coverages. Heating rate
1K=s

i – 1 i i + 1 i + 2

V2n
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a) b)
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Fig. 31.5 (a) Schematic of a semi-infinite square lattice of width four sites, nearest-neighbor interactions indicated.
(b) The 24 sites involved in the construction of the transfer matrix for nearest and next-nearest neighbor interactions on
a hexagonal lattice for M D 6
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Fig. 31.6a,b TPD spectra for the models including long-range interactions for initial NO coverage 	0 D 0:5ML and
1K s�1. (a) Phenomenological model, (19) from [31.29], with pD 1=4, �dip.	

max/D 0:57 eV (solid line for site-
exclusion sticking), classical dipole assembly model, (17) from [31.29], withM2.0/=a3 D 0:19 eV, bD 2 (dashed line),
mean field, (19) from [31.29], with pD 1, maximum shift 0:57 eV (dotted line). (b) Best fit with pD 1=4 for heating
rates of 0.05, 1, and 10K s�1. Desorption rates scaled by �200, �10, �1, respectively

surfaces [31.34–40], multilayers [31.41–43], multisite
stepped surfaces [31.44], and co-adsorbates [31.31, 45–
53].

A similar approach has been used to study dissocia-
tive adsorption and associative desorption [31.54, 55].

31.4 Kinetic Lattice-Gas Models

If it cannot be guaranteed that the adsorbate remains in
local equilibrium during its time evolution, then a set
of macroscopic variables is not sufficient, and an ap-
proach based on nonequilibrium statistical mechanics
involving time-dependent distribution functions must
be invoked. The kinetic lattice–gas model is an ex-
ample of such a theory [31.56]. It is derived from
a Markovian master equation, but is not totally mi-
croscopic in that it is based on a phenomenological
Hamiltonian. We demonstrate this approach with two
examples: (i) an adsorbate with nondissociative ad-
sorption, and (ii) precursor-mediated adsorption and
desorption. Our basic assumption is that the kinetic phe-
nomena of adsorption, desorption, and surface diffusion
can be described as Markov processes, with the occu-
pation numbers in the Hamiltonian (31.6) as stochastic
variables.

31.4.1 Nondissociative Adsorption

We introduce a function P.n; t/, which gives the prob-
ability that the state nD .n1; n2; : : :; nNs/ is realized at
time t, where Ns is now the total number of adsorption
sites on the surface. It satisfies a master equation

dP.n; t/
dt

D
X

n0
ŒW.n; n0/P.n0; t/�W.n0; n/P.n; t/� ;

(31.31)

where W.n0; n/ are the transition probabilities per unit
time that the system changes from a state n to n0. They
are not completely arbitrary but must satisfy detailed
balance

W.n0;n/e�ˇŒH.n/��
P

i.n/ ni�

DW.n; n0/e�ˇŒH.n
0/��Pi.n0/ n0i� : (31.32)
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To specify these transition probabilities we make
the further assumption that the residence time of a par-
ticle in a given adsorption site is much longer than the
time of an individual transition to or from that state, ei-
ther in exchange with the gas phase in adsorption and
desorption, or for hopping across the surface in diffu-
sion. In such situations there will be only one individual
transition at any instant of time, and the transition prob-
abilities can be summed, one at a time, over all possible
processes (adsorption, desorption, diffusion) and over
all adsorption sites on the surface. To implement this,
we first write

W.n0;n/DWad-des.n0;n/CWdiff.n0;n/ (31.33)

as a sum of adsorption–desorption and diffusion terms.
For the former, we then write the most general power
series in the occupation numbers [31.57]

Wad-des.n0;n/

D w0

X

l

"
.1�nl/

 
1CA1

X

l0
nl0CA2

X

l0l00
nl0nl00C: : :

!

CD0nl

 
1CD1

X

l0
nl0 CD2

X

l0l00
nl0nl00 C : : :

!#

� ı �n0l; 1� nl
�Y

l0¤l
ı.n0l; nl/ : (31.34)

Here the sums over l0; l00 run over the neighbors of l.
The highest term is a product of .cC 1/ factors with c
the coordination number of the lattice.

Detailed balance imposes a set of restrictions on the
coefficients An;Dn; e.g., if there is only one adparticle
present, say in site i, so that ni D 1 and all other nj D
0; j¤ i, then (31.43) gives

w0D0e�Es=.kBT/ D w0 ; (31.35)

so that

D0 D eˇ.Es��/ : (31.36)

Note that w0 cannot be fixed by detailed balance,
the reason being that it contains the information about
the energy exchange with the solid, which is not con-
tained in the static lattice–gas Hamiltonian. However,
by comparison with the phenomenological rate equa-
tion (31.1), we can identify it as

w0 D S0
P�thas

h
: (31.37)

To obtain the other coefficients we next specify that
two particles are adsorbed on neighboring sites, ni D
niCa D 1, with all other sites empty and obtain

1CA1 D .1CD1/e
�ˇV1n : (31.38)

From situations where three and four neighboring
sites are occupied we obtain, respectively,

1C2A1CA2 D .1C2D1CD2/e
�2ˇV1n ;

(31.39)

1C3A1C3A2CA3 D .1C3D1C3D2CD3/e
�3ˇV1n ;

(31.40)

and so on, for a total of c constraints (and nearest-
neighbor interactions only). If longer-ranged interac-
tions are included, this introduces further coefficients
and half as many further constraints.

The fact that detailed balance provides only half the
number of constraints to fix the unknown coefficients in
the transition probabilities is not really surprising con-
sidering that, if it would fix them all, then the static
(lattice–gas) Hamiltonian would dictate the kind of ki-
netics possible in the system. Again, this cannot be
because this Hamiltonian does not include the energy-
exchange dynamics between adsorbate and substrate.
As a result, any functional relation between the A and D
coefficients in (31.34) must be postulated ad hoc (or cal-
culated from a microscopic Hamiltonian that accounts
for coupling of the adsorbate to the lattice or electronic
degrees of freedom of the substrate). Several scenarios
have been discussed in the literature [31.57].

The simplest choice is to set all Ai D 0 in (31.34).
Physically, this means that an adsorbing particle will
not experience any interactions with its prospective
neighbors and sticking is solely controlled by the avail-
ability of sites. Thus, the sticking coefficient becomes
(for Ai D 0)

S.	;T/D S0.T/.1� 	/ : (31.41)

The sticking coefficient at zero coverage, S0.T/,
contains the dynamic information about the energy
transfer from the adsorbing particle to the solid, which
gives rise to its temperature dependence, for instance,
an exponential Boltzmann factor for activated adsorp-
tion.

The desorption kinetics are thus specified by

Dr D
�
eˇV1n � 1�r (31.42)

for rD 1–c. Because .e˛ � 1/nD en˛ � 1 for nD 0; 1,
we can rewrite (31.34) as

Wad-des.n0;n/

D w0

X

l

2

4.1� nl/CD0nl exp

0

@ˇV1n

X

j

nlnj

1

A

3

5

� ı �n0l; 1� nl
�Y

l0¤l
ı
�
n0l; nl

�
;

(31.43)
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implying that the local environment enters the desorp-
tion rate via a Boltzmann factor. This kind of kinetics
has been termed Langmuir kinetics; it contains sim-
ple desorption kinetics and trivial adsorption due to
site exclusion only. This interconnection between ad-
sorption and desorption is dictated by the principle of
detailed balance: if an adsorption system with nondis-
sociative adsorption does not show the linear decrease
of sticking as a function of coverage, then its desorption
kinetics is most likely also not controlled by (31.51); if
direct sticking and desorption are still maintained, then
Langmuir kinetics must be abandoned. (Precursors, i.e.,
nondirect adsorption and desorption, can also alter the
kinetics, and this will be discussed below.)

Insisting on the Langmuir kinetics is overly restric-
tive because in most systems sticking is not controlled
by site exclusion only. Because the energy transfer in
the adsorption process takes place within angstroms
of the surface, the adsorbing particle actually experi-
ences the interaction with particles already adsorbed on
neighboring sites in more or less the same way as des-
orbing particles do, i.e., a lateral repulsion (attraction)
will aid (hinder) desorption (desorption). Thus, making
the effect of lateral interactions symmetric for adsorp-
tion and desorption, one would set Ar D�Dr; we have
called this the interaction kinetics. More generally, one
can assume a linear relationship (although this is only
dictated by arguments of simplicity) and find

Ar D �CDr (31.44)

Dr D erˇV1n � 1

1� �CerˇV1n �
 
r

1

!
D1 �

 
r

2

!
D2

� : : :�
 

r

r� 1

!
Dr�1 : (31.45)

This completes the adsorption–desorption kinetics.
Turning next to diffusion we consider hopping from

a site l to its neighbors lC a and write

Wdiff.n0; n/

D wdiff

X

l;a

"
nl.1� nlCa/

 
1CB1

X

l0
nl0

CB2

X

l0l00
nl0nl00 C : : :

!

�
 
1CeB1

X

l0
nl0 CeB2

X

l0l00
nl0nl00 C : : :

!#

� ı �n0l; 1� nl
�
ı
�
n0lCa; 1� nlCa

� Y

l0¤l;iCa
ı
�
n0l; nl

�
:

(31.46)

The individual hopping rate (per unit time) is given by
wdiff, which most likely contains a Boltzmann factor to
account for an activation barrier to diffusion. The sums
over l0 and l00 run over the neighbors of l (with the ex-
ception of lC a) and lC a (with the exception of l),
respectively. The terms with the coefficients Bi account
for the fact that hopping will be enhanced (hindered) if
the particle in its initial state experiences a repulsive (at-
tractive) interaction with some neighbors. Likewise, via
the terms witheBi, hopping will be reduced (enhanced),
if the particle tries to jump into a site that is surrounded
by occupied sites, with which the particle will interact
repulsively (attractively). Detailed balance, again, im-
poses conditions on these coefficients similar to those
in (31.53) and (31.54) for adsorption and desorption.

To study the time evolution of the adsorbate we de-
fine the coverage

	.t/D h
i D N�1s

X

i

X

n

niP.n; t/ (31.47)

and obtain its equation of motion by multiplying the
master equation (31.43) with ni and summing over
all sites and states. This will introduce on its right-
hand side n-site correlation functions that will be site
independent, if it can be assured that the adsorbate re-
mains homogeneous throughout its time evolution. For
a square lattice, as an example, we find

d	

dt
D S.	;T/

P�thas
h
� rdes

2

4h
iC 4D1h

i

CD2

�
4

�


 


�
C 2

˝
 
 
˛
�

C4D3

� 


 
 


�
CD4

* 


 
 




+3

5 ;

(31.48)

where we introduced a symbolic notation

hıi D 1�h
i ;
hı
i D N�1s

X

n

.1� ni/niCaP.n; t/ ;

�


 


�
D N�1s

X

n

.1� ni/niCaniCa0P.n; t/ : (31.49)

The sticking coefficient in (31.57) is given explicitly by

S.	;T/D S0.T/

2

4hıiC 4A1hı
i

CA2

�
4

�

ı 


�
C 2

˝
 ı 
˛
�
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C4A3

� 


 ı 


�
CA4

* 


 ı 




+3

5 : (31.50)

In addition to the temperature dependence of S0.T/,
we have the correlation functions, which also determine
its coverage dependence.

The correlators (31.59) are subject to similar equa-
tions of motion involving yet higher correlators, the
whole hierarchy being equivalent to the original master
equation. For instance, for the two-particle correlator,
we have

dh

i
dt
D 2S0.T/

P�thas
h

2

4.1CA1/hı
i

C.A1CA2/

�
h
 ı 
iC 2

�

ı 


��

C3.A2CA3/

� 


 ı 


�

C.A3CA4/
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� 2rdes
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iC 2
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C3.D2CD3/
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�

C.D3CD4/
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+3

5 :

(31.51)

To describe an arbitrary nonequilibrium evolution
of the adsorbate we need the whole hierarchy or at least
a suitably truncated subset. We can close the hierarchy
at the level of two-site correlators by a factorization of
higher correlators with one site overlap [31.58, 59]

˝
 
 
˛D
�


 


�
D h

i

2

h
i ; (31.52)
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�
D h

i

3

h
i2 ; (31.53)

� 


 ı 


�
D h
ıi

3

hıi2 : (31.54)

This is the simplest closure and corresponds, for the
equilibrium solution, to the quasichemical approxima-
tion (31.16). If higher accuracy is required, one must

keep larger correlators and factor with larger overlap.
As an example with two-site overlap, one writes

� 


 
 


�
D
�


 


�2 1

h

i ; (31.55)

which results in three coupled nonlinear equations of

motion for h
i, h

i, and
�


 


�
.

In one dimension the truncation of the equations of
motion has been worked out in detail [31.59]. This has
allowed an accurate examination of the role of diffusion
in desorption and implications for the Arrhenius analy-
sis in nonequilibrium situations. The largest deviations
from the desorption kinetics of a mobile adsorbate ob-
viously occur for an immobile adsorbate where surface
diffusion is negligible throughout the temperature range
of desorption.

Next, we explore the implications of assuming that
surface diffusion is much faster than desorption, so
that, during desorption, the structure of the adsorbate
rearranges itself appropriately for equilibrium at the in-
stantaneous coverage and temperature. As a result, all
correlators also assume their equilibrium values and
are, thus, only functions of (instantaneous) coverage
and temperature. In such a system the adsorbate is thus
in local or quasi-equilibrium on the surface, although
during desorption there is no overall equilibrium with
the three-dimensional gas phase above the adsorbate.
Because for a system in quasi-equilibrium the correla-
tors are known (equilibrium) functions of coverage and
temperature, we need only one macroscopic equation
to describe the time evolution. This equation has a re-
markable structure. First, we note that the equilibrium
solution, d	=dtD 0, in (31.57) gives for the chemical
potential

eˇ� D P

kBTZint
�3th D

e�ˇV0

q3qint

h
iC 4D1h

i0C : : :
hıiC 4A1hı
i0C : : : ;

(31.56)

where all correlators attain their equilibrium values, in-
dicated by the subscript zero, and should be calculated
from the (canonical or grand canonical) partition func-
tion, or equivalently from the right-hand sides of their
(coupled) equations of motion.

With the help of (31.65) we can now rewrite the
equation of motion for the coverage (31.57) for a sys-
tem maintained in quasi-equilibrium by fast surface
diffusion as

d	

dt
D S.	;T/

as�th
h

P� S.	;T/
as
�2th

kBTZint
h

eˇ�.	;T/ ;

(31.57)
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where the sticking coefficient is given, as a function
of coverage and temperature by (31.59). This is pre-
cisely the phenomenological rate equation presented
in (31.1) with, however, the sticking coefficient speci-
fied explicitly, and is valid for any system. To reiterate:
the desorption rate in (31.66) now consists of two fac-
tors: (i), the equilibrium fugacity of the adsorbate, eˇ�,
controlling the adsorbate energetics and structure, and
(ii), the sticking coefficient controlling the gas-substrate
energy transfer in adsorption and desorption. Such fac-
torizations, or similar ones, must always be possible for
processes that proceed through a sequence of local equi-
librium states because they are completely described
by equations of motion for the relevant thermodynamic
variables, and the factorization ensures that the equilib-
rium state is independent of the kinetics. An application
of this approach has been presented for oxygen adsorp-
tion and desorption from silver [31.40].

31.4.2 Adsorption and Desorption
via Precursors

To further demonstrate the power of the kinetic lattice–
gas approach we briefly review the work on precursor-
mediated adsorption and desorption [31.60, 61]. We
consider an adsorbate in which, in addition to the most
strongly-bound chemisorbed (or physisorbed) adsorbed
state, the adparticles can also be found in intrinsic or
extrinsic precursor states. One introduces three sets
of occupation numbers, ni D 0 or 1, mi D 0 or 1, and
li D 0 or 1, depending on whether the final adsorbed
(chemisorbed) state, the intrinsic precursor state (above
an empty adsorbed state) or the extrinsic precursor
state (above an occupied adsorbed state) are empty or
occupied. The static properties of this lattice gas are
controlled by a Hamiltonian

H D E.c/s

X

i

niCE.i/s
X

i

miCE.e/s

X

i

li

CV.c/1n

X

i;a

niniCaCV.i/1n
X

i;a

miniCa

CV.e/1n

X

i;a

niliniCaC : : : (31.58)

The single-particle free energies are given by

E.r/s D�VR� kBT ln
�
q.r/3 q.r/int

	
; (31.59)

(rD c; i; e) in terms of their respective binding energies
and partition functions. Furthermore, V.c/1n is the lateral
interaction between two particles in the adsorbed state

in nearest-neighbor sites, and V.i/1n and V.e/1n are the in-
teractions between a particle in the intrinsic or extrinsic
precursor state in cell i and a particle in the adsorbed
state in a neighboring site. Longer-ranged interactions
can easily be added as done elsewhere [31.61]. To
describe the time evolution of the adsorbate we use a ki-
netic lattice–gas model recently developed to study the
effect of lateral interactions on sticking. For the cover-
ages of the three states, we obtain the kinetic equations

dhni
dt
D S0C.T/.1� hni/eSC

as�th
h

P� rCefChni

CwCI

�
ef CIhmi�

�
aC
aI

�
ef IChni

�

C zwCE

�
ef 0CE.1�hni/hli�

�
aC
aE

�
ef 0CEhni2

�
;

(31.60)

dhmi
dt
D S0I .T/eSI.1� hni/

as�th
h

P� rIef Ihmi

�wCI

�
ef CIhmi �

�
aC
aI

�
ef IChni

�
CwIICwIE ;

(31.61)

dhli
dt
D S0E.T/	eSE

as�th
h

P� rEef EhliCwEE�wIE

� zwCE

�
ef 0CE.1� hni/hli�

�
aC
aE

�
ef 02EChni2

�
:

(31.62)

The constants rC and wIC etc. are specified in terms of
microscopic parameters and the functions efC, ef I, ef IC,
etc., account for the various lateral interactions between
the particles in the adsorbed and precursor states. We
have factored out an explicit dependence on the cover-
ages so that in the absence of any lateral interactions,
these functions are all equal to 1.

To obtain the equilibrium conditions for the ad-
sorbate we use (31.2) with PD P and obtain for the
chemical potential of the adsorbate as a function of cov-
erage and temperature

e�C=.kBT/ D h�2th
kBTZintas

aCef C
eSC

hni
1� 	 ; (31.63)

e�I=.kBT/ D h�2th
kBTZintas

rIef I
S0I .T/.1� 	/eSI

hmi ; (31.64)

e�E=.kBT/ D h�2th
kBTZintas

rEef E
S0E.T/	eSE

hli ; (31.65)

efCIhmi D
�
aC
aI

�
ef IChni ; (31.66)
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efCEhli D
�
aC
aE

�
ef EChni ; (31.67)

where �C D �I D �E.
To obtain the equilibrium sticking coefficient we as-

sume that at an ambient pressure P0, the adsorbate is in
equilibrium at a temperature T with partial coverages
n0, m0, and l0. We then increase the pressure slightly to
PD P0C�P and linearize the rate equations in the in-
crease in the precursor coverages �mD hmi�m0 and
�lD hli� l0. If adsorption into and desorption from the
precursors is much faster than transitions from the pre-
cursors into the adsorbed state, we can ignore terms
proportional to �nD hni� 	 on the right-hand side
of (31.69)–(31.71) and also assume that the precursors
will be in a steady state. It has been shown that the stick-
ing coefficient is then given by [31.61]

S.	;T/

D SC.	;T/CSI.	;T/wCIef CIX1CzwCE
ef 0CEY1.1�	/

X1X2�Y1Y2
C SE.	;T/

wCIef CIY2C zwCE
ef 0CEX2.1� 	/

X1X2 �Y1Y2 :

(31.68)

If we suppress the exchange of particles between the
intrinsic and extrinsic precursors, wIE D 0, we obtain

S.	;T/D SC.	;T/C SI.	;T/
wCIefCI

rIef ICwCIefCI

C SE.	;T/
zwCE

ef 0CE.1� 	/
rEef EC zwCE

ef 0CE.1� 	/
;

(31.69)

D SC.	;T/C Sintr.	;T/C Sextr.	;T/ :
(31.70)

Only under this condition are the three adsorption
channels independent of each other. This is the standard
scenario always used in interpreting data. However, this
is only one scenario because if, on the other hand, the
exchange between the two precursors is the fastest pro-
cess on the surface, we obtain

S.	;T/D SC.	;T/C ŒSI.	;T/C SE.	;T/�

�
�
wCIef CIaEC zwCE

ef 0CEaI	
	
.1� 	/

n �
rIef ICwCIefCI

�
aI	 C aE.1� 	/

�
h
rEef EC zwCE

ef 0CE.1� 	/
i o

;

(31.71)

and the two precursor channels of adsorption are max-
imally coupled, and straightforward interpretation is at
a loss. One can study the desorption kinetics in the pres-
ence of precursors along similar lines.

31.5 Concluding Remarks

In this review article, we have tried to show that an
analytical approach to the thermodynamics and the
kinetics of adsorbates is not restricted to simple sys-
tems but can deal with rather complicated situations
in a systematic approach such as multisite and multi-
component systems with or without precursor-mediated
adsorption and surface reconstruction, including multi-
layers/subsurface species. This approach automatically
ensures that such fundamental principles as detailed
balance are implemented properly.

For the equilibrium properties and for the kinetics
under quasi-equilibrium conditions for the adsorbate,
the transfer-matrix technique is a convenient and accu-
rate method to obtain not only the chemical potentials,
as a function of coverage and temperature, but all other
thermodynamic information, e.g., multiparticle correla-
tors. We emphasize the economy of the computational
effort required for the application of the technique. In
particular, because it is based on an analytic method
it does not suffer from the limitations of time and ac-

curacy inherent in statistical methods such as Monte
Carlo simulations. The task of variation of Hamiltonian
parameters in the process of fitting a set of experimen-
tal data (thermodynamic and kinetic) is both fast and
systematic. To date, the most accurate modeling of des-
orption and thermodynamic data has been obtained by
this method.

For adsorbates out of local equilibrium, an analytic
approach to the kinetic lattice–gas model is a power-
ful theoretical tool by which, in addition to numerical
results, explicit formulae can be obtained to elucidate
the underlying physics. This allows one to extract sim-
plified pictures of and approximations to complicated
processes, as shown above with precursor-mediated
adsorption as an example. This task of theory is in-
creasingly overlooked with the trend to use cheaper
computer power for numerical simulations. Unfortu-
nately, many of the simulations of adsorbate kinetics are
based on unnecessarily oversimplified assumptions (for
example, constant sticking coefficients, constant pref-
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actors etc.), which rarely are spelled out because the
physics has been introduced in terms of a set of compu-
tational instructions rather than formulating the theory
rigorously, e.g., based on a master equation.

Ultimately, the coverage and temperature depen-
dence of the kinetic and equilibrium properties of an
adsorbate are the result of interactions of the adsorbed
species with the substrate and with each other. In the
ideal scenario, one would start the theoretical devel-
opment with quantum-mechanical calculations of the
potential energy surfaces for the coupled adsorbate-
substrate system. If the system can be approximately
described by a lattice–gas model, one then has all
the necessary information to specify the interaction

parameters in the corresponding lattice–gas Hamilto-
nian. All equilibrium and kinetic properties then follow
from a good theory. This scenario has been initiated
for oxygen on Ru(001) using density functional theory
for the energy calculations [31.53]. This approach—
density functional calculations, lattice–gas modeling,
and kinetic theory—provides the necessary link be-
tween the fundamental interactions of the adsorbate and
the macroscopic theories of equilibrium and kinetics.
It is parameter free and, thus, should lead to a deeper
understanding of surface physics and chemistry. The
application of density-functional theory in a multidi-
mensional approach to catalysis has been discussed in
a recent review [31.62].
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32. State Resolved Sticking Probability
in Gas-Surface Interaction

Luca Vattuone , Michio Okada

This chapter provides selected examples of ex-
perimental investigations addressing the role of
rotational and vibrational energy in adsorption
at surfaces. Such information can generally be
obtained in different ways characterized by dif-
ferent degrees of state selectivity. The first part
of the chapter deals with the effect of rotational
energy, while the second considers the effect of
vibrational energy. The former investigations com-
pared the behavior of rotationally hot and cold
molecular beams by measuring the sticking prob-
ability on well-defined surfaces under controlled,
ultrahigh-vacuum conditions. When detection of
the rotational state of gas-phase molecules be-
came feasible, a large amount of information was
obtained indirectly: researchers first determined
experimentally the rotational state of desorbing
(or scattered) molecules and then used microre-
versibility (otherwise called detailed balance)
arguments to extract information on the effect
of the rotational states on the sticking probability.
In recent years, methods to prepare molecules in
partially and, in some cases, even fully defined
rotational quantum states were developed. The
central part of the section highlights recent results
obtained using electrostatic and finally magnetic
hexapoles. The first section of the chapter ends by
reviewing results obtained by exploiting the ve-
locity dependence of the degree of alignment of
molecules seeded with inert carriers in a super-
sonic molecular beam. A brief selection of results
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obtained with laser methods concludes this
section. Laser methods are on the contrary in-
dispensable for the preparation of vibrationally
excited molecules, which is the topic of the sec-
ond section of the chapter. The relative roles of
kinetic and vibrational energy are discussed, and
the concepts of entrance and late barrier in the po-
tential energy surface are introduced. Pioneering
experiments showing greater specificity in surface
reactions are briefly reviewed.

The reactivity of a surface towards a gas species can be
measured by the adsorption (or sticking) probability S,
defined as

SD d�

d�
D d�

˚dt
; (32.1)

where � is the coverage, � is the exposure, and ˚ is
the flux; �.�/ is defined as the ratio between the num-
ber of molecules adsorbed (impinging) on unit area ns
and the surface density of atoms on the substrate n0.

These are substrate-dependent dimensionless quantities
usually expressed in monolayers (ML). Alternatively,
the exposure can be expressed in another, substrate-
independent quantity, the Langmuir (L). One Langmuir
corresponds to an exposure of 10�6 Torr lasting for 1 s;
For example, exposing a surface to a gas pressure of
10�7 Torr for 10 s corresponds to 1 L. The Langmuir is
more often used in backfilling experiments, i.e., when
the uptake of the gas is performed by exposing the sur-
face to a predefined pressure p for a certain time. To
convert from L to ML and back, it is necessary to use
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elementary kinetic theory. For an ideal gas, the number
of molecules crossing a unit area in unit time is given
by

dN

dAdt
D N

4V
hvi D p

r
1

2 kTm
; (32.2)

where m is the mass of the gas, k is Boltzmann’s con-
stant, and T is the temperature of the gas. The sticking
probability S of a gas species at a surface is a func-
tion of several variables which describe the status of the
molecule (kinetic energy (E) and vibrational (�), rota-
tional (J), and electronic quantum state), of the surface
(temperature (T), coverage (�) of different adsorbates,
density of defects, etc.), and of the direction of im-
pingement of the molecule (polar (	 ) and azimuthal (�)
angles of incidence).

SD S.E; �; J; : : :I T; �; : : :I 	; �/ : (32.3)

In general, S can be estimated by considering the
change in the coverage produced by a certain exposure.
If the exposure is performed by backfilling the experi-
mental chamber, the so-estimated S is averaged over the
angles of incidence 	 and �, over the Maxwellian en-
ergy distribution of molecules at the temperature T of
the gas, and over all the internal degrees of freedom of
the molecules.

The use of supersonic molecular beams has enabled
the direct measurement of the dependence of S on the
polar (	 ) and azimuthal (�) angles of incidence, on en-
ergy E, and at least partly, on internal variables [32.1].
The direction of impingement of molecules onto the
surface (i.e., 	; �) can indeed be controlled by rotating
the sample with respect to the direction of the molec-
ular beam. The kinetic energy E of the molecules of
the gas of interest can be tuned within a relatively large
range by seeding them into a carrier gas (usually He or
another inert gas) or changing the temperature of the
molecular beam source TN; E is given by

ED m

< m>
<

�

� � 1 > kTN ; (32.4)

where m is the mass of a molecule of the gas and
< m> is the average mass of the molecules in the beam
(which depends on the masses and concentration of the
molecule and of the carrier gas), while � is the ratio
between the specific heats at constant pressure and con-
stant volume.

Changing TN affects not only the kinetic energy but
also the internal state of the molecules in the source,
before the occurrence of the supersonic expansion. De-
spite the fact that, even at room temperature (RT), a high

fraction of rotationally excited molecules are present
inside the molecular beam source, at the end of the
supersonic expansion, the molecules are in general ro-
tationally cold. This is due to the rotational relaxation
that occurs during the supersonic expansion.

However, at the end of the supersonic expansion,
the molecules retain at least partial memory of their
initial state: a significant increase in TN thus indeed
determines also a change of the rotational temperature
of the molecules in the beam; for example, the rota-
tional temperature of a pure ethene beam is of the order
of 10K for TN D 300K but increases to � 100K for
TN D 900K [32.2].

In contrast, the collisions between the molecules
during the supersonic expansion do not allow for sig-
nificant vibrational relaxation, so that the population of
vibrationally excited states at the end of the expansion
depends essentially on the temperature TN of the source.
However, even when operating the nozzle at high TN,
only a small fraction of vibrationally excited molecules
can be obtained. The reason is quite simple: the typ-
ical energy of intramolecular vibrational quanta is on
the order of at least 0:1 eV (i.e., for wagging modes)
and can reach values close to or > 0:4 eV (for CH and
OH stretching modes), so the probability of thermal ex-
citation of vibrational modes is quite low. Moreover, all
the vibrational modes can be excited, so the use of a su-
personic molecular beam alone does not achieve state
selectivity.

Nonthermal methods are thus mandatory to achieve
a significant fraction of vibrationally hot molecules or
for the preparation of molecules in controlled vibra-
tional states. The molecules in the beam can be used
to perform uptake experiments and obtain information
about the dependence of the sticking probability on at
least some of the dynamical variables. S is often deter-
mined using the so-called retarded reflector method (or
method of King andWells [32.3], KW in the following).

In this method, the partial pressure of the molecules
of interest is monitored using a quadrupole mass spec-
trometer as a function of time. As sketched in Fig. 32.1,
when the molecular beam is allowed into the cham-
ber hosting the sample, an increase in the pressure is
recorded. However, an inert flag (flag 2) close to the
sample prevents the beam from striking the surface of
the sample. At a later time, the inert flag is removed so
that the beam can hit the sample. A decrease of the par-
tial pressure proportional to the sticking probability is
then obtained. When the coverage no longer increases,
a steady state is reached and the partial pressure remains
constant.

This method allows accurate measurements of S
with a sensitivity on the order of 1%. Calibration of the
coverage is also possible provided that the intensity of
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Fig. 32.1a,b Schematic of direct reflector method. (a) The setup used in Genoa to measure the sticking probability: it cou-
ples a supersonic molecular beamwith an ultrahigh-vacuum chamber hosting the sample, a quadrupole mass spectrometer
for residual gas analysis, and another one for time-of-flight measurements. The vibrational spectrometer (HREELS, high-
resolution electron energy-loss spectroscopy) allows verification of the chemical state of adsorbed species. (b) A typical
KW trace. When flag 1 is turned down, the molecular beam enters the UHV chamber and the partial pressure (of O2 in
this case) rises to a steady-state value determined by the incoming flux and the pumping speed of the chamber. As long
as flag 2 remains up, the beam does not hit the surface. When flag 2 is also turned down, the beam strikes the sample,
a fraction S of the molecules sticks to the surface, and the partial pressure drops. When saturation coverage is reached
(or when the adsorption probability becomes lower than the experimental sensitivity), the partial pressure recovers its
initial value. The inset shows the coverage as a function of time (Reprinted from [32.4], with permission from Elsevier.
From [32.5] © IOP Publishing. Reproduced with permission. All rights reserved)

the beam can be determined independently. The cover-
age can thus be obtained by integrating S over time

�.t/D˚
tZ

0

S.�/d� : (32.5)

This method has been used extensively over the
years to measure S for a wide set of systems. This chap-
ter is organized into two different sections, covering the
role of rotational and vibrational degrees of freedom,
respectively.

32.1 Effect of Rotational Energy on S

The fundamental importance of the role of rotational
energy has stimulated extensive theoretical and exper-
imental investigations, and the field is still developing.
We thus focus here on some of the most recent results,

providing thus only a partial overview of this field; the
more specialized reader is referred to dedicated review
papers [32.6–23].
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To avoid possible misunderstandings, we briefly
recall the definition of molecular polarization for a dis-
tribution of rotating molecules.

The most straightforward way to do this is to con-
sider the polarization of the angular momentum vector
of the molecules, which defines their axis of rotation.
While the total angular momentum of a closed-shell
molecule arises purely from its rotational motion, in
an open-shell molecule there may also be a contribu-
tion from electronic angular momentum. Defining the
spatial polarization in terms of the total angularmomen-
tum vector also provides a way to treat polarization in
atoms, in which the only contribution to the total an-
gular momentum is electronic, in the form of spin and
electronic orbital angular momentum [32.22].

In this respect, we must distinguish between align-
ment and orientation. For an aligned distribution, all
vectors are aligned along a single axis (or sometimes in
a plane) but without a preferred direction: equal num-
bers of arrows pointing in the up and down directions
are then present. For an oriented distribution, on the
other hand, the vectors have both a preferred axis and
a preferred direction.

From a more formal point of view, let us consider
the quantum-mechanical angular momentum vector J
and its projection onto the axis defined by the velocity
of the moleculesMJ .

A beam of molecules which are aligned (but not ori-
ented) have an isotropic distribution of MJ with equal
population of positive and negative values ofMJ , while
a beam of oriented molecules have an anisotropic dis-
tribution ofMJ .

Experimental investigations on the role of rotational
degrees of freedom in molecule–surface interactions
can employ both indirect and direct methods. In the
former case, the rotational state of the molecules im-
pinging on the surface is not controlled and information
about the dependence of the sticking probability on
the rotational state is obtained indirectly by analyz-
ing the rotational state of scattered/desorbing molecules
(mostly using laser methods) and applying detailed bal-
ance arguments. Such methods are addressed in the next
subsection.

In direct methods, on the contrary, the rotational
state of the incoming molecules is at least partially con-
trolled and the sticking probability is measured directly
using the King and Wells method. In pioneering direct
studies, information was obtained by comparing the
behavior of rotationally cold and hot beams obtained
by increasing the temperature of the molecular beam
source. Later, methods to prepare molecules in at least
partially selected states appeared; electrostatic hexapole
methods are presented first, followed by very recent re-

sults obtained using the magnetic hexapole technique.
We then review the main results obtained by using col-
lisional alignment and, finally, experiments performed
by preparing the molecules in defined rotational states
using laser methods.

32.1.1 Indirect Results Obtained
by Use of Detailed Balance

The interaction of H2 and D2 with surfaces has been
studied extensively both theoretically and experimen-
tally. Rettner et al. [32.24] determined the state-
resolved flux I.E; 	;T; �; J/ for H2 molecules desorb-
ing off Cu(111) for different rotational states J and for
molecules in the fundamental vibrational state � D 1.
The flux of molecules leaving the surface was probed
by laser ionization detection, and time-of-flight distri-
butions were obtained by recording the flight times
of the photoions to a multichannel plate detector. H2

molecules were detected quantum-state specifically by
laser ionization via a two-photon resonance to the H2

E,F1˙Cg state. Detailed balance, when applied to ad-
sorption/desorption processes, states that, for a system
at equilibrium, the rate of adsorption is equal to the
rate of desorption for any subset of molecules of the
equilibrium flux striking the surface. It has been shown
that the principle of detailed balance can be applied
to relate adsorption/reflection measurements to desorp-
tion measurements made on systems at equilibrium and
quasiequilibrium, e.g., under the conditions established
in a molecular beam experiment [32.25].

I.E; 	;T; �; J/ is related, in the limit of small cov-
erage, to the state-resolved initial sticking probability,
S0.E; 	;T; �; J/, via the relationship

I.E; 	;T:�; J/ sin 	d	d�dE

/ S0.EI 	;T; �; J/N.�; J;T/Ee� E
kT

� cos 	 sin 	d	d�dE ; (32.6)

where T is the surface temperature, N.�; J; T/ is the
Boltzmann population of state .�; J/, and Ee�E=.kT/dE
is the probability to have translational energy E in the
interval between E and .EC dE/.

The sticking probability is described as a function
of the normal energy En D Ei cos2 	 of the incoming
molecules with the empiric function (sometimes called
the S-function) usually employed to describe activated
adsorption

S0.Ei; 	; �; J/D A.�; J/

2

�
1C erf

�
En �E0.�; j/

W.�; j/

��
:

(32.7)
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Fig. 32.2 (a) Dependence of the parameters E0 and W on rotational quantum number for H2 with � D 0 and � D 1
desorbed from Cu(111) at 925K. The lines are quadratic fits to the points. (b) Quantum-state-specific adsorption proba-
bility functions for the same system. Curves are shown for J D 0, 2, 6, 8, and 10 for H2 in the fundamental � D 0 state
(continuous lines) and for � D 1 (dashed line) (Reprinted from [32.24], with the permission of AIP Publishing)

Here, E0.�; j/ estimates the adsorption barrier, de-
fined as the translational energy required for the ad-
sorption probability of molecules in state .�; j/ to reach
half its maximum value, W.�; j/ is a parameter that
measures the steepness of the function (intuitively, the
energy width of the adsorption barrier), and A.�; J/ is
the saturation value of S0 at high translational energy,
again for molecules in state .�; j/.

The results of this experiment are summarized in
Fig. 32.2. The adsorption barrier E0 is significantly
lower for � D 1 than for � D 0, indicating that vibra-
tionally excited molecules require less kinetic energy to
stick.

The dependence of E0 on J is more complex: for
H2 in the fundamental vibrational state � D 0, E0 rises
with increasing J for J lower than 4 but falls steeply
as J increases from 4 to 10. Quite similar results were
obtained for D2=Cu(111) [32.25]. These results indi-
cate that the amount of translational energy needed to
surmount the adsorption barrier increases with increas-
ing J at low J but decreases with increasing J at high
J. At low J, the molecules are very sensitive to the
anisotropy of the potential energy surface, so that for
J � 4 steric orientational effects dominate: the amount
of time the reactants can remain in the preferred con-
figuration during the reactive collision decreases with
increasing J, thus inhibiting the occurrence of dissocia-
tive adsorption. For J 	 5, on the contrary, the energy
effect dominates: the increasingly effective conversion
of rotational into translational energy during the re-
active collision increases the sticking probability by
effectively increasing the collision energy.

By using the same experimental setup, it was also
possible to obtain information on the alignment of
D2 molecules desorbing off Cu(111). By rotating the
polarization of the probe light so that it was either par-
allel or perpendicular to the surface normal vector z
and by recording the intensities of the detected sig-
nal for these two polarizations as a function of arrival
time at the detector, the degree of alignment of the
desorbing molecules as a function of velocity was de-
termined [32.26]. This result is shown in Fig. 32.3.

This figure shows that the probability for the forma-
tion of molecules with axis perpendicular and parallel
to the surface are different and that this difference is
large for large arrival times (corresponding to slow
molecules) but approaches zero for short arrival times
(fast molecules). The right panel shows a polar plot
of the classical probability distribution of the angle 	
between the angular momentum vector and the sur-
face normal vector. Note that 	 D 0;   corresponds to
helicoptering motion, while 	 D  =2 corresponds to
cartwheeling motion.

Thanks to detailed balance, such information about
the preferred alignment in desorption provides infor-
mation about the dependence of S0 on alignment. At
the lowest kinetic energy, only those molecules oriented
close to the minimum-energy configuration in the tran-
sition state can dissociate. As the kinetic energy of the
incident D2 is increased, molecules with a wider range
of alignments are able to dissociate, and the steric prefer-
ence decreases, in agreement with these measurements.
The observed helicoptering alignment of the recombi-
native desorption products observed here indicates that
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Fig. 32.3 (a) Alignment-sensitive
time-of-flight spectra of specific
quantum states of D2.�; J/ formed
by recombinative desorption from
Cu(111) for (a) D2.� D 0; J D 11/ and
(b) D2.� D 1; J D 6/. Measurements
with the polarization of the probe
laser perpendicular (
) and parallel
(+) to the surface normal are shown.
(b) Polar plot of P.	/, the classical
probability distribution of the angle
between the D2 angular momentum
unit vector J and the surface normal
unit vector z. The dotted and solid
curves correspond to the minimum
and maximum alignment observed
at high and low kinetic energy,
respectively (From [32.26]. Reprinted
with permission from AAAS)

incidentD2 dissociatively adsorbswith the highest prob-
ability when it collides with its bond parallel to the
surface. The dependence of the alignment on energy
indicates that this steric preference is strong at low trans-
lational energies (0:3 eV) but decreases rapidly with
increasing translational energy to nearly zero at 0:8 eV.

A similar indirect approach has also been employed
to investigate larger molecules such as the interaction of
N2 with W(110) [32.27] and N2 with Ag(111) [32.28,
29].

32.1.2 Effect of the Average J
on the Sticking Probability

The first direct investigations of the effect of J on
the adsorption probability were carried out by com-
paring its initial value S0 for rotationally cold and hot
molecules. Molecules at the end of the supersonic ex-
pansion are typically rotationally cold, especially when
they are seeded in inert carriers and when the nozzle
is operated at room temperature or below. Rotationally
hotter molecules, i.e., molecules with a higher aver-
age J, can be obtained by operating the nozzle source
at a sufficiently high temperature TN. When using hy-
drogen, due to the large separation between subsequent
rotational levels, it is possible to change TN and dis-
tinguish between the sticking probability of molecules
with close J values. On the contrary, when using larger
molecules, for which the separation of rotational levels
is much lower, only a semiquantitative result distin-
guishing between low and high J values is possible by
such methods.

Comparing the existing literature, we conclude that
there is not a general trend in the effect of rotational en-
ergy on the adsorption probability. As shown above for
H2=Cu(111), the rotational energy has a nonmonotonic
effect on the adsorption barrier and thus on the resulting
sticking probability; however, even for systems without
any adsorption barrier, different behaviors have been re-
ported.

As shown in Fig. 32.4, there exist systems (i.e.,
O2=Ni(111), N2=W(100), CO=FeSi(100) [32.30]) for
which the sticking probability depends only on the
translational energy but is independent of the amount
of available rotation energy.

O2=Ni(111) is a complex adsorption system. At
low kinetic energy, the sticking probability is strongly
temperature dependent and increases with decreasing
kinetic energy at low temperature, indicating the exis-
tence of a precursor-mediated adsorption path. At high
kinetic energy, S is nearly independent of temperature
and increases with increasing kinetic energy, indicating
the existence of a second, activated adsorption path. The
sticking probability depends, however, only on the ki-
netic energy: it does not matter, for this system, whether
its value has been attained by just increasing the nozzle
temperature (and with it the average rotational quan-
tum number) or, alternatively, by changing the seeding
ratio (and thus without any significant change in the av-
erage rotational quantum number). In conclusion, the
rotational energy does not seem to affect S0 for O2 on
Ni(111) within experimental sensitivity.

A similar situation occurs for adsorption of N2 on
W(100): S decreases with increasing kinetic energy as
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expected for a nonactivated adsorption system. As for
O2=Ni(111), the data points obtained at different noz-
zle temperatures (for which a different average J is
expected) and the data obtained with different mixtures
but at the same nozzle temperatures (for which the same
or at least close J values are expected) fall on the same
curve, thus again indicating a negligible effect of the ro-
tational excitation on the adsorption probability [32.30].

However, there are also systems (i.e., H2=Pt(110)
[32.31], C2H4=Ag(100) [32.2]) for which the rotational

energy has an adverse effect on adsorption and effec-
tively suppresses the sticking probability.

As shown in Fig. 32.5, the sticking probability for
H2=Pt(110) decreases slowly with increasing kinetic
energy and, more interestingly here, with increasing J.
A similar result was obtained for a completely different
system, viz. C2H4=Ag(100). The low adsorption energy
indicates that most of the molecules are physisorbed. It
is clear that, at the same kinetic energy (� 0:4 eV), S0
is lower for rotationally hot molecules (< J >� 8˙ 4,
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obtained using a beam of C2H4 at TN D 900K) than for
rotationally cold molecules (< J >� 1˙1, obtained by
seeding ethene in He and keeping the nozzle at RT).
In such cases, the presence of rotational energy effec-
tively suppresses the sticking probability, favoring the
backscattering of the molecule into the gas phase.

A similar result has been obtained for H2 and D2

on Pd(111) [32.32]. We can speculate that the key pa-
rameter is the efficiency of conversion of the existing
rotational energy into translational energy. When this
mechanism is effective, i.e., in the presence of a sig-
nificantly corrugated interaction potential, the presence
of rotational energy may favor adsorption in activated
systems but disfavor it in nonactivated ones. When the
conversion of rotational into translational energy is not
effective, a sticking probability independent of the aver-
age rotational quantum number is found, independently
of whether an adsorption barrier exists or not.

Such independence of S0 from J can also occur as
a consequence of strong steering: in the latter case,
the molecule is attracted towards the adsorbed state,
thus losing memory of its initial rotational state. Fi-
nally, we want to mention the intriguing results reported
for the physisorption of hydrogen at very low tempera-
ture, where the adsorption probability is expected to be
highest at low kinetic energy. Under such conditions,
however, the rotational energy can be comparable to the
kinetic energy, due to the larger separation between ro-
tational levels for H2 (and D2), thus giving rise to a more
complex phenomenology.

Due to the symmetry with respect to permutation
of its nuclei, the rotational quantum number (J) of H2

cannot be fixed independently of the total nuclear spin I.
Because of this, molecules with even J must have I D 0
(i.e., so-called para-H2), while when J is odd, I D 1 (so-
called ortho-H2). Such isomers appear in normal H2 gas
(n-H2) in the proportion 1 W 3.

The reasons for the existence of a preferred ori-
entation in such a weakly physisorbed system are
still debated [32.33]. It is interesting to underline that
molecular hydrogen physisorbed on smooth metal sur-
faces such as Ag(111) and Cu(100) behaves as a nearly
free rotator [32.34].

Figure 32.6a shows measurements revealing the de-
pendence of the initial sticking probability for n-H2 and
p-H2. Resonances are clearly present in S0 [32.35] for
para-H2, characterized by four times more molecules
in even J states with respect to n-H2. According to
Andersson et al., three different kinds of resonances
can occur: (i) rotation-mediated selective adsorption
(RMSA) resonances, (ii) corrugation-mediated selec-
tive adsorption (CMSA) resonances, and (iii) combined
resonances involving both rotation and corrugation, i.e.,
corrugation- and rotation-mediated selective adsorption
(CRMSA).

RMSA involves rotational excitation but no diffrac-
tion (gjj D 0) and is indicated by

�
j! j0

n

�
;

where n is the bound state level involved; CMSA in-
volves a specific lattice vector (gjj ¤ 0) and is indicated
by

�
hk
n

�
:

CRMSA involves both rotational excitation and diffrac-
tion and is specified by

�
hk; j! j0

n

�
:

For the system shown in the figure, the resonances
are of two kinds: RMSA, j! j0, 0! 2 (44:1meV) and
CRMSA, j! j0, 0! 2, and g(10). The peak at 24meV
appears to be dominated by CRMSA.

In Fig. 32.6b, the resonance-enhanced multiphoton
ionization (REMPI)-temperature-programmed desorp-
tion (TPD) spectra for the two isomers are shown. It
is apparent that the desorption temperatures are not
the same, with para-H2 starting to desorb first. The
TPD spectra show the first-order desorption with Ed D
.28˙ 2/meV for ortho-H2 (J D 1) and .26˙ 2/meV
for para-H2 (J D 0). The difference in the desorption
features can be ascribed to the anisotropic physisorp-
tion potential, where the perpendicular orientation is
preferred over the parallel orientation.

This difference in adsorption energy is not pe-
culiar to the H2=Ag(111) system. Indeed, different
desorption temperatures have also been observed for
D2=ice [32.36], where again molecules in the state
J D 1 are more strongly bound. Note that, for D2, the
more strongly bound species, i.e., the one with rota-
tional state J D 1, corresponds to para-D2.

The inversion with respect to H2 is due to the fact
that the nuclei of this molecule consist of protons (with
semiinteger spin) while D2 consists of deuterons (with
spin 1); the total wavefunction of H2 must thus be an-
tisymmetric with respect to permutation of the nuclei,
while the wavefunction of D2 must be symmetric under
the same operation [32.37].

32.1.3 State-Selected Molecular Beam
by Electrostatic Hexapole

The Stark effect was studied in the 1950s [32.6] for var-
ious kinds of molecules, and its application to obtain fo-
cusing and orientation started about 50 years ago [32.7–
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9]. Since then, molecular orientation effects have been
studied in several chemical reactions [32.11, 13]. Re-
cently, beam focusing and manipulation of a molecule
using the Stark effect, the so-called hexapole technique,
have been applied in a sophisticated way to excited CO
molecules, OH radicals, NH3, etc. [32.38–40]. Several
groups have employed the hexapole technique in sur-
face science studies.

NO is a simple molecule which has been studied
most extensively regarding the stereodynamics of sur-
face processes with and without a hexapole technique.
Clear molecular orientation effects depending on the
strength of the molecule–surface interaction were found
in the scattering of NO from metal surfaces [32.12,
41–44]. The first demonstration of oriented NO scat-
tering from a surface was carried out on NO=Ag(111),
a weakly bound system [32.41].

The angular distribution of the scattered NO in
Fig. 32.7 demonstrates that the adsorption probabil-
ity is higher if the molecule approaches the Ag(111)
surface with the O-end closer to the surface than the N-
end. These results can be understood based on a strong
anisotropic or orientation-dependent repulsion, result-
ing in preferential, rotationally mediated, adsorption for
O-end incidence conditions [32.12].

While O-end incidence favors rotationally me-
diated adsorption for the weakly interacting system

ON

NO

–60°

–30°
0°

30°

60°

Fig. 32.7 Angular distributions for direct scattering of ori-
ented NO from Ag(111) (after [32.41])

NO=Ag(111) [32.12, 41], the N-end approach is fa-
vored for the strongly interacting NO=Pt(111) sys-
tem [32.43, 44]. The highly reactive preference for the
N-end approach was also observed in other strongly
adsorbed systems, such as NO=Al(111) [32.45],
NO=Ni(100) [32.46], and NO=Pt(100) [32.47]. Even
for a semiconductor surface such as Si(111), the N-end
approach promotes the occurrence of surface reac-
tions [32.48].

The hexapole technique can also be applied for ori-
enting more complex polyatomic molecules such as
N2O [32.50] and CH3Cl. Systematic studies of scat-
tering of oriented alkyl halide molecules from highly
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Table 32.1 Experimental results of steric effects in molecule–surface scattering ([32.49], © Elsevier 1989)

Molecule Neat
(low Ei)

He seeded
(high Ei)

Steric effect
sign and magnitude

Preferred orientation

CH3F � CM CH3CF� : : :Gr
CH3Cl � � CM CH3CCl� : : :Gr
CHF3 � � � S �F3CHC : : :Gr
CHCl3 � �W �Cl3CHC : : :Gr
.CH3/3CCl � CM C.H3C/3CCl� : : :Gr
.CH3/CCl3 � �W �Cl3CCH3C : : :Gr
.CH2/Cl2 � �W* �Cl2CH2C : : :Gr
CClF3 � �W �F3CClC : : :Gr
CFCl3 � CW CCl3CF� : : :Gr
CH3NO2 � �M �O2NCH3C : : :Gr
CH3OH � CM CH3COH� : : :Gr
CH3CN � �W �NCCH3C : : :Gr
.CH3/3N � �W CN.H3C/3C : : :Gr

Molecule Neat
(low Ei)

He seeded
(high Ei)

Steric effect
sign and magnitude

Preferred orientation

CH3F � CM CH3CF� : : :Gr
CH3Cl � � CM CH3CCl� : : :Gr
CHF3 � � � S �F3CHC : : :Gr
CHCl3 � �W �Cl3CHC : : :Gr
.CH3/3CCl � CM C.H3C/3CCl� : : :Gr
.CH3/CCl3 � �W �Cl3CCH3C : : :Gr
.CH2/Cl2 � �W* �Cl2CH2C : : :Gr
CClF3 � �W �F3CClC : : :Gr
CFCl3 � CW CCl3CF� : : :Gr
CH3NO2 � �M �O2NCH3C : : :Gr
CH3OH � CM CH3COH� : : :Gr
CH3CN � �W �NCCH3C : : :Gr
.CH3/3N � �W CN.H3C/3C : : :Gr
Uncorrected raw data results: C indicates positive steric effect, � negative steric effect. W, M, and S indicate weak, medium, and
strong effect, respectively. * very small effect

oriented pyrolytic graphite (HOPG) were performed in
the early 1990s, and it was concluded that the steric ef-
fects depend on the alkyl chains and the halogens of the
alkyl halide molecules [32.49, 51–53].

The obtained results are summarized in Table 32.1.
They demonstrate the existence of steric effects for
various polyatomic molecules having more degrees of
freedom than NO. The alkyl halide molecules interact
weakly with HOPG. The sign of the steric effect (with
respect to the direction of the dipole vector relative to
the surface normal) differs from one case to another.
The negative end of the molecule sticks preferentially in
some cases, while the positive end is preferred in oth-
ers. Thus, the origins of the steric effects in the weak
interaction of polyatomic molecules with surfaces have
not been clarified yet.

The role of molecular orientation in the adsorp-
tion of CH3Cl on strongly interactive Si(100) [32.54–
56] and weakly interactive Si(111) [32.57] and
HOPG [32.49, 52, 58, 59] has been intensively studied,
revealing that the Cl-end collision is the favored one.

Here, we review the principles of focusing and
orientation by using an electrostatic hexapole and a uni-
form field in front of the crystal surface. Since detailed
reviews have already been published [32.12, 21, 60,
61], we briefly describe here the focusing of CH3Cl,
a typical symmetric-top molecule with a large dipole
moment, 6:24�10�30 Cm, which can be state selected
and focused by a hexapole technique as explained be-
low [32.62].

The experimental setup at Osaka University in
Japan is shown schematically in Fig. 32.8. The ap-
paratus consists mainly of three parts. The first part
contains the nozzle and buffer chamber, generating

a pulsed supersonic molecular beam (PSSMB). The
second part contains the hexapole state selector with
a beam stop and guiding electrodes. The third part
hosts the ultrahigh-vacuum (UHV) chamber for analyz-
ing surface-reaction processes. Detailed descriptions of
such apparatuses are available elsewhere [32.62].

32.1.4 Rotational State Selection

The force exerted by the electric field E on molecules
possessing a permanent dipole, 
el, inside the electro-
static hexapole is radial and follows the derivatives of
the Stark energy UStark [32.6]. The interaction energy
UStark of a symmetric top molecule depends on the to-
tal angular momentum J and its projections onto the
body-fixed molecular axis (K) and onto the space-fixed
axis defined by the electric field (M). The force due
to the inhomogeneous field of the state selector equals
the derivative of the interaction energy UStark with re-
spect to the radial distance r from the hexapole central
axis

Fr D�dUStark

dr
D �el

KM

J.JC 1/

dE

dr
: (32.8)

Here, J, K, and M are the quantum numbers corre-
sponding to J, K, and M, respectively; B, h, and c are
the rotational and Planck constants, and the velocity of
light, respectively; � is the angle formed by 
el and E.
The values of �el and E stand for j
elj and jEj, respec-
tively. The force remains radial because the azimuthal
angular derivative dUStark=d� vanishes for a linear Stark
effect in a hexapole field.
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Fig. 32.8 Schematic top view of the oriented molecular beam line and surface-reaction analysis chamber (PV: pulsed
valve, SK: skimmer, C: beam collimator, HP: hexapole device, BS: beam stop, GE: guiding electrode, OE: orientation
electrode, HOPG: KW flag and SA: sample) (Reproduced from [32.62]. Copyright © 2005 The Japan Society of Applied
Physics)
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Fig. 32.9a,b Focusing curves for (a) CH3Cl (25%)/Ar, and (b) CH3Cl(25%)/Kr. The open circles and full lines indicate
the measured and simulated focusing curves, respectively. Peak A and B in each panel correspond to the states jJKMi D
j111i and j212i (Reproduced from [32.54]. Copyright © 2005 The Japan Society of Applied Physics)

For a field ED 3V0r2=R2 in the hexapole state se-
lector, the force is

Fr D�dUStark

dr
D 6�elV0

R3

KM

J.JC 1/
r ; (32.9)

where V0 is the absolute value of the voltages applied
to the hexapole. The negative and positive voltages are
applied to every other pole of the hexapole; R is the
radius of the circle inscribed within the surfaces of the
rods. From 32.9 it follows that, for states with a positive
Stark effect (i.e., KM < 0), Fr < 0 and the molecule will
be deflected towards a region with low field strength
on the axis of the PSSMB. This force shows a lin-
ear dependence on r, thus the motion of the CH3Cl
molecules focused using the hexapole deflector is si-
nusoidal. The molecule moves at a uniform velocity

along the hexapole axis. Thus, by adjustingV0, the focal
length of the molecule can be controlled.

The state selection achieved using the hexapole is
primarily verified by measuring the intensity IB with the
quadrupole mass spectrometer (QMS) as a function of
voltage on the rods of the hexapole, obtaining the so-
called focusing curve. By tuning the hexapole voltage,
optimal focusing is easily achieved in the signal IB on
the detector.

Figure 32.9a,b shows the focusing curves for
PSSMBs with Ei D 120 (CH3Cl (25%)/Ar SSMB) and
65meV (CH3Cl (25%)/Kr SSMB) impinging directly
upon the QMS, respectively. Here, the intensity IB is
plotted as a function of the absolute value of the volt-
ages applied to the rods of the hexapole. There are
several peaks in the focusing curves shown in Fig. 32.9.
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To assign the peaks to the correct rotational states,
trajectory simulations of CH3Cl molecules were per-
formed [32.62]. As a result of such simulations, peak
A and B in Fig. 32.9 can be assigned to jJKMi D j111i
and j212i states, respectively.

32.1.5 Orientation

Molecules in a single KM state become oriented in
a uniform electric field. Such a field is applied to ob-
tain a beam of preferentially oriented CH3Cl molecules.
When a state-selected beam is introduced adiabatically
into a uniform electric field, the orientation distribution
for a molecule with the rotational state can be expanded
into a series of Legendre polynomials Pn.cos �/ [32.63]

PJKM.cos �/D 2JC 1

2

2JX

nD0
Cn.JKM/Pn.cos �/ :

(32.10)

Here, the coefficient Cn is given in the 3j symbolic de-
scription and � is the angle between the orientation
field and the permanent dipole of CH3Cl. In real ex-
periments, it is not feasible to select only a single state
of molecules. Thus, the orientation distribution of the
state-selected molecules can be described as the sum
over the individual states weighted by the population of
each state. As a result, the orientation distribution func-
tion WV.cos �/ at a given hexapole voltage V0 can be
obtained once we know the distribution WV.JKM/ of
the jJKMi states at V0 [32.64]

WV.cos �/D
X

JKM

PJKM.cos �/WV.JKM/ ; (32.11)

where PJKM.cos �/ is given in (32.10).
Based on the simulation, we can obtain the state

distribution function WV.JKM/ of the jJKMi states at
fixed V0, and thus the orientation distribution function
WV.cos �/ in (32.11). The obtained WV.cos �/ for the
120meV CH3Cl SSMB are shown in a polar plot for
the Cl-end distribution, together with the random orien-
tation distribution, in Fig. 32.10. NP1 and NP2 correspond
to the average orientation and alignment, respectively.
The Legendre moment Pn D Pn.cos �/ of W.cos �/ for
the j111i state at 120meV is determined as follows,
taking the state purity into consideration: NP0 D 1, NP1 D
0:47, and NP2 D 0:06, the higher terms being negligibly
small.

For j212i at Ei D 120meV, the moments NPn of
W.cos �/ are NP1 D 0:33 and NP2 D 0:11, respectively.
When we reverse the electric field, the distribution cor-

H
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0°180° ClC
E H

H+ –

Fig. 32.10 Polar plots of orientation distribution for CH3Cl
j111i (red) and j212i (blue), estimated from the experi-
mental focusing curve. The Cl-end distribution of CH3Cl is
shown in the case of the indicated electric field. The black
circle around the center corresponds to the random orienta-
tion distribution (Reprinted with permission from [32.54].
Copyright (2005) by the American Physical Society)

responds to the CH3-end distribution.WV.cos �/ for the
65meV SSMB was reported in [32.55, 62].

32.1.6 Molecular Orientation Effects of CH3Cl
on Surfaces

By using such a state-selected and oriented beam, we
can measure the rotational state dependence and molec-
ular orientation dependence of the molecular sticking
probability on surfaces [32.54, 56, 60, 61].

Figure 32.11 shows the Ts dependence of
SCl=Srandom and SCl=SCH3 for the j111i incidence
(black open and solid circles) at Ei D 120meV. SCl,
Srandom, and SCH3 are the initial sticking probabilities
(S0) for the Cl-end, the random orientation, and the
CH3-end incidence, respectively. Above 280K, an
obvious orientation effect appears and its onset agrees
well with the decrease of Srandom.

It is quite interesting that, when the surface is ex-
posed to molecules in the j212i state (Fig. 32.10), no
similar orientation effects are observed, as shown in
Fig. 32.11. The steric effect observed for the j111i
state strongly couples with the desorption off the po-
tential well of the precursor state. Desorption occurs
under nonequilibrium conditions before the molecule
can thermalize in the precursor state, dissipating energy
by phonon and/or electron–hole pair excitations.
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Fig. 32.11 Ts dependence of SCl=Srandom and SCH3=Srandom
for CH3Cl (full and open circles, respectively) and
(full and open squares, respectively) incident at Ei D
120meV (Reprinted with permission from [32.54]. Copy-
right (2005) by the American Physical Society)

For the j212i incidence, the first Legendre moment,
corresponding to the orientation in the Legendre expan-
sions of W.cos �/, is smaller than that for the j111i
state. Moreover, as is apparent from the orientation
distribution function shown in Fig. 32.10, the average
orientation of the j212i state is closer to the stable pre-
cursor geometry and thus the steric effect is smeared out
by the steering effect in the attractive well of the precur-
sor state. We expect an effect of alignment for the j212i
state due to the larger contribution of the second Leg-
endre moment: this may account for the small offset of
the data from 1 observed for the j212i state.
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Fig. 32.12a,b Ts dependence of SCl=S0 (full circles) and SCH3=S0 (open circles) for the j111i (a) and j212i (b) states at
an incident energy of 65meV. The value of 1 corresponds to no steric effects (Reprinted with permission from [32.55].
Copyright (2008) American Chemical Society)

Figure 32.12 shows the Ts dependence of SCl=S0
(full circles) and SCH3=S0 (open circles) for the j111i
(upper panel) and the j212i (lower panel) states at
an incident energy of 65meV. At variance with the
results obtained at a kinetic energy of 120meV for
CH3Cl incidence, when the kinetic energy is lowered
to 65meV, no clear orientation effects are observed for
both the j111i and j212i states within experimental er-
rors across the whole range of Ts. Steric effects thus
disappear when lowering the kinetic energy, suggesting
that strong steering effects reorient the slowly moving
molecule into a more favorable orientation.

The steric effects in a shallow potential well (such
as a precursor well) are confirmed in the scattering of
CH3Cl from HOPG [32.58, 59] and Si(111) [32.57].
Figure 32.13 shows the molecular orientation depen-
dence of the TOF spectra for oriented 320meV CH3Cl
incidence at 	i D 45ı (the detector being at 	s D 45ı)
on the Si surface at 300K. Clearly, the scattering inten-
sity for the CH3-end collision is higher than that for the
Cl-end collision at both temperatures. This result agrees
well with the result obtained for HOPG.

In Fig. 32.13, the top panels also demonstrate that
the molecular orientation effect appears in direct in-
elastic scattering. The profile of the difference spec-
trum between the CH3-end and Cl-end collisions is in
good agreement with the direct inelastic components
obtained from the TOF spectra in an experiment per-
formed for random incidence conditions. The higher
trapping probability observed for the Cl-end collision
on Si(111) is consistent with the molecular orientation
dependence of the initial sticking probability reported
for CH3Cl on Si(100).
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Fig. 32.13 (a) The difference (red line) of the TOF spectra
in (b). The solid blue line corresponds to direct inelas-
tic scattering. (b) Molecular orientation dependence of
the TOF spectra at 	s D 45ı for the CH3-end (red line)
and Cl-end (blue line) approaches for a kinetic energy
of 320meV and CH3Cl incidence on Si(111) at 	i D 45ı
and Ts D 300K. (Reprinted with permission from [32.57].
Copyright (2010) American Chemical Society)
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Fig. 32.14 Schematic diagram of experimental apparatus used for alignment- and spin-resolved O2 sticking studies
(Reprinted from [32.23], with permission from Elsevier)

32.1.7 Alignment of O2 by a Magnetic
Hexapole

Kurahashi et al. developed a highly purified single spin-
rotational state-selected (.J;M/D .2;2/) O2 beam by
combining a supersonic oxygen beam with a magnetic
hexapole field. The hexapole magnet is described in
detail in previous reports [32.23, 65], so only a brief
description is provided here. The strength of the inho-
mogeneous field B.r/ at a radial distance r in the gap
between the poles of a hexapole magnet is given by

B.r/D B0
r

r0
; (32.12)

where r0 is the Bohr radius and B0 is the field strength
at r D r0. A molecule with an effective magnetic mo-
ment 
eff feels a deflection force towards the axis if
�eff D j
effj< 0, but away from the axis if �eff > 0.
The force F.r/ can be expressed as follows if �eff is
field independent

F.r/D 2�eff
B0

r20
r : (32.13)

This deflection force causes harmonic oscillation of
a particle with �eff < 0 and provides focusing of single
rotational states of a molecule.

Figure 32.14 shows a schematic diagram of the
apparatus used for the sticking probability measure-
ments using state-resolved O2. The beam line pro-
ducing a state-selected O2 consists of a beam source,
a hexapole magnet, a spin flipper, and a Stern–Gerlach
analyzer. The O2 beam with .J;M/D .2;2/ is gener-
ated by preparing a supersonic rotationally cold O2
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Fig. 32.15a–c Time evolution of
sticking probability measured for
a vicinal Si(100) surface at trans-
lational energy of 0:25 eV while
alternating two of the three geome-
tries shown in the inset. The dimers
formed between two surface Si atoms
are shown as short bars (Reprinted
from [32.66], with the permission of
AIP Publishing)

beam and selecting the (2,2) state of O2 using the
magnetic hexapole technique. Using this approach, con-
trol of both the molecular alignment and the spin
direction relative to the magnetic field (H) can be
achieved [32.23, 65–69].

Since the O2 molecular axis of .J;M/D .2;2/ is
dominantly perpendicular to the applied H direction,
three different geometries can be realized by con-
trolling the H direction at the sample, as shown in
Fig. 32.15a–c.

By using such a state-selected molecular beam
technique, the sticking probability for O2 on Si.100/-
.2� 1/ for different geometries of impingement was
measured and a clear dependence of the sticking proba-
bility on the molecular alignment found [32.66]. The
sticking probability is highest for the helicopter-like
(HE) geometry (Fig. 32.15a), demonstrating the high
preference for the side-on collision in dissociative
adsorption. The two cartwheel-like (CW) geometries
(Fig. 32.15b,c) reveal, on the other hand, the azimuthal

dependence of the sticking probability, where O2 is
more reactive when its axis is perpendicular to the Si
dimer [32.66].

Kurahashi and Yamauchi also measured the align-
ment dependence of the sticking probability of O2 on
Al(111) [32.68]. They clarified that O2 reacts with its
axis nearly parallel to the surface at kinetic energy
< 0:2 eV and concluded that the abstraction process,
which occurs when the O2 axis is perpendicular to the
surface, is a minor event at low kinetic energy.

The effect of spin in the dissociative adsorption
of O2 on a Ni(111) film was demonstrated by the
same research group by using a state-selected molecular
beam [32.69]. It was found that the sticking probability
strongly depends on the relative spin directions of the
Ni surface and the incoming O2 in Fig. 32.16 and in
particular that O2 dissociates more efficiently when its
spin is antiparallel to the majority spin direction of the
Ni(111) film, a result relevant for spin-controlled sur-
face chemical reactions.
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Fig. 32.16 (a) Control of the O2 spin direction by the
defining magnetic field. (b) Spin-dependent O2 adsorption
on a Ni(111) film surface. The adsorption probability is
changed when the O2 spin direction relative to the ma-
jority spin direction of the Ni film (SM) is alternated. No
spin-dependent effect is observed for O2 adsorption on
a nonmagnetic W(110) surface (Reprinted with permission
from [32.69]. Copyright (2015) by the American Physical
Society)

32.1.8 Collisional Alignment

Alignment and consequent molecular polarization
can be induced by collisions in environments with
anisotropic velocity distributions or temperature gra-
dients. The occurrence of collisional alignment was
firstly evidenced long ago in connection with the
study of gaseous transport phenomena of paramagnetic
molecules such as O2 [32.70–72]. Subsequently, Been-
akker et al. demonstrated that this phenomenon is com-
mon to nearly all diatomic gases, including diamagnetic
molecules [32.73]. Collisional alignment in molecular
beams, from supersonic nozzle sources, was anticipated
by Ramsey [32.74] and first reported by Steinfeld, Kor-
ving, and coworkers [32.75, 76] in the 1970s.

The discovery of the dependence of the de-
gree of alignment on the final speed for O2 seeded
in He [32.77], for N2 [32.78], benzene [32.79],
ethene [32.80], and acetylene [32.81], made it possible
to perform experiments using aligned molecules both
in the gas phase [32.82, 83] and at surfaces [32.84–90]
by exploiting the velocity dependence of the collisional
alignment [32.91, 92]. By seeding a few percent of such
molecules in He (or Ne), hyperthermal beams are ob-
tained.

Molecules in the beam are rotationally cold, due to
the efficient energy transfer from the rotational degrees
of freedom into translational energy made possible by
the large number of collisions taking place in the nozzle
region under the conditions of supersonic expansion.
Notably, the low-speed tail of the velocity distribution
has a statistical distribution of alignments, while the
high-speed tail consists mainly of molecules in low-
helicity states [32.93]. Molecules in orientations and
rotational states that present a large collision cross sec-
tion when viewed along the beam direction undergo
a larger number of collisions during the supersonic ex-
pansion and thus end up with higher kinetic energy
(fast tail), while the slowest molecules, which have
undergone a smaller number of collisions, show no
preferential alignment.

The strong dependence of the degree of alignment
on velocity enables the use of a mechanical chopper
(velocity selector) to select molecules in the slow or fast
tail and to use them for gas-phase as well as adsorption
experiments [32.94].

We have considered two different sets of systems:

a) Molecularly chemisorbed systems (such as C2H4=
O2=Ag(001) [32.84, 87], C3H6=Ag(001) [32.86],
C2H4 on C-contaminated Cu(410) [32.21], C2H4=
Pd(100) [32.92])

b) Dissociative adsorption reactions (O2 adsorption on
bare and CO-precovered Pd(100) [32.85, 88–90],
O2=Ag(001) [32.21].

A typical experiment is shown in Fig. 32.17. The
slow tail (ST in the following) or the fast tail (FT
in the following) is selected using an appropriately
designed mechanical velocity selector. The degree of
alignment for C2H4 as a function of velocity was
obtained by scattering experiments with an inert gas
target in Perugia using a high-resolution velocity se-
lector. The selector used for adsorption studies has
a lower resolution since a higher intensity is required
to measure the sticking probability directly using the
retarded reflector method of King and Wells. The con-
centration of CW estimated for the two-disk velocity
selector operating in Genoa is 0:42˙ 0:03 for the ST
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Fig. 32.17a–f KW traces (a–c) and S.�/ curves (d–f) showing the results of ethene uptake experiments on O2-
precovered Ag(100). Different O2 precoverages and C2H4 translational energies are reported (Reprinted from [32.21],
with permission from Elsevier)

of the velocity distribution and 0:67˙ 0:05 for the
FT.

Figure 32.17a–c shows the ethene partial pressure
as a function of time for three different conditions. In
all cases, the molecular beam enters the main chamber
at t� 20 s, thus causing an increase in the quadrupole
mass signal. As explained in the introductory para-
graph, it is possible to obtain the coverage � by
integrating S.t/ over time, thereby obtaining S.�/. The
result is shown in Fig. 32.17d–f. Inspection of the ex-
perimental data clearly shows that:

a) The initial sticking probability S0 is independent of
the polarization, being the same for ST and FT

b) With increasing surface coverage, a stereodynami-
cal effect sets in above a certain coverage, which
depends on the amount of preadsorbed oxygen
molecules.

Above such ethene coverage, the sticking probabil-
ity is higher for ST and FT, indicating that helicopter-
ing molecules have a higher sticking probability than
cartwheeling ones. We can thus safely conclude that,
at the kinetic energies probed here, the interaction be-
tween ethene and the bare surface is not affected by
the alignment of the impinging molecule. The same
results have also been obtained for C3H6=Ag(001)

and C2H4=C-Cu(410), thus indicating that the addi-
tional surface corrugation introduced by the presence of
a preadsorbed species or by a regular array of steps is
not sufficient to cause an observable effect of rotational
alignment on the initial sticking probability. Possibly,
despite the weakness of the bond, steering forces are
still strong enough to suppress rotational effects in the
low coverage limit, i.e., when only the interaction be-
tween the gas molecules and bare surface matters.

At higher coverage, a more complex scenario must
be considered. Evidently, impinging helicopters have
a higher chance to stick than cartwheels when they col-
lide with preadsorbed species. Since the heat of adsorp-
tion decreases with increasing coverage, the onset of the
stereodynamical anisotropy corresponds to the point at
which steering is no longer strong enough to suppress
the effect of the incoming alignment. The absence of
any effect at all coverages for C2H4=Pd(100) [32.92],
a more strongly bound chemisorption system with
ethene molecules in a ff-bonded configuration, fits well
with this picture.

Further consideration is needed regarding the rela-
tively high magnitude of the steric effect at relatively
low hydrocarbon coverage. If the anisotropy were to
arise directly from the interaction between aligned gas-
phase ethene and preadsorbed ethenemolecule, it would
not be possible to account for the huge difference in S of
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Pd(100) precovered with 0:17ML of CO (middle traces). The top traces show the signal due to CO2 production during
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ST and FT observed for example at 0:05ML at 0:12 eV
and low O2 precoverage. We must then conclude that
C2H4 molecules that are not scattered immediately af-
ter the first hit with the surface must remain temporarily
trapped as a mobile and nonthermalized precursor with
a memory of its initial alignment so that, in this condi-
tion, CWs have a higher chance of being scattered back
into the gas phase than HEs when colliding with already
chemisorbed flat-lying C2H4 molecules.

No stereodynamical effects on the sticking proba-
bility S were observed for O2=Ag(001) or O2=Pd(001)
(see Fig. 32.18 for �CO D 0): both its initial value and
its coverage dependence resulted the same for ST and
FT, within the attained experimental sensitivity [32.21].

When considering the interaction of O2 with CO-
precovered Pd(100), a more complex scenario is re-
vealed. As is apparent from Fig. 32.18, the initial stick-
ing probabilities S0 for ST and FT are quite different in
the presence of a significant CO precoverage (�CO D
0:17ML). In Fig. 32.18b, S0 is plotted as a function of
�CO at two different temperatures for ST and FT. It is
evident that:

a) S0 decreases with increasing �CO at both tempera-
tures.

b) S0 decreases more rapidly for ST than for FT. Since
FT has a higher fraction of cartwheeling molecules

(> 80%), this implies that cartwheeling molecules
have a higher sticking probability in the presence of
preadsorbed CO.

Point (a) is easily explained by the fact that, the
higher �CO is, the lower the number of free Pd sites
available for the oxygen adatoms resulting from the dis-
sociation of the incoming O2. The fact that cartwheels
have a higher sticking probability than helicopters at
nonvanishing �CO can be explained by considering in
detail the array of empty sites needed for the landing
and dissociation of helicoptering and cartwheeling O2.
A larger array is required for helicopters since, in a clas-
sical picture, their molecular axis is always parallel to
the surface, thus explaining the more rapid decrease of
S0 for ST than FT. The reader is referred to the original
papers for the details of themodel; herewe just underline
that it can account in a quantitative way for the experi-
mentally observed decrease (see lines in Fig. 32.18b).

A completely unexpected result was found for
�CO D 0:04ML (Fig. 32.19): despite the identical val-
ues of S0 for ST and FT, a remarkably higher CO2 yield
was found for ST than for FT, both at 313 and at 393K.
It is clear that at least part of the oxygen atoms result-
ing from the dissociation of helicopters and cartwheels
must end up at different sites to account for the observed
large difference in reactivity.
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Fig. 32.19 (a,b) CO2 yield and (c,d) O2 sticking probability as functions of time for O2 molecules from the ST (red
solid line) and FT (blue dashed line) on Pd(001) precovered with 0:04ML of CO at 313K (a,c) and 394K (b,d). The
traces for the CO2 yield are corrected for the different ionization factor, so that the intensities can be directly compared.
(e,f) Deconvoluted experimental XPD intensities of the O 2s level versus electron emission angle (dot-dashed lines)
for HE (f) and CW (e), compared with the theoretical fit using the model described in the text (continuous line). The
photon energy is 150 eV, and the detection direction is along the h110i azimuth (Reprinted with permission from [32.88],
© Wiley 2009)

X-ray photoelectron diffraction (XPD) experiments
were then performed following adsorption of O2 on
Pd(100) in the absence of CO. Due to the proxim-
ity of the O 1s line to the Pd line, the photoelectron
diffraction was performed for the O 2s line. The exper-
imentally measured angle dependence of the diffracted
intensity can be explained if the oxygen atoms result-
ing from the dissociation of the cartwheeling molecules
occupy octahedral subsurface sites while the oxygen
atoms resulting from the dissociation of helicopter-
ing O2 end up in fourfold hollow sites. Such as-
signments naturally account for the observed different
CO2 yield: since oxygen atoms occupying subsurface
sites cannot react with adsorbed CO, the amount of
CO2 produced when the FT of the velocity distribu-
tion impinges onto a Pd(100) surface with 0:04ML
of CO is due to the fraction of helicopters present in
FT.

A few experiments were also performed with higher
nozzle temperatures [32.90]. While for TN D RT, al-
most all molecules populate the state with K D 1, at
higher TN a non-negligible fraction of O2 populates
higher rotational states with K > 1. Unfortunately, no
experimental measurements of the degree of alignment
have been performed for TN > RT. However, it is safe
to assume that, with increasing TN, higher rotational
states start to be populated. Inspection of the O2 up-
take curves (Fig. 32.20) shows that molecules in higher
rotational states behave differently with respect to rota-
tionally cold ones with K D 1.

With increasing TN, the amount of reactive O atoms
produced with FT grows. This result indicates the
propensity for rotationally hotter molecules in FT (i.e.,
for rotationally hotter cartwheels) to dissociate, yield-
ing adatoms instead of oxygen atoms ending up at
subsurface sites. Conversely, the lower amount of CO2
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Fig. 32.20a–d Amount of CO2 produced [in ML of the Pd(100) surface] versus time for a surface precoverage of
�CO D 0:04ML (a,b) and for �CO D 0:17ML (c,d) for ST (a,c) and FT (b,d) while operating the source at different
TN (after [32.90])

produced by ST at higher TN might indicate that non-
reactive oxygen atoms are produced by the dissociation
of the rotationally hotter molecules in ST (i.e., by rota-
tionally hotter helicopters).

32.1.9 Laser-Based Methods

When using supersonic molecular beams, substantial
rotational cooling occurs, so that molecules populate
only low J states. Typical optical selection rules al-
low to change J only by 1 or 2 units, so that laser

pumping of supersonic molecular beams cannot easily
prepare molecules in states with predefined rotational
quantum number [32.96]. Most results about rotation-
ally hot molecules have indeed been obtained either
by substantial annealing the nozzle so that a signifi-
cant population of high rotational states may arise or by
comparing the results of adsorption experiments using
rotationally cold supersonic beams with effusive (i.e.,
rotationally hotter) beams.

As an example, we summarize here one of the few
laser experiments reporting the effect of the rotational
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tial pumping stage (FDC), second differential pumping stage SDC), and main surface analysis chamber (Reprinted
from [32.95], with the permission of AIP Publishing)

state on the adsorption probability. The experimental
setup is shown in Fig. 32.21.

Experimental results for methane excited from the
ground state � D 0 to the first excited state � D 1 of
the �3 antisymmetric CH stretching vibration are shown
in Fig. 32.22. The total fraction of molecules excited
in the beam is the product of the � D 0; J00 state pop-
ulation and the fractional excitation out of that state.
Populations of levels (� D 0) in the molecular beam
are calculated by scanning the infrared (IR) laser over
R.J00/ transitions for all the J00 (� D 0) levels present in
the beam, integrating the absorption signal, and normal-
izing for transition probability (see [32.95] for details).

The results for the initial sticking probability of vi-
brationally hot methane are shown in Fig. 32.22.

At first sight, rotational effects might be ex-
pected [32.18]; indeed, over the range of kinetic energy
(from � 0:1 to � 0:5 eV) and of J values (up to J D 3)
reported in that study, the timescale for rotation is com-
parable to the time the molecule spends in the effective
range of the surface interaction potential. However, for
this system, the initial sticking probability is indepen-
dent of the rotational state, at least up to J D 3 and
independently of the kinetic energy. On closer inspec-
tion, this result should not be surprising: adsorption of
methane on Ni(100) occurs dissociatively, and vibra-
tional excitation of the � D 3 mode is essential to obtain
a high sticking probability, so that the dependence of
the barrier on the rotational states (if present) becomes
irrelevant.

32.2 Effect of Vibrational Energy on S

It is useful to address briefly also the relative role
of kinetic and vibrational energy in determining the
adsorption probability of a gas species at a surface.
Polanyi suggested some simple rules to correlate the en-

ergy required for a chemical reaction and the shape of
the potential energy surface (PES). For the reaction

ACBC! ABCC (32.14)
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Fig. 32.22 (a) Initial sticking probability of methane on Ni(100) for � D 1 (�3) and different rotational states J D 0 (N),
J D 1 (�), J D 2 (�), and J D 3 (�) as a function of kinetic energy. (b) Initial sticking probability for � D 1 (�3) as
a function of J state for kinetic energy of 49 (�) and 30 kJmol�1 (�). Error bars show two standard deviations of
convoluted uncertainties (Reproduced from [32.97] with permission of The Royal Society of Chemistry)

of an atom A with a diatomic molecule BC, basically
two kinds of PES can be found (Fig. 32.23):

i) If the transition state separating the reactants from
the products is located in the entrance channel, i.e.,
where the BC bond length has not yet increased,
then a certain amount of kinetic energy is more ef-
fective than the same amount of vibrational energy
in promoting adsorption.

ii) If, on the contrary, the transition state is located in
the exit channel, then vibrational energy is more ef-
fective than kinetic energy.

These two ideal cases are often referred to as the
early and late barrier cases, respectively. The validity of
this idea was already confirmed in pioneering studies
on gas–surface interactions [32.99].

Figure 32.24 shows experimental data for the initial
sticking probability of D2 on Cu(111) as a function of
the kinetic energy associated with the motion in the di-
rection normal to the surface, i.e., the so-called normal
energy (E cos2 	 ). Sets of data recorded for different
nozzle temperatures TN are shown. It is apparent that,
at low normal kinetic energy, the sticking probability
is remarkably higher for the data points obtained at the
highest TN, even if the kinetic energy is the same. This
result indicates that both translational and internal en-
ergy play an important role in overcoming the barrier

to adsorption. The difference is due unambiguously to
the different internal energy content of the cold and hot
beams. Even if the molecules are both rotationally and
vibrationally excited, the enhancement of the adsorp-
tion probability was correctly ascribed to the vibrational
energy.

The use of laser methods has allowed detailed
investigation of the effect of vibrational excitation
on the sticking probability. By experimentally study-
ing the scattering probabilities of NO on clean and
oxygen-covered copper (111) surfaces, it was found
that highly excited (� D 13 and 15) NO molecules
adsorb on clean copper (111) with a probability as
high as 0:87, more than three orders of magnitude
greater than the adsorption probability for ground-state
NO [32.100].

It has even been shown [32.101] that highly vi-
brationally excited NO molecules can induce electron
emission off Cs-covered Cu(111). This result has shown
that, when the vibrational energy exceeds the surface
work function, direct conversion of vibrational energy
into electronic excitations can occur in surface scat-
tering. Dedicated reviews have appeared [32.98, 102,
103] covering a relatively limited but growing litera-
ture [32.104–114].

Figure 32.26 shows the paradigmatic result ob-
tained for the initial sticking probability of methane on
Ni(100). By using lasers, molecules in defined vibra-
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tional states are prepared (see the typical experimental
setup in Fig. 32.25).

The amount of carbon (Fig. 32.26) produced by
the cracking of methane is determined by inspection
of the corresponding Auger signals after the exposure
to beams of molecules in different vibrationally excited
states and in the fundamental state (i.e., when the laser
is turned off). By an appropriate calibration of the ex-
posure, it is possible to obtain the sticking probability.
The result of this experiment is shown in Fig. 32.26.

The data were fit using the equation for an S-shaped
curve (32.7) applied to describe the energy dependence
of S for activated systems. Independently of the exact
mathematical definition of the barrier E0, it is evident
that the activation barrier decreases substantially when
increasing vibrational excitation. It is thus apparent
that CH4 molecules in the second excited vibrational
state (2�3) have a sticking probability higher by more
than one order of magnitude than molecules having
the same kinetic energy in the fundamental vibrational
state. The effectiveness of vibrational energy in promot-

ing adsorption is moreover higher the lower the kinetic
energy.

Similar results have been obtained for D2O disso-
ciation [32.110]. In order to determine the relative effi-
cacy of translational and vibrational energy in overcom-
ing the adsorption barrier it is instructive to compare the
values of E0 for �3 D 0 and �3 D 1. For methane dis-
sociation, for example, the addition of 66 kJmol�1 of
translational energy increases S0 for vibrationally cold
molecule by the same amount as adding 72:1 kJmol�1
of vibrational energy via the excitation of the 2�3 state.

It has also been shown that the reduction of the
adsorption barrier �E0 D E0.� D 0/�E0.�i/ produced
by vibrational excitation depends on the identity of the
reactant’s quantum state. For methane dissociation on
Pt(110), for example,�E0 is 33:6 kJmol�1 for the pure
stretch (2�3) but only 20:9 kJmol�1 for the pure bend
(2�2C�4) modes [32.98]. This phenomenon is often re-
ferred to as vibrational state (or mode) specificity.

Utz and coworkers reported [32.103] a compilation
of results showing the change in the adsorption barrier
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Fig. 32.24 Initial adsorption probability for D2 on
Cu(111) versus normal kinetic energy. Data obtained using
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at the same nozzle temperature (Reprinted with permission
from [32.99]. Copyright (1992) by the American Physical
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for different systems. These results are reported in Ta-
ble 32.2.

Inspection of this table indicates that the excitation
of the triply degenerate bending vibration 3�4 is much
less effective than the excitation of the antisymmetric
C–H �3, even though the amount of vibrational energy
present in the former exceeds by 30% that available in
the latter. These results contradict statistical theories of
gas–surface reactivity and point to a central role for
C–H stretching motion along the reaction path to dis-
sociative chemisorption.

From this point of view, also the results shown for
the adsorption of CH4 on Ni(100) in Fig. 32.22 are not
too surprising, since in this case the energy involved
in the rotational motion is significantly lower than that
provided by vibrational excitation.

The fundamentally nonstatistical nature of the phe-
nomena is further proved by the experiment performed
by Killelea et al. [32.115]. After exposing a clean
Ni(111) surface to D atoms to preload the subsur-
face lattice sites with deuterium atoms, D adsorbed at
the surface was removed (leaving only a residue of
0:03ML) by recombinative desorption caused by the
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(33 mm ×1 mm)
spot
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(� = 1mm)

Rotating chopper
υ = 200 Hz

Gate valve

Collimator
(� = 1 mm)
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Fig. 32.25 Schematic of experimental setup. Methane
seeded in H2 is expanded, creating a pulsed supersonic
molecular beam. The nozzle is opened by a valve oper-
ating at 20Hz. The kinetic energy of the CH4 molecules is
controlled by the methane=H2 ratio and by the temperature
of the valve. A skimmer and a chopper control the profile
of the beam and slice it into pulses. During its path to the
sample (a single-crystal surface in these experiments), the
molecular beam is irradiated by pulsed, tunable IR light
to prepare a fraction (1�2%) in a specific rovibrationally
excited quantum state. Sticking coefficients averaged over
all vibrational states of methane populated in the beam
were obtained from the ratio of the carbon coverage to the
incident methane dose. Sticking coefficients for the state-
selected CH4 molecules were obtained from the difference
between the coverages obtained with the laser on and off.
(Data about the experimental setup taken from [32.105])

Table 32.2 Compilation of experimental results about the
efficacy of vibrational excitation of different quanta for
CH4 on different surfaces and for SiH4 dissociation on
Si(100) .1� 2/. The efficacy is defined here as the ra-
tio between the change in the translational barrier �E0

and the vibrational energy of the molecules (data taken
from [32.103])

Molecule State Evib

(kJmol�1)
Surface �E0

(kJmol�1)
Efficacy

CH4 �3 36 Ni(100) 34 0.94
CH4 �3 71 Ni(100) 68 0.96
CH4 �1 35 Ni(100) 50 1.4
CH4 3�4 45 Ni(100) – � 0:5
CH4 �3 36 Ni(111) 45 1.25
CH4 2�3 71 Ni(111) 65 0.90
CH4 3�4 45 Ni(111) 34 0.72
CH4 2�3 71 Pt(111) 28 0.40
SiH4 j2000i 53 Si(100)

.1� 2/
38 0.72

SiH4 j1100i 55 Si(100)
.1� 2/

22 0.40

Molecule State Evib

(kJmol�1)
Surface �E0

(kJmol�1)
Efficacy

CH4 �3 36 Ni(100) 34 0.94
CH4 �3 71 Ni(100) 68 0.96
CH4 �1 35 Ni(100) 50 1.4
CH4 3�4 45 Ni(100) – � 0:5
CH4 �3 36 Ni(111) 45 1.25
CH4 2�3 71 Ni(111) 65 0.90
CH4 3�4 45 Ni(111) 34 0.72
CH4 2�3 71 Pt(111) 28 0.40
SiH4 j2000i 53 Si(100)

.1� 2/
38 0.72

SiH4 j1100i 55 Si(100)
.1� 2/

22 0.40

collision with Xe atoms. A surface prepared in this
way is ready for testing with CHD3 dissociation. The
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Fig. 32.26 The sticking coefficients measured for CH4

molecules on a Ni(100) surface at a surface temperature
of 475Kwith two quanta of antisymmetric stretch (2�3) vi-
bration added through laser excitation and for vibrationally
ground-state molecules at different kinetic energies. The
solid lines show S-shape curve fits to the data (Repro-
duced from [32.98] with permission of The Royal Society
of Chemistry)

state-resolved experiments used a single-mode IR laser
to excite CHD3 to �1 .�0 D 1; J0 D 2;K0 D 0) by the
R(1)(�K D 0) transition at 3005:538 cm�1. The vibra-
tional energy (Evib) is 36 kJmol�1, J0 is the total angular
momentum of the excited state, and K0 is the projection
of J0 along the unique inertial axis.

The surface was exposed at 120K, then tempera-
ture-programmed desorption was performed to check
for the possible desorption products: D2 (4 atomic
mass units), CHD3 (19 amu), and CD4 (20 amu). Dur-
ing annealing, D atoms pre-embedded in the Ni lattice
move to the surface, react with surface methyls, and
form methane, which promptly desorbs. The integrated
peak areas for 19 amu (CHD3) and 20 amu (CD4) pro-
vide a direct measure of C–D and C–H bond cleavage
products, while Auger electron spectroscopy (AES)
measurements were used to calibrate the coverage of
desorbing species with respect to the surface coverage.
The ratio of the two signals was used to quantify the
branching ratio of C–D to C–H bond cleavage.

The product yields for C–H and C–D bond cleav-
age for thermal and state-resolved excitation of CHD3

vibrations are compared in Fig. 32.27. In the upper
panel (a), CHD3 vibrations were thermally populated
by keeping the source of the molecular beam at 600K.
The beam impinged on the surface with a kinetic energy
of 57 kJmol�1 and a vibrational energy of 5:9 kJmol�1.

200 220180 240 260160140
Surface temperature (K)

200 220180 240 260160140
Surface temperature (K)

QMS signal (arb. u.)a)

QMS signal (arb. u.)b)

C–H cleavage
C–D cleavage

Fig. 32.27a,b Mass spectrometrically detected product
yield for vibrationally mediated dissociative chemisorption
of CHD3 on Ni(111). (a) Yield of C–H and C–D cleavage
products for a thermally populated ensemble of vibrational
states. Approximately 40% of the molecules dissociated
via C–H bond cleavage. In (b), the product yield for CHD3

molecules prepared in � D 1 of the �1 C–H stretching vi-
bration is shown. At least 97% of the molecules dissociated
via C–H bond cleavage (Reprinted from [32.103], with
permission from Elsevier)

It was shown that about 40% of the reaction products
were obtained from C–H bond cleavage while 60%
were due to C–D bond cleavage. In the lower panel
(b), the product yield for CHD3 molecules prepared
in � D 1 of the �1 C–H stretching vibration is shown.
The vibrational energy is 36 kJmol�1, while the kinetic
energy is still 57 kJmol�1, the total energy now be-
ing 93 kJmol�1. Since the yield of C–D bond cleavage
products was below the detection limit (3%) of the total
product yield, the authors could conclude that at least
97% of the molecules dissociated via C–H bond cleav-
age. The ratio between C–H and C–D bond cleavage
was thus found to be higher than 30 W 1. In a comple-
mentary experiment, the authors compared this product
ratio with that of another beam having the same total
energy. By fixing the nozzle source at 830K and using
a 2% mixture of CHD3 seeded in He, a beam with a ki-
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netic energy of 80 kJmol�1 and a vibrational energy of
14:4 kJmol�1 for a total energy of 94 kJmol�1 was ob-
tained. Product yield measurements showed that 25%
of the molecules dissociated via C–H bond cleavage.
The corresponding C�H W C�D bond cleavage ratio
was thus 1 W 3. Therefore, state-resolved excitation of
the C–H stretching state altered the product ratio by
nearly two orders of magnitude. This ensured that any
differences in reactivity were not due to the total energy,
but rather to the replacement of part of the incident ki-
netic energy with vibrational energy. The results of this
experiment thus prove the nonstatistical nature of the
underlying reaction mechanism.

A subsequent investigation using infrared spec-
troscopy extended this study to the chemisorption of
all the partially deuterated methanes (CH3D, CD2H2,
and CHD3) on Pt(111), reaching similar conclu-
sions [32.116]. The results briefly reviewed here prove
the relevant role played by vibrational energy in pro-
moting methane dissociation and its nonstatistical na-
ture. A key question now arises about the role of steric
factors: does the orientation and or the alignment of the
vibrationally excited molecule at impact influence its
dissociation probability?

Circularly polarized light can be used to create an
initially oriented sample where the population of the
positive m levels is, for example, larger than that of the
negative m levels, where m is the projection of J onto
the quantization axis z. An aligned distribution can be
prepared, on the other hand, by using linearly polarized
light. Here, the population of the positive m level is the
same as that of the negative m level while, for example,
high jmj levels are preferentially populated over low jmj
levels.

The possible transitions are classified into P, Q, and
R branches according to the value of �J (see top right
panel in Fig. 32.28):


 �J D 0 for the Q branch
 �J D�1 for the P branch and
 �J D 1 for the R branch.

We focus here on alignment, attainable by the ad-
sorption of linearly polarized photons. Since a linearly
polarized photon carries no angular momentum, the se-
lection rule for the absorption of a linearly polarized
photon is �mD 0 and, for Q branch excitation only,
m¤ 0.

Since the population of each m level in the excited
state is the same, in the strong pumping limit (i.e., at
high laser power) it is not possible to create an align-
ment using P branch excitation. On the contrary, both
R and Q branch excitation are adequate to produce
an initially aligned distribution, with J being aligned

perpendicular to the laser polarization for R branch
excitation and parallel to the laser polarization for Q
branch excitation.

If weak pumping (i.e., a lower laser power) is used,
the population transferred from the ground level to the
excited level is proportional to the transition strength.
Thus, it is possible to create alignment using P, Q, or R
branch excitation.

The dependence of the initial chemisorption proba-
bility (S0.	/) on the angle 	 between the laser polariza-
tion and the plane of the surface is shown in Fig. 32.28.
The aligned molecules were prepared through excita-
tion of the �1 (C–H stretch) normal mode by linearly
polarized IR light using rapid adiabatic passage. The
alignment of the angular momentum causes also the
alignment of the vibrational amplitude of the molecule,
which for CHD3 lies along the unique C–H bond.

When using Q branch excitation, both J and the
C–H bond are aligned parallel to the polarization of the
laser, while when using R branch excitation, the C–H
bond is parallel and J is perpendicular to the polariza-
tion of the laser.

If the polarization of the laser is rotated, the align-
ment of the angular momentum J and of the C–H bond
with respect to the plane of the surface are also mod-
ified. For R branch excitation, the sticking coefficient
was found to decrease when the laser polarization was
changed from parallel to perpendicular to the surface
(Fig. 32.28a). The reactivity when the laser polariza-
tion is parallel to the surface (corresponding to 	 D 0)
is up to 60% larger than when the laser polarization is
aligned perpendicular to the surface (	 D 90ı).

The experiment was then repeated using Q branch
excitation: the sticking probability was found to be
larger when the laser polarization was parallel to the
surface than perpendicular to it.

Since the direction of motion of the atoms due to the
presence of the vibrational excitation is parallel to the
laser polarization in both cases, while the direction of
J is parallel to the polarization for Q branch excitation
but perpendicular for R branch excitation, these exper-
iments unambiguously demonstrate that the alignment
effect is not due to the alignment of the angular mo-
mentum but to the alignment of the vibrational motion.

Yoder et al. also studied the alignment dependence
of the dissociative chemisorption of CH4 on Ni(100)
when the �3 mode is excited. This mode corresponds
to the antisymmetric C–H stretch normal mode, for
which all four bonds vibrate with the same amplitude,
although with different phases. Experiments show that
the sticking probability is largest when the laser polar-
ization is parallel to the surface, as shown in Fig. 32.28.

The Ni(100) surface was exposed to CH4 molecules
in a single rovibrationally excited state (one quantum of
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Fig. 32.28 (a) Schematic of the state-prepared and laser-aligned molecular beam deposition experiment. A molecular beam of
CH4 with initially isotropic spatial distribution of angular momentum J (green spheres at top) impinges on a Ni(100) surface
at normal incidence (yellow disc at bottom). In their path towards the surface, the molecular beam is crossed by a continuous,
linearly polarized laser beam focused in the direction of the molecular beam. Incident CH4 molecules are prepared in a specific
rovibrationally excited state by rapid adiabatic passage through the resonant laser beam. See [32.108] for details. The resulting
probability distributions for J (red) and vibrational transition dipole moment 
 (blue) are shown for the case of R(0) excitation
and two orthogonal polarization directions indicated by the double-headed arrows. (b) Scheme of the allowed transitions for P,
Q, and R branch excitation for the absorption of a linearly polarized photon. (c,d) S0.	/, normalized to the value measured when
the laser polarization was parallel to the surface, as a function of the angle between the laser polarization and the surface (	)
for CHD3 following �1 excitation (c) and CH4 following �3 excitation (d). The experimental data were obtained following R(0)
excitation. The line is a guide to the eye (Reproduced from [32.98] with permission of The Royal Society of Chemistry)

the antisymmetric C–H stretch vibration �3 with aligned
angular momentum J and with vibrational transition
dipole moment in the laboratory frame) by using lin-
early polarized infrared radiation.

The preparation of the antisymmetric C–H
stretch vibration �3 by using the R(0) transition at
3028:75 cm�1 ensures that alignment is attained by
control of the laser polarization direction. Different
laser polarization directions were employed, and the
amount of C at the surface was then measured by Auger
electron spectroscopy: the reactivity was found to be up
to 60% higher with the laser polarization parallel to the
plane of the surface than for perpendicular polarization.

If the preparation of the state is performed via the
�3-P(1) transition, which produces no alignment of the

excited molecules, no dependence of the reactivity on
the direction of polarization is detected.

The dependence of the reactivity on the alignment
of the vibrational motion demonstrates the absence of
strong steering effects as the molecule approaches the
surface: in the opposite case, the molecules would be
turned when approaching the surface and S0 would be
independent of the angle of polarization of the laser.

Using similar experimental methods, the effect of
vibrational energy on the physisorption of methane on
Pt(111) has also been investigated [32.112]. It was
found that vibrational excitation of the incident CH4

with one quantum of �3 vibration does not produce any
measurable effect on the trapping probability, in sharp
contrast to the dissociative chemisorption process.
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32.3 Conclusions

After briefly summarizing the main results obtained in-
directly by use of detailed balance and by comparing
experiments at different nozzle temperatures, we pro-
ceeded to highlight paradigmatic results obtained by
preparing molecules in at least partially defined rota-
tional and vibrationally excited states and measuring
the sticking probability by the method of King and
Wells.

We considered in particular:

a) Recent studies on chemical reactions of single-
crystalline Si surfaces induced by oriented molec-
ular beams prepared by the electrostatic hexapole
technique. Steric effects were found in the disso-
ciative adsorption of CH3Cl on Si(100) surfaces.
Trapping into a shallower precursor well plays an
important role in the appearance of the observed
steric effects. This conclusion is supported by the
observation of steric effects in scattering processes
in weakly bound systems of CH3Cl on Si(111).

b) Recent studies on the adsorption of alignment-
controlled molecular beams prepared by the mag-
netic hexapole technique. Precise control of the
alignment (including spin) of a molecule is a new
approach to the transition state for dissociative ad-
sorption and for related chemical reactions.

c) Recent studies obtained by using collisional align-
ment of rotationally cold molecules in seeded
beams. The latter method can be used for molecules
having zero electric and magnetic moment, for
which the former techniques cannot be applied.
None of the systems investigated so far have shown
steric anisotropy in the initial sticking probabil-
ity on a bare surface, while large steric effects
have been found at nonzero coverage. However, the

possibility of tuning the final adsorption state by
controlling the rotational alignment of the incoming
molecule has been shown for O2–Pd(100) as well
as its effect on the reaction probability with pread-
sorbed CO.

d) State-of-the-art experiments in which molecules
such as methane or water are prepared in well-
defined vibrational states and their adsorption prob-
ability is measured as a function of kinetic energy.
The dissociative adsorption probability turns out to
be enhanced if appropriate vibrational modes are
vibrationally excited, while the physisorption prob-
ability is not affected.

e) Dedicated experiments have shown the fundamen-
tally nonstatistical nature of the role of vibrational
energy in promoting dissociative adsorption (mode
specificity).

Specific polarization (parallel to the surface) of the vi-
brational excitation is more effective than rotational
alignment in promoting surface reactions when the vi-
brational excitation involves motion along the reaction
coordinate.

We envisage two possible lines of development:

1) The use of oriented/aligned simple molecules to
study and also control the selectivity of surface re-
actions and the synthesis of thin films.

2) The extension of these methods to more com-
plex systems, such as model catalytic systems and
biomolecular systems.

The coupling of such techniques with local probe mi-
croscopies [32.117] might in particular reveal new and
still unexpected processes.

References

32.1 G. Scoles (Ed.): Atomic and Molecular BeamMeth-
ods, Vol. 1+2 (Oxford Univ. Press, New York Oxford
1988)

32.2 L. Vattuone, U. Valbusa, M. Rocca: Influence of
rotational energy on adsorption probability for
a physisorbed system: C2H4 on Ag(001), Phys. Rev.
Lett. 82, 4878–4881 (1999)

32.3 D.A. King, M.G. Wells: Molecular beam investiga-
tion of adsorption kinetics on bulk metal targets:
nitrogen on tungsten, Surf. Sci. 29, 454–482 (1972)

32.4 L. Vattuone, L. Savio, M. Rocca: Chemisorp-
tion dynamics in the presence of well defined
surface defects. In: Surface Dynamics, ed. by
D.P. Woodruff (Elsevier, Amsterdam 2003)

32.5 L. Savio, L. Vattuone, M. Rocca: Dynamics of the
interaction of O2 with stepped and damaged Ag
surfaces, J. Phys. Condens. Matter. 14, 6065–6079
(2002)

32.6 C.H. Townes, A.L. Schawlow: Microwave Spec-
troscopy (McGraw-Hill, New York 1955)

32.7 P.R. Brooks: Reactions of oriented molecules, Sci-
ence 193, 11–16 (1976)

32.8 K.H. Kramer, R.B. Bernstein: Focusing and ori-
entation of symmetric-top molecules with the
electric six-pole field, J. Chem. Phys. 42, 767–770
(1965)

32.9 S. Stolte, J. Reuss, H.L. Schwartz: Orientational
anisotropy in the total collision cross section of



State Resolved Sticking Probability in Gas-Surface Interaction References 1081
Part

G
|32

state selected no molecules, Physica 66, 211–216
(1973)

32.10 R. Zare: Angular Momentum: Understanding Spa-
tial Aspects in Chemistry and Physics, 2nd edn.
(Wiley, New York 1988)

32.11 D.H. Parker, R.B. Bernstein: Oriented molecule
beams via the electrostatic hexapole: prepara-
tion, characterization, and reactive scattering,
Annu. Rev. Phys. Chem. 40, 561–595 (1989)

32.12 A.W. Kleyn: Non-reactive orientations of
molecules at surfaces, Prog. Surf. Sci. 54,
407–420 (1997)

32.13 T. Kasai, K. Kuwata: Chap. 19. In: Steric Effects
in Small Radical Formation in Advanced Series in
Physical Chemistry, Vol. 6, ed. by K. Liu, A. Wagner
(World Scientific, Singapore 1995) p. 842

32.14 T. Seideman: Rotational excitation and molecular
alignment in intense laser fields, J. Chem. Phys.
103, 7887–7896 (1995)

32.15 A. Gross, M. Scheffler: Steering and ro-vibrational
effects on dissociative adsorption and associative
desorption of H2 / Pd(100), Prog. Surf. Sci. 53, 187–
196 (1997)

32.16 G.J. Kroes: Six-dimensional quantum dynamics
of dissociative chemisorption of H2 on metal sur-
faces, Prog. Surf. Sci. 60, 1–85 (1999)

32.17 A. Hodgson: State resolved desorption measure-
ments as a probe of surface reactions, Prog. Surf.
Sci. 63, 1–61 (2000)

32.18 G.O. Sitz: Gas surface interactions studied with
state-prepared molecules, Rep. Prog. Phys. 65,
1165–1193 (2002)

32.19 H. Staplelfeldt, T. Seideman: Colloquium: Align-
ing molecules with strong laser pulses, Rev. Mod.
Phys. 75, 543–557 (2003)

32.20 D. Herschbach: Chemical stereodynamics: Retro-
spect and prospect, Eur. Phys. J. D 38, 3–13 (2006)

32.21 L. Vattuone, L. Savio, F. Pirani, D. Cappeletti,
M. Okada, M. Rocca: Interaction of rotationally
aligned and of oriented molecules in gas phase
and at surfaces, Prog. Surf. Sci. 85, 92–160 (2010)

32.22 C. Vallance: Generation, characterisation, and ap-
plications of atomic and molecular alignment
and orientation, Phys. Chem. Chem. Phys. 13,
14427–14441 (2011)

32.23 M. Kurahashi: Oxygen adsorption on surfaces
studied by a spin- and alignment-controlled O2
beam, Prog. Surf. Sci. 91, 29–55 (2016)

32.24 C.T. Rettner, H.A. Michelsen, D.J. Auerbach: Quan-
tum-state-specific dynamics of the dissociative
adsorption and associative desorption of H2 at
a Cu(111) surface, J. Chem. Phys. 102, 4625–4641
(1995)

32.25 H.A. Michelsen, C.T. Rettner, D.J. Auerbach,
R.N. Zare: Effect of rotation on the translational
and vibrational energy dependence of the disso-
ciative adsorption of D2 on Cu(111), J. Chem. Phys
98, 8294–8307 (1993)

32.26 H. Hou, S.J. Gulding, C.T. Rettner, A.M. Wodtke,
D.J. Auerbach: The stereodynamics of a gas–
surface reaction, Science 277, 80–82 (1997)

32.27 T.F. Hanisco, A.C. Kummel: Rotationally inelastic
scattering of N2 from W(110), J. Vac. Sci. Technol. A
11, 1907–1913 (1993)

32.28 G.O. Sitz, A.C. Kummel, R.N. Zare: Alignment and
orientation of N2 scattered from Ag(111), J. Chem.
Phys. 87, 3247–3248 (1987)

32.29 G.O. Sitz, A.C. Kummel, R.N. Zare: Direct inelastic
scattering of N2 from Ag(111). I. Rotational popu-
lations and alignment, J. Chem. Phys. 89, 2558–
2571 (1988)

32.30 M. Beutl, K.D. Rendulic, G.R. Castro: Does the
rotational state of a molecule influence trap-
ping in a precursor? An investigation of N2/W(100),
CO/FeSi(100) and O2/Ni(111), Surf. Sci. 385, 97–106
(1997)

32.31 M. Beutl, M. Riedler, K.D. Rendulic: Adsorption
dynamics for para- and n-hydrogen on Pt(110),
Chem. Phys. Lett. 256, 33–36 (1996)

32.32 M. Beutl, M. Riedler, K.D. Rendulic: Strong ro-
tational effects in the adsorption dynamics of
H2/Pd(111): Evidence for dynamical steering, Chem.
Phys. Lett. 24, 249–252 (1995)

32.33 T. Sugimoto, K. Fukutani: Effects of rotational-
symmetry breaking on physisorption of ortho-
and para-H2 on Ag(111), Phys. Rev. Lett. 112, 146101
(2014)

32.34 S. Andersson, J. Harris: Observation of rotational
transitions for H2, D2, and HD adsorbed on Cu(100),
Phys. Rev. Lett. 48, 545–548 (1982)

32.35 S. Andersson, L. Wilzen, M. Persson, J. Harris:
Sticking in the quantum regime: H2 and D2 on
Cu(100), Phys. Rev. B 40, 8146–8168 (1989)

32.36 L. Amiaud, A. Momeni, F. Dulieu, J.H. Fillion,
E. Matar, J.L. Lemaire: Measurement of the ad-
sorption energy difference between ortho- and
para-D2 on an amorphous ice surface, Phys. Rev.
Lett 100, 056101 (2008)

32.37 K. Fukutani, T. Sugimoto: Physisorption and
ortho–para conversion of molecular hydrogen on
solid surfaces, Prog. Surf. Sci. 88, 279–348 (2013)

32.38 R.T. Jongma, G. Berden, D. van der Zande, T. Ras-
ing, H. Zacharias, G. Meijer: State-to-state scat-
tering of metastable CO molecules from a LiF(100)
surface, Phys. Rev. Lett. 78, 1375–1378 (1997)

32.39 K.M. Backstrand, M.A. Weibel, R.M. Moision,
T.J. Curtiss: Temperature programmed desorp-
tion studies of OD coadsorbed with H2 on Pt(111),
J. Chem. Phys. 112, 7209–7218 (2000)

32.40 H.L. Bethlem, G. Berden, F.M.H. Crompvoets,
R.T. Jongma, A.J.A. van Roij, G. Meijer: Electro-
static trapping of ammonia molecules, Nature
406, 491–494 (2000)

32.41 E.W. Kuipers, M.G. Tenner, A.W. Kleyn, S. Stolte:
Observation of steric effects in gas-surface scat-
tering, Nature 334, 420–422 (1988)

32.42 F.H. Geuzebroek, A.E. Wiskerke, M.G. Tenner,
A.W. Kleyn, S. Stolte, A. Namiki: Rotational ex-
citation of oriented molecules as a probe of
molecule-surface interaction, J. Phys. Chem. 95,
8409–8421 (1991)



Part
G
|32

1082 Part G Gas Surface Interaction

32.43 E.W. Kuipers, M.G. Tenner, A.W. Kleyn, S. Stolte:
Steric effects for NO/Pt(111) adsorption and scat-
tering, Phys. Rev. Lett. 62, 2152–2155 (1989)

32.44 R.J.W.E. Lahaye, S. Stolte, S. Holloway, A.W. Kleyn:
Orientation and energy dependence of NO scat-
tering from Pt(111), J. Chem. Phys. 104, 8301–8311
(1996)

32.45 A.J. Komorowski, H. Ternow, R. Razaznejad,
B. Berenbak, J.Z. Sexton, I. Zoric, B. Kasemo,
B.I. Lundqvist, S. Stolte, A.W. Kleyn, A.C. Kummel:
Dissociative adsorption of NO upon Al(111): Orien-
tation dependent charge transfer and chemisorp-
tion reaction dynamics, J. Chem. Phys. 117, 8185–
8189 (2002)

32.46 G.H. Fecher, N. Böwering, M. Volkmer, B. Pawl-
itzky, U. Heinzmann: Dependence of the sticking
probability on initial molecular orientation: NO
on Ni(100), Surf. Sci. 230, L169–L172 (1990)

32.47 M. Brandt, H. Müller, G. Zagatta, O. Wehmeyer,
N. Böwering, U. Heinzmann: Sticking and scat-
tering of gas-phase oriented NO at Pt(100) as
a function of the translational energy and of
molecular orientation, Surf. Sci. 331–333, 30–34
(1995)

32.48 M. Hashinokuchi, M. Okada, H. Ito, T. Kasai,
K. Moritani, Y. Teraoka: Stereodynamics in disso-
ciative adsorption of NO on Si(111), Phys. Rev. Lett.
100, 256104 (2008)

32.49 R.S. Mackay, T.J. Curtiss, R.B. Bernstein: Deter-
mination of preferred orientation for sticking of
polar molecules in beams incident on a graphite
(0001) surface, Chem. Phys. Lett. 164, 341–344
(1989)

32.50 M. Brandt, T. Gerber, N. Böwering, U. Heinzmann:
The role of molecular state and orientation in
harpooning reactions: N2O on Cs/Pt(111), Phys. Rev.
Lett. 81, 2376–2379 (1998)

32.51 T.J. Curtiss, R.B. Bernstein: Steric effect in the
scattering of oriented CH3F molecules by graphite
(0001), Chem. Phys. Lett. 161, 212–218 (1989)

32.52 T.J. Curtiss, R.S. Mackay, R.B. Bernstein: Steric ef-
fect in the scattering of hexapole-oriented beams
of symmetric-top molecules by graphite(0001),
J. Chem. Phys. 93, 7387–7405 (1990)

32.53 S.I. Ionov, M.E. Lavilla, R.S. Mackay, R.B. Bern-
stein: Surface temperature dependence of the
steric effect in the scattering of oriented tert-
butyl chloride and fluoroform molecules by
graphite(0001), J. Chem. Phys. 93, 7406–7415
(1990)

32.54 M. Okada, S. Goto, T. Kasai: Dynamical steric ef-
fect in the decomposition of methyl chloride on
a silicon surface, Phys. Rev. Lett. 95, 176103 (2005)

32.55 M. Okada, S. Goto, T. Kasai: Steric effects in disso-
ciative adsorption of low-energy CH3Cl on Si(100):
orientation and steering effects, J. Phys. Chem. C
112, 19612–19615 (2008)

32.56 M. Okada, S. Goto, T. Kasai: Reaction-path se-
lection with molecular orientation of CH3Cl on
Si(100), J. Am. Chem. Soc. 129, 10052–10053 (2007)

32.57 H. Ito, M. Okada, D. Yamazaki, T. Kasai: Steric ef-
fects in the scattering of oriented CH3Cl molecular

beam from a Si(111) surface, J. Phys. Chem. A 114,
3080–3086 (2010)

32.58 T. Fukuyama, M. Okada, T. Kasai: Steric effects in
the scattering of oriented CH3Cl molecular beam
from a graphite surface: weak interaction of ph-
ysisorption, J. Phys. Chem. A 113, 14749–14754
(2009)

32.59 M. Hashinokuchi, T. Fukuyama, M. Okada, T. Ka-
sai: Kinetics and dynamics in physisorption of
CH3Cl on HOPG: Surface temperature and molec-
ular orientation dependence, Phys. Chem. Chem.
Phys. 13, 6584–6589 (2011)

32.60 M. Okada: Surface chemical reactions induced by
well-controlled molecular beams: Translational
energy and molecular orientation control, J. Phys.
Condens. Matter 22, 263003 (2010)

32.61 M. Okada: Supersonic molecular beam experi-
ments on surface chemical reactions, Chem. Rec.
14, 775–790 (2014)

32.62 M. Okada, K. Moritani, S. Goto, T. Kasai: New
development of ultrahigh-vacuum oriented-
molecular-beam machine and its application to
chemical reactions on silicon surface, Jpn. J. Appl.
Phys. 44, 8580–8589 (2005)

32.63 S.E. Choi, R.B. Bernstein: Theory of oriented sym-
metric-top molecule beams: precession, degree
of orientation, and photofragmentation of rota-
tionally state-selected molecules, J. Chem. Phys.
85, 150–161 (1986)

32.64 S.E. Choi, R.B. Bernstein: Orientational opacity
function for CH3I+Rb reactive backscattering: the
steric cone of nonreaction, J. Chem. Phys. 83,
4463–4469 (1985)

32.65 M. Kurahashi, Y. Yamauchi: Production of a sin-
gle spin-rotational state [.JIM/D .2;2/] selected
molecular oxygen beam by a hexapole magnet,
Rev. Sci. Instrum. 80, 083103 (2009)

32.66 M. Kurahashi, Y. Yamauch: Fully alignment-spec-
ified O2 chemisorption on vicinal Si(100), J. Chem.
Phys. 140, 031102 (2014)

32.67 M. Kurahashi, Y. Yamauchi: Huge steric effects in
surface oxidation of Si(100), Phys. Rev. B 85, 161302
(2012)

32.68 M. Kurahashi, Y. Yamauchi: Steric effect in O2
sticking on Al(111): preference for parallel geom-
etry, Phys. Rev. Lett. 110, 246102 (2013)

32.69 M. Kurahashi, Y. Yamauchi: Spin correlation in
O2 chemisorption on Ni(111), Phys. Rev. Lett. 114,
016101 (2015)

32.70 H. Senftleben: Effects of magnetic fields on para-
magnetic gas heat conductivity, Phys. Z. 31, 822
(1930)

32.71 H. Senftleben: Further studies concerning the ef-
fects of magnetic fields on paramagnetic gas heat
conductivity, Phys. Z. 31, 961–963 (1930)

32.72 C.J. Gorter: Interpretation of the Senftleben ef-
fect, Naturwissenschaften 26, 140 (1938)

32.73 J.J.M. Beenakker, G. Scoles, H.F.P. Knaab,
J.M. Jonkman: The influence of magnetic field
on transport properties of diatomic molecules in
gaseous state, Phys. Lett. 2, 5–6 (1962)



State Resolved Sticking Probability in Gas-Surface Interaction References 1083
Part

G
|32

32.74 N.F. Ramsey: Collision alignment of molecules,
atoms, and nuclei, Phys. Rev. 98, 1853–1854
(1955)

32.75 M.P. Sinha, C.D. Caldwell, R.N. Zare: Alignment of
molecules in gaseous transport: alkali dimers in
supersonic nozzle beams, J. Chem. Phys. 61, 491–
503 (1974)

32.76 A.G. Visser, J.P. Bekooy, L.K. van der Meij, C. de
Vreugd, J. Korving: Angular momentum polariza-
tion in molecular beams of I2 and Na2, Chem.
Phys. 20, 391–408 (1977)

32.77 V. Aquilanti, D. Ascenzi, D. Cappelletti, F. Pirani:
Velocity dependence of collisional alignment of
oxygen molecules in gaseous expansions, Nature
371, 399–401 (1994)

32.78 V. Aquilanti, D. Ascenzi, D. Cappelletti, R. Fedeli,
F. Pirani: Molecular beam scattering of nitrogen
molecules in supersonic seeded beams: a probe
of rotational alignment, J. Phys. Chem. A 101,
7648–7656 (1997)

32.79 F. Pirani, M. Bartolomei, V. Aquilanti, M. Sco-
toni, M. Vescovi, D. Ascenzi, D. Bassi, D. Cappel-
letti: Collisional orientation of benzene molecular
plane in supersonic seeded expansions probed by
infrared polarized laser absorption spectroscopy
and by molecular beam scattering, J. Chem. Phys.
119, 265–276 (2003)

32.80 D. Cappelletti, M. Bartolomei, V. Aquilanti, F. Pi-
rani, G. De Marchi, D. Bassi, S. Iannotta, M. Sco-
toni: Alignment of ethene molecules in super-
sonic seeded expansions probed by infrared po-
larized laser absorption and by molecular beam
scattering, Chem. Phys. Lett. 420, 47–53 (2006)

32.81 F. Pirani, D. Cappelletti, M. Bartolomei,
V. Aquilanti, G. De Marchi, P. Tosi, M. Sco-
toni: The collisional alignment of acetylene
molecules in supersonic seeded expansions
probed by infrared absorption and molecular
beam scattering, Chem. Phys. Lett. 437, 176–182
(2007)

32.82 V. Aquilanti, D. Ascenzi, M. Bartolomei, D. Cap-
pelletti, S. Cavalli, M. De Castro-Vıtores, F. Pi-
rani: Quantum interference scattering of aligned
molecules: Bonding in O4 and role of spin cou-
pling, Phys. Rev. Lett. 82, 69–72 (1999)

32.83 V. Aquilanti, D. Ascenzi, M. Bartolomei, D. Cap-
pelletti, S. Cavalli, M. De Castro-Vıtores, F. Pi-
rani: Molecular beam scattering of aligned oxygen
molecules. the nature of the bond in the O2–O2
dimer, J. Am. Chem. Soc. 121, 10794–10802 (1999)

32.84 L. Vattuone, A. Gerbi, M. Rocca, U. Valbusa, F. Pi-
rani, F. Vecchiocattivi, D. Cappelletti: Stereody-
namic effects in the adsorption of ethylene onto
a metal surface, Angew. Chem. Int. Ed. 43, 5200–
5203 (2004)

32.85 A. Gerbi, L. Savio, L. Vattuone, F. Pirani, D. Cap-
pelletti, M. Rocca: Role of rotational alignment in
dissociative chemisorption and oxidation: O2 on
bare and CO-precovered Pd(100), Angew. Chem.
Int. Ed. 45, 6655–6658 (2006)

32.86 A. Gerbi, L. Vattuone, M. Rocca, F. Pirani, U. Val-
busa, D. Cappelletti, F. Vecchiocattivi: Stereody-

namic effects in the adsorption of propylene
molecules on Ag(001), J. Phys. Chem. B. 109,
22884–22889 (2005)

32.87 A. Gerbi, L. Vattuone, M. Rocca, U. Valbusa, F. Pi-
rani, D. Cappelletti, F. Vecchiocattivi: New insights
on the stereodynamics of ethylene adsorption
on an oxygen-precovered silver surface, J. Chem.
Phys. 123, 224709 (2005)

32.88 L. Vattuone, A. Gerbi, D. Cappelletti, F. Pirani,
R. Gunnella, L. Savio, M. Rocca: Selective produc-
tion of reactive and nonreactive oxygen atoms on
Pd(001) by rotationally aligned oxygen molecules,
Angew. Chem. Int. Ed. 48, 4845–4848 (2009)

32.89 L. Vattuone, A. Gerbi, L. Savio, D. Cappelletti,
F. Pirani, M. Rocca: Stereoselectivity in catalytic
reactions: CO oxidation on Pd (100) by rotation-
ally aligned O2 molecules, Eur. Phys. J. B 75, 81–87
(2010)

32.90 L. Vattuone, L. Savio, F. Pirani, M. Rocca: Stick-
ing probability and reactivity of hyperthermal O2
molecules impinging on CO pre-covered Pd (100):
effect of rotational states with K > 1, Top. Catal.
58, 580–590 (2015)

32.91 D. Cappelletti, F. Pirani, M. Scotoni, G. De Marchi,
L. Vattuone, A. Gerbi, M. Rocca: Cooling and
alignment of ethene molecules in supersonic
seeded expansions: diagnostic and application
to gas phase and surface scattering experiments,
Eur. Phys. J. D 38, 121–127 (2006)

32.92 D. Cappelletti, A. Gerbi, F. Pirani, M. Rocca,M. Sco-
toni, L. Vattuone, U. Valbusa: Collisionally aligned
molecular beams: a tool for stereodynamical
studies in the gas phase and at surfaces, Phys.
Scr. 73, C20–C24 (2006)

32.93 V. Aquilanti, D. Ascenzi, M. de Castro Vıtores, F. Pi-
rani, D. Cappelletti: A quantum mechanical view
of molecular alignment and cooling in seeded
supersonic expansions, J. Chem. Phys. 111, 2620–
2632 (1999)

32.94 F. Pirani, D. Cappelletti, F. Vecchiocattivi, L. Vat-
tuone, A. Gerbi, M. Rocca, U. Valbusa: A simple
and compact mechanical velocity selector of use
to analyze and select molecular alignment in su-
personic seeded beams, Rev. Sci. Instrum. 75,
349–354 (2004)

32.95 P.R. McCabe, L.B.F. Juurlink, A.L. Utz: A molecular
beam apparatus for eigenstate-resolved studies
of gas–surface reactivity, Rev. Sci. Instrum. 71, 42–
53 (2000)

32.96 K. Navin, S.B. Donald, D.G. Tinney, G.W. Cush-
ing, I. Harrison: Communication: angle-resolved
thermal dissociative sticking of CH4 on Pt(111): Fur-
ther indication that rotation is a spectator to
the gas-surface reaction dynamics, J. Chem. Phys.
136, 061101 (2012)

32.97 L.B.F. Juurlink, R.R. Smith, A.L. Utz: The role of
rotational excitation in the activated dissociative
chemisorption of vibrationally excited methane
on Ni(100), Faraday Discuss. 117, 147–160 (2000)

32.98 H. Chadwick, R.D. Beck: Quantum state re-
solved gas–surface reaction dynamics experi-



Part
G
|32

1084 Part G Gas Surface Interaction

ments: A tutorial review, Chem. Soc. Rev. 45,
3567–3758 (2016)

32.99 C.T. Rettner, D.J. Auerbach, H.A. Michelsen: Role
of vibrational and translational energy in the ac-
tivated dissociative adsorption of D2 on Cu(111),
Phys. Rev. Lett. 68, 1164–1167 (1992)

32.100 H. Hou, Y. Huang, S.J. Gulding, C.T. Rettner,
D.J. Auerbach, A.M. Wodtke: Enhanced reactivity
of highly vibrationally excited molecules onmetal
surfaces, Science 284, 1647–1650 (1999)

32.101 J.D. White, J. Chen, D. Matsiev, D.J. Auerbach,
A.M. Wodtke: Conversion of large-amplitude vi-
bration to electron excitation at a metal surface,
Nature 433, 503–505 (2005)

32.102 L.B.F. Juurlink, D.R. Killelea, A.L. Utz: State-re-
solved probes of methane dissociation dynamics,
Prog. Surf. Sci. 85, 69–134 (2009)

32.103 A.L. Utz: Mode selective chemistry at surfaces,
Curr. Opin. Solid State Mater. Sci. 13, 4–12 (2009)

32.104 L.B.F. Juurlink, P.R. McCabe, R.R. Smith, C.L. Di-
Cologero, A.L. Utz: Eigenstate-resolved studies
of gas-surface reactivity: CH4(�3) dissociation on
Ni(100), Phys. Rev. Lett. 83, 868–871 (1999)

32.105 R.D. Beck, P. Maroni, D.C. Papageorgopoulos,
T.T. Dang, M.P. Schmid, T.R. Rizzo: Vibrational
mode-specific reaction of methane on a nickel
surface, Science 302, 98–100 (2003)

32.106 P. Maroni, D.C. Papageorgopoulos, M. Sacchi,
T.T. Dang, R.D. Beck, T.R. Rizzo: State-resolved
gas-surface reactivity of methane in the symmet-
ric C–H stretch vibration on Ni(100), Phys. Rev.
Lett. 94, 246104 (2005)

32.107 L.B.F. Juurlink, R.R. Smith, D.R. Killelea, A.L. Utz:
Comparative study of C–H stretch and bend vibra-
tions in methane activation on Ni(100) and Ni(111),
Phys. Rev. Lett. 94, 208303 (2005)

32.108 B.L. Yoder, R. Bisson, R.D. Beck: Steric effects
in the chemisorption of vibrationally excited
methane on Ni(100), Science 329, 553–556 (2010)

32.109 J. Kim, G.O. Sitz: The sticking of H2(� D 1, JD 1)
on Cu(100) measured using laser-induced thermal
desorption, Mol. Phys. 108, 1027–1032 (2010)

32.110 P.M. Hundt, B. Jiang, M.E. van Reijzen, H. Guo,
R.D. Beck: Vibrationally promoted dissociation of
water on Ni(111), Science 344, 504–507 (2014)

32.111 P.M. Hundt, M.E. van Reijzen, H. Ueta, R.D. Beck:
Vibrational activation of methane chemisorption:
The role of symmetry, J. Phys. Chem. Lett. 5, 1963–
1967 (2014)

32.112 L. Chen, H. Ueta, H. Chadwick, R.D. Beck: The
negligible role of C�H stretch excitation in the ph-
ysisorption of CH4 on Pt(111), J. Phys. Chem. C 119,
14499–14505 (2015)

32.113 E. Dombrowski, E. Peterson, D. Del Sesto, A.L. Utz:
Precursor-mediated reactivity of vibrationally hot
molecules: Methane activation on Ir(111), Catal.
Today 244, 10–18 (2015)

32.114 V.L. Campbell, N. Chen, H. Guo, B. Jackson,
A.L. Utz: Substrate vibrations as promoters of
chemical reactivity on metal surfaces, J. Phys.
Chem. A 119, 12434–12441 (2015)

32.115 D.R. Killelea, V.L. Campbell, N.S. Shuman, A.L. Utz:
Bond-selective control of a heterogeneously cat-
alyzed reaction, Science 319, 790–793 (2008)

32.116 L. Chen, H. Ueta, R. Bisson, R.D. Beck: An ultrahigh
vacuum single crystal adsorption microcalorime-
ter, Faraday Discuss. 157, 285–295 (2012)

32.117 M. Smerieri, R. Reichelt, L. Savio, L. Vattuone,
M. Rocca: Coupling scanning tunneling micro-
scope and supersonic molecular beams: a unique
tool for in situ investigation of the morphology of
activated systems, Rev. Sci. Instrum. 83, 093703
(2012)

Luca Vattuone
Dipt. di Fisica
Università di Genova and IMEM-CNR Unità
di Genova
Genova, Italy
vattuone@fisica.unige.it

Luca Vattuone received his PhD from the University of Genoa in 1994, worked as
postdoc at Cambridge University (1995) and at Genoa University (1996–1999). In
1999 he became Staff Researcher and in 2012 Associate Professor of Condensed
Matter Physics at Genoa University. His research activity focuses on the experimental
investigation of gas–surface interactions and surface plasmons.

Michio Okada
Institute for Radiation Sciences and
Department of Chemistry, Graduate
School of Science
Osaka University
Osaka, Japan
okada@chem.sci.osaka-u.ac.jp

Michio Okada received his PhD from the University of Tokyo in 1993.
He has worked at the University of Tennessee and Oak Ridge National
Laboratory in the USA and at Osaka University in Japan, and is now a full
professor at Osaka University. His research interests lie in the exploration
of surface chemistry using molecular and ion beams.



1085

ChemicalPart H
Part H Chemical Reactions At Surfaces

33 From Surface Science to Industrial
Heterogeneous Catalysis
Guido Busca, Genova, Italy

34 Electrochemical Behavior of Single
Crystal Electrodes on Model Processes
Victor Climent, San Vicente del Raspeig,
Alicante, Spain
Enrique Herrero, San Vicente del Raspeig,
Alicante, Spain



1086

Part H addresses the realm of surface reactions that oc-
cur under conditions similar to those present in catalytic
industrial reactors. Surface reactions in the heteroge-
nous phase can occur at either the gas–solid interface or
the liquid–solid interface. The former case can be inves-
tigated under controlled ultrahigh-vacuum conditions;
the latter by electrochemistry. The choice of catalyst
for a particular product is dictated by not only ther-
modynamic and kinetic arguments but also—due to
their impact in industrial processes—economic consid-
erations, leading to a compromise between efficiency,
selectivity, and costs.

It is necessary to underline that processes which can
be investigated by surface science methods under con-
trolled conditions are rather different from those that
occur in industrial catalysis due to major differences
in pressure and structure. The former arises because
the typical pressure of an ultrahigh vacuum (UHV) is
far lower than the atmospheric or higher pressures em-
ployed in reactors. The latter relates to the need to
investigate single-crystal surfaces with very low defec-
tivities to understand model systems and surfaces, even
though these surfaces are quite different from those of
the powders used in real catalysis. Studies performed
at relatively high pressures (up to several mbar) and in-
vestigations of polycrystals have become feasible only
very recently.

In electrochemistry, the application of a potential
difference and the use of metallic electrodes intro-
duces the possibility of adding energy to the system,
thus facilitating endothermic reactions while exploit-
ing the catalytic activity of the surface of the electrode.
Experiments can be performed in highly controlled con-
ditions, but additional variables are introduced since the

nanoparticle morphology often depends on the external
pressure, the concentrations of the reactants, and the pH
of the environment.

Chapter 33 provides a synthetic overview of acidic,
basic, oxidation, hydrogenation, and dehydrogenation
catalysis utilizing metal, oxide, sulfide, and halide cat-
alytic materials. The roles of promoters and stabilizers
are explained. The catalytic system is often character-
ized by high complexity (it involves several compo-
nents and different phases), which is difficult to address
in fundamental surface science studies. As an example,
the high-pressure steam reforming process for produc-
ing hydrogen from natural gas is described in detail.
Attention is paid to the role of the Ni catalyst, as well
as to the influence of the substrate that acts as a support.
The roles of promoters and stabilizers are presented as
well. These factors influence the choice of the reactor
and the flow conditions to ensure the highest efficiency
and selectivity.

Chapter 34 is devoted to electrocatalysis and fo-
cuses in particular on Pt and Au electrodes. Platinum
(either pure or alloyed) is widely used in reactions re-
lating to fuel cell technology, such as the hydrogen
evolution reaction, hydrogen oxidation, oxygen reduc-
tion, and the oxidation of small organic molecules. Au
electrodes are discussed for comparison. Starting from
Faraday’s law, the authors describe the correlation be-
tween the voltammetric behaviors of different solutions
and the structure of the surface of the active elec-
trode. The voltammetric signatures of several surface
processes such as adsorption, surface reconstruction,
faceting, and electrochemical reactivity are addressed,
evidencing the roles of parameters such as the potential
of zero charge and the maximum entropy.
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33. From Surface Science to Industrial
Heterogeneous Catalysis

Guido Busca

The different types of heterogeneous catalyst
currently applied in the chemical industry are
described. The catalytic activity is correlated to
their main surface properties, which are the ob-
ject of investigation based on surface science and
theoretical calculations. Acidic, basic, oxidation,
hydrogenation, and dehydrogenation catalysts
are described. Metal, oxide, sulfide, and halide
catalytic materials are considered. The practical
need for promoters and stabilizers is under-
lined, frequently resulting in multicomponent
and multiphasic catalytic systems. The complexity
and multidisciplinarity of the field of heteroge-
neous catalysis research are emphasized, where
collaboration among chemical engineers, mate-
rial scientists, physical, inorganic, and organic
chemists, and surface and material physicists is
needed to fully understand phenomena and de-
velop technologies. As a case study, the steam
reforming process for producing hydrogen from
natural gas is considered. The available data make
it clear that knowledge on the molecular phenom-
ena for most industrial processes is still largely
incomplete and subject to debate. It is empha-
sized that surface science and surface chemistry,
as well as computational studies, are needed to
further improve existing technologies and to apply
heterogeneous catalytic processes in the new era
of industrial chemistry based on renewables.
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33.1 Industrial Chemistry and Catalysis

Chemical technologies provide processes for the large-
scale production of the materials (i.e., polymers, metals,
semiconductors, etc.) and molecules (e.g., pharmaceuti-
cals, cosmetics, detergents, etc.) that are essential for all
other technologies (e.g., information and telecommuni-
cation technologies) and disciplines (e.g., medicine) as
well as for household and personal life. In spite of the
evident concerns associated with environment degrada-
tion, there is no doubt that industrial chemistry has been
a major leading actor in the exponential technological
development that has occurred over the last 150 years,
allowing for the high level of wealth reached today by
most of the population of developed countries. Unfor-
tunately, this high level of wealth has not reached most
of the population of less developed countries, as well as
part of the inhabitants of industrialized countries. How-
ever, this is a matter of politics more than science and
technology.

As first recognized by the Swedish chemist
J. J. Berzelius in 1835 [33.1], catalysis is a phenomenon
allowing a chemical reaction to occur faster when
a nonreactant species is present. Catalysis gives rise
to very relevant practical effects. In fact, such an in-
crease in the rate of a reaction can in many cases
result in practical feasibility. The acceleration of a de-
sirable chemical conversion frequently allows it to be
realized instead of other less desirable, competitive re-
actions, which become relatively slower. Thus, finding
an appropriate catalyst to make the desired reaction
faster than competing ones, as well as allowing it to be
performed with high efficiency, is crucial to the devel-
opment of industrial processes. For more than a century,
heterogeneous catalysis has been a keystone of indus-
trial chemistry [33.2].

33.2 Industrial Heterogeneous Catalysis and Catalysts

In practice, a large majority (likely < 90%) of indus-
trial chemical processes are catalyzed, and most of them
are catalyzed by solids. World demand for catalysts is
growing at a high rate, and the global market is expected
to reach US $40B by 2022, up from US $28.6B in
2015, with a compounded average growth rate (CAGR)
of 4:8% from 2016 to 2022 [33.3]. Refinery cata-
lysts, environmental protection catalysts, polymeriza-
tion catalysts, and chemical synthesis catalysts share the
market.

The main reasons for using catalysts can be summa-
rized as follows:

1. The use of a catalyst allows a desired reaction to be-
come faster than competing reactions, thus allowing
its practical realization.

2. For exothermic equilibrium reactions, the use of
a catalyst also allows the reaction to be performed
at a lower temperature at which it would be kineti-
cally hindered otherwise. This allows the reaction to
be realized in conditionswhere the thermodynamics
is more favorable.

3. For endothermic equilibrium reactions, the use of
a catalyst also allows the reaction to be performed
at moderately high temperatures, where it would
be kinetically hindered otherwise. This allows the
reaction to be realized in conditions where the ther-
modynamics is already quite favorable with lower
energy waste and using cheaper materials in the re-
actor.

4. For exothermic nonequilibrium reactions, the use of
a catalyst allows reactions that are otherwise less
favorable in terms of thermodynamics and kinetics
to be realized instead of more favored and otherwise
faster reactions.

5. The use of a better catalyst allows reactions to be
performed in smaller flow reactors but with the
same performance, or with better performance and
fewer recycles of unconverted reactants in the same
reactor, or even in shorter times in batch reactors.

In industry, solid catalysts are usually preferred
over liquid catalysts because of their easier separation
from the reaction fluid. Moreover, solid catalysts are
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Table 33.1 Summary of some of the most relevant families of industrial catalysts and examples of their applications

Catalyst family Reaction Industrial catalyst Catalyst functionality

Oxide catalysts
Bulk single oxide Alcohol dehydration to olefins and

ethers
� -Al2O3 Lewis acidic catalyst

Bulk mixed oxide Aldol condensation MgO-MgAl2O4 (calcined
hydrotalcite)

Basic catalyst

Multicomponent oxide Propane to acrylonitrile V=Mo=Nb=Sb oxides (Amm)oxidation
Oxide supported on oxide o-Xylene to phthalic anhydride V2O5=TiO2 Selective oxidation

Isobutane to isobutene K2O-Cr2O3=Al2O3 Dehydrogenation
Impregnated melt or
liquid

SO2 to SO3 K2SO4-V2O5=SiO2 Oxidation

Olefin oligomerization H3PO4=SiO2 (solid phospho-
ric acid)

Protonic acid catalyst

Zeolite catalysts
Protonic zeolite Benzene + ethylene to ethyl-

benzene
H-BEA Protonic acid catalyst

Cationic zeolite N2O decomposition/reduction Fe-MFI (Mobil-5 zeolite) Redox catalysts

Metal catalysts
Bulk metals Ammonia synthesis Fe (CaO, K2O, Al2O3, SiO2

promoters)
Hydrogenation

Metal gauzes Ammonia oxidation to NO Pt (Rh stabilizer) Selective oxidation
Supported metal Acetylene hydrogenation in ethy-

lene
Pd=Al2O3 (Ag promoter) Preferential hydrogenation

Car catalytic mufflers Pt-Rh=Al2O3-CeO2-ZrO2 Combustion + NO red
Alcohols to aldehydes Pt=carbon Liquid-phase oxidation
Aromatization of paraffins Pt=K-L zeolite Dehydrog./aromatization

Sulfide catalysts
Bulk sulfide Bituminous sands to oil fractions MoS2 Deep hydrocracking
Supported sulfides Gasoline treatment NiS-MoS2=� -Al2O3 Hydrodesulfurization

Halide catalysts
Bulk halides Fluorination of chloroalkanes CrF3 Lewis acid catalyst
Supported halides Ethylene and propene polymeriza-

tions
TiCl3=MgCl2 Stereospecific polymerization

Aromatic alklylation BF3=� -Al2O3 Lewis acidity
Aldol-type condensations KF=� -Al2O3 Basic catalyst
Ethylene to dichloroethane CuCl2=� -Al2O3 Oxychlorination

Catalyst family Reaction Industrial catalyst Catalyst functionality

Oxide catalysts
Bulk single oxide Alcohol dehydration to olefins and

ethers
� -Al2O3 Lewis acidic catalyst

Bulk mixed oxide Aldol condensation MgO-MgAl2O4 (calcined
hydrotalcite)

Basic catalyst

Multicomponent oxide Propane to acrylonitrile V=Mo=Nb=Sb oxides (Amm)oxidation
Oxide supported on oxide o-Xylene to phthalic anhydride V2O5=TiO2 Selective oxidation

Isobutane to isobutene K2O-Cr2O3=Al2O3 Dehydrogenation
Impregnated melt or
liquid

SO2 to SO3 K2SO4-V2O5=SiO2 Oxidation

Olefin oligomerization H3PO4=SiO2 (solid phospho-
ric acid)

Protonic acid catalyst

Zeolite catalysts
Protonic zeolite Benzene + ethylene to ethyl-

benzene
H-BEA Protonic acid catalyst

Cationic zeolite N2O decomposition/reduction Fe-MFI (Mobil-5 zeolite) Redox catalysts

Metal catalysts
Bulk metals Ammonia synthesis Fe (CaO, K2O, Al2O3, SiO2

promoters)
Hydrogenation

Metal gauzes Ammonia oxidation to NO Pt (Rh stabilizer) Selective oxidation
Supported metal Acetylene hydrogenation in ethy-

lene
Pd=Al2O3 (Ag promoter) Preferential hydrogenation

Car catalytic mufflers Pt-Rh=Al2O3-CeO2-ZrO2 Combustion + NO red
Alcohols to aldehydes Pt=carbon Liquid-phase oxidation
Aromatization of paraffins Pt=K-L zeolite Dehydrog./aromatization

Sulfide catalysts
Bulk sulfide Bituminous sands to oil fractions MoS2 Deep hydrocracking
Supported sulfides Gasoline treatment NiS-MoS2=� -Al2O3 Hydrodesulfurization

Halide catalysts
Bulk halides Fluorination of chloroalkanes CrF3 Lewis acid catalyst
Supported halides Ethylene and propene polymeriza-

tions
TiCl3=MgCl2 Stereospecific polymerization

Aromatic alklylation BF3=� -Al2O3 Lewis acidity
Aldol-type condensations KF=� -Al2O3 Basic catalyst
Ethylene to dichloroethane CuCl2=� -Al2O3 Oxychlorination

frequently more environmentally friendly than liquid
catalysts, and their manipulation is far safer. In prac-
tice, dangerous corrosive liquids characterized by unsafe
manipulation procedures, difficult regeneration, and un-
safe disposal (such as sulfuric acid, and AlCl3-based
Friedel–Crafts-type liquid acid, as well as concentrated
soda solutions) and highly toxic and volatile compounds
(such as hydrofluoric acid) have been replaced by envi-
ronmentally friendly silicoaluminates and alkali-earth-

containing solids. In parallel, the performance of such
processes has also been remarkably improved.

Table 33.1 reports a summary of relevant industrial
solid catalysts together with their applications. They
mainly belong to four materials families: metals, metal
oxides (including zeolites), metal sulfides, and metal
halides. These categories refer to the main component,
usually referred to as the active phase, whose presence
is crucial for the catalytic effect.

33.3 On the Complexity of Industrial Catalytic Materials

A real industrial catalyst is frequently a very complex
material, containing a number of components, whose
functions are reported in Table 33.2. In fact, it has been
found that inactive or almost inactive components can

remarkably improve the catalytic activity or selectivity
behavior of the main active phase(s). These components
are generally referred to as promoters or activators.
A promoting effect may frequently be observed for
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Table 33.2 Components in industrial catalytic materials

Active phase(s)
Support
Activator(s) or promoter(s)
Stabilizer(s)
Cocatalyst(s)
Diffusion improver(s)
Binding matter

Active phase(s)
Support
Activator(s) or promoter(s)
Stabilizer(s)
Cocatalyst(s)
Diffusion improver(s)
Binding matter

a particular carrier in the case of supported catalysts.
Thus, the carrier is chosen also (but not only) with re-
spect to its effect on the catalytic activity of the active
phase. In the final composition, additional promoters
may be added in trace amounts but sometimes preva-
lent with respect to the active phase. As an example,
the active palladium/alumina catalyst for acetylene hy-
drogenation in treatment of the C2 steam cracking cut
may contain 0.03wt% Pd (active phase) and 0.18wt%
Ag (promoter) over a � -Al2O3 support. Similarly, typ-
ical catalysts for denitrification of waste gases from
power stations (selective catalytic reduction of NOx by
ammonia) may contain 1–3wt% V2O5 (active phase)
and 10wt% WO3 MoO3 (the promoter) over an anatase
TiO2 support, which also has a promoting effect on
vanadia.

The activity-promoting mechanism can have differ-
ent origins: from electronic promotion due to a slight
modification of the electronic state of the active phase
by a promoter that must be in electronic contact, to
structural promotion where the activator induces or
stabilizes particular structures or morphologies of the
active phase, e.g., favoring dispersion or surface rough-
ness.

Activity promotion sometimes occurs in parallel
with stabilization, as stabilizers reduce deactivation, al-
lowing high catalytic activity to be retained during time

Table 33.3 Families of catalyst functionalities

1. Acid catalysis: Brønsted type
2. Acid catalysis: Lewis type (including halogenation catalysis)
3. Basic catalysis
4. Partial oxidation catalysis
5. Total oxidation catalysis
6. Hydrogenation/dehydrogenation catalysis
7. Polymerization catalysis (Ziegler–Natta type)

1. Acid catalysis: Brønsted type
2. Acid catalysis: Lewis type (including halogenation catalysis)
3. Basic catalysis
4. Partial oxidation catalysis
5. Total oxidation catalysis
6. Hydrogenation/dehydrogenation catalysis
7. Polymerization catalysis (Ziegler–Natta type)

in-stream. Stabilizers are components that inhibit sin-
tering and solid-state reactivity (e.g., reactivity between
the support and the supported phase or among different
components, including their volatility). Also, species
which act as inhibitors of poisoning and coking act as
stabilizers.

Selectivity promoters may act electronically or as
structural promoters, but are frequently specific poi-
sons for the active sites of unwanted parallel/successive
by-reactions. In some complex cases (e.g., Ziegler–
Natta-type polymerization catalysts), a cocatalyst is
needed to promote the active phase and act in some way
as a reaction chain initiator. Additional components are
needed to build extrudates (binding materials), in par-
ticular in the case of fluidized bed catalysts, and to favor
diffusion in complex catalytic materials.

On the other hand, in several cases, multifunctional
catalytic materials are needed for processes which
involve treatment of complex feeds (e.g., broad hy-
drocarbon fractions or complex raw materials such as
biomasses) and imply the occurrence of a number of
different catalytic reactions simultaneously; this is the
case, e.g., in fluid catalytic cracking of heavy oils and
catalytic reforming of gasolines.

Table 33.3 reports the different categories of indus-
trial catalyst applications in terms of chemical function-
ality.

33.4 Surface Science, Surface Chemistry,
and Industrial Heterogeneous Catalysis

As is typical in the chemical industry, several relevant
processes using catalysts, in particular heterogeneous
catalysts, were industrially developed early on (Ta-
ble 33.4 [33.4–6]), when knowledge of the phenomena
occurring at the molecular level was still incomplete.
Surface chemistry and surface science developed in
more recent years, thanks to the introduction of some-
times very sophisticated experimental techniques, and
even more recently with the application of high-level
computational technologies enabled by modern fast
electronics and computers. One of the main objectives

of surface science consists in the identification of the
active site of the catalytic reaction, and its working
mechanism [33.7]. This is a very important achieve-
ment, but really represents only one of the various
relevant aspects of the development of better catalysts.
As mentioned above, real catalysts are very frequently
complex and multifunctional materials, with a number
of different functionalities working synergistically or in
series. Their catalytic activity is frequently (although
not always) associated with defect surface sites (edges,
corners, and vacancies), contact points between phases,
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Table 33.4 Starting year of industrial processes using heterogeneous catalysis

1880 SO2 oxidation to SO3 on platinum (Winkler in Freiberg, Germany, and Squire and Messel in England)
1880 Cl2 from HCl oxidation on ZnCl2=CuCl2 (Deacon process)
1887 H2S and SO2 to S over bauxite (Claus process, Chance)
1889 Formaldehyde production by methanol oxidation on platinized asbestos (Trillat)
1902 Liquid-phase hydrogenation of fatty oils on Ni (Sabatier)
1906 Ammonia oxidation to NO over Pt (Ostwald nitric acid process, Bochum, Germany)
1911 Cottonseed oil hydrogenation over Ni (Procter & Gamble)
1913 Ammonia synthesis over Fe (Haber–Bosch process, BASF, Oppau, Germany)
1913 Water gas shift over Fe2O3-Cr2O3 (BASF, Oppau, Germany)
1913 Bioethanol dehydration to ethylene on alumina (Elektrochemische Werke, Bitterfeld, Germany)
1916 Naphthalene oxidation to phthalic anhydride on V2O5 (BASF)
1919 Coal liquefaction to liquid hydrocarbons by hydrogenation over Fe sulfide (Bergius process, Th. Goldschmidt AG,

Germany)
1920 Oxidation of aromatics to aldehydes and anhydrides on V2O5

1923 Syngas conversion to methanol over ZnO-Cr2O3 (BASF, Leuna, Germany)
1930 Hydrogen cyanide by methane ammoxidation over Pt-Rh (Andrussow process)
1930s Hydrocracking of gasoils over metals (Standard Oil, Baton Rouge, USA)
1931 Steam hydrocarbon reforming over Ni (Standard Oil, Baton Rouge, USA)
1932 Olefin oligomerization over solid phosphoric acid (UOP)
1933 Benzene oxidation to maleic anhydride on V2O5-MoO3 (National Aniline and Chemical Co.)
1935 Syngas conversion to liquid hydrocarbons over Co=ThO2-MgO catalyst (Fischer–Tropsch process, Ruhrchemie, Germany)
1937 Catalytic cracking on clays (Houdry process, Socony-Vacuum, Marcus Hook, PA, USA)
1937 Ethylene oxidation to ethylene oxide on Ag=Al2O3 (Lefort catalyst, Union Carbide)
1939 Vinylchloride from acetylene and HCl over HgCl2=charcoal-based catalysts (I.G. Farben and Wacker, Germany)

1880 SO2 oxidation to SO3 on platinum (Winkler in Freiberg, Germany, and Squire and Messel in England)
1880 Cl2 from HCl oxidation on ZnCl2=CuCl2 (Deacon process)
1887 H2S and SO2 to S over bauxite (Claus process, Chance)
1889 Formaldehyde production by methanol oxidation on platinized asbestos (Trillat)
1902 Liquid-phase hydrogenation of fatty oils on Ni (Sabatier)
1906 Ammonia oxidation to NO over Pt (Ostwald nitric acid process, Bochum, Germany)
1911 Cottonseed oil hydrogenation over Ni (Procter & Gamble)
1913 Ammonia synthesis over Fe (Haber–Bosch process, BASF, Oppau, Germany)
1913 Water gas shift over Fe2O3-Cr2O3 (BASF, Oppau, Germany)
1913 Bioethanol dehydration to ethylene on alumina (Elektrochemische Werke, Bitterfeld, Germany)
1916 Naphthalene oxidation to phthalic anhydride on V2O5 (BASF)
1919 Coal liquefaction to liquid hydrocarbons by hydrogenation over Fe sulfide (Bergius process, Th. Goldschmidt AG,

Germany)
1920 Oxidation of aromatics to aldehydes and anhydrides on V2O5

1923 Syngas conversion to methanol over ZnO-Cr2O3 (BASF, Leuna, Germany)
1930 Hydrogen cyanide by methane ammoxidation over Pt-Rh (Andrussow process)
1930s Hydrocracking of gasoils over metals (Standard Oil, Baton Rouge, USA)
1931 Steam hydrocarbon reforming over Ni (Standard Oil, Baton Rouge, USA)
1932 Olefin oligomerization over solid phosphoric acid (UOP)
1933 Benzene oxidation to maleic anhydride on V2O5-MoO3 (National Aniline and Chemical Co.)
1935 Syngas conversion to liquid hydrocarbons over Co=ThO2-MgO catalyst (Fischer–Tropsch process, Ruhrchemie, Germany)
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and the dispersion of atoms from one phase into an-
other.

The set of experimental techniques allowing infor-
mation on real catalytic materials to be obtained is
frequently called surface chemistry. It implies the ap-
plication of a series of complementary techniques to
real catalytic materials, most commonly in the form of
fine powders. When possible, spectroscopic measure-
ments are performed in the conditions of the catalytic
reactions, i.e., in operando conditions, at high tem-
peratures, sometimes high pressures, in contact with
complex reactant mixtures while measuring the con-
version, selectivities, and yields. The techniques most
typically applied to real catalytic materials are summa-
rized in Table 33.5 [33.8].

On the other hand, to obtain as detailed an under-
standing of the catalytic behavior of the reactant + cat-
alyst system as possible, it is useful to simplify the
picture by separating the phenomena and looking at the
simplest materials (pure compounds, high crystallinity,

or monocrystals), using focused and sophisticated tech-
niques [33.9] applied in their own most appropriate
conditions (sometimes very low temperature, high vac-
uum). This is the typical original approach of surface
science.

It is evident that both a material gap and a condi-
tions gap (mostly a pressure gap) may exist between
surface science on one side and surface chemistry and
catalysis on the other side. However, attempts have
been made recently to reduce these gaps [33.10–15] by
applying surface science techniques in more realistic
conditions and by preparing materials with interme-
diate properties (stepped monocrystal surfaces, doped
materials, and planar model catalysts). Although this
approach has not always been successful, in many cases
it has provided deeper knowledge of real catalysts.

In any case, surface science and surface chemistry
have long offered fundamental support for the manage-
ment and enhancement of early technologies as well as
the development of new ones [33.16].

33.5 Surface Acido-basicity and Heterogeneous Acido-basic Catalysts

Acidity and basicity are, to some extent, two sides of
the same coin. Acid catalysis is a main player in the
fields of refinery and primary petrochemistry [33.17,

18]. Basic catalysts are largely used in the field of
fine chemistry. Additionally, acido-basic materials have
wide applications as supports for metal catalysts. Typ-
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Table 33.5 Common characterization techniques applicable to real catalytic materials

1. Determination of elemental composition 3. Morphological characterization
1.1. Atomic absorption and emission spectroscopies 3.1. Measurement of surface area and analysis of porosity by

Brunauer–Emmett–Teller (BET) method
1.2. Inductively coupled plasma-mass spectrometry (ICP-MS) 3.2. Crystal size measurements by XRD analysis
1.3. X-ray fluorescence (XRF) spectroscopy 3.3. Scanning electron microscopy (SEM)
1.4. Energy-dispersive x-ray analysis (EDX) 3.4. Field-emission scanning electron microscopy (FESEM)
2. Determination of (bulk and surface) structural properties 3.5. Transmission electron microscopy (TEM)
2.1. X-ray diffraction (with Rietveld analysis) 3.6. Scanning transmission electron microscopy (STEM)
2.2. Electron diffraction 4. Analysis of surface chemistry behavior
2.3. Neutron diffraction 4.1. Adsorption volumetry of adsorbed molecules
2.4. Skeletal infrared spectroscopy 4.2. Adsorption calorimetry of adsorbed molecules
2.5. Skeletal Raman spectroscopy 4.2. Infrared spectroscopy of adsorbed molecules
2.6. X-ray absorption spectroscopy (XAS, EXAFS, XANES) 4.3. Magic-angle spinning nuclear magnetic resonance (MAS

NMR) of adsorbed molecules
2.7. X-ray photoelectron spectroscopy (XPS) 4.3. Temperature programmed desorption of adsorbed

molecules
2.8. Diffuse-reflectance ultraviolet–visible–near infrared (DR

UV–Vis–NIR) spectroscopy
4.4. Temperature programmed reduction (TPR)

2.9. Magic-angle spinning nuclear magnetic resonance (MAS
NMR) techniques

4.5. Temperature programmed oxidation (TPO)

2.10. Electron spin resonance (ESR)
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Table 33.6 Catalysts and conditions of industrial solid-acid-catalyzed reactions

Reaction Catalyst Reaction conditions
Isobutane alkylation by isobutene Ultra stable type Y (USY) zeolite 90 ıC=10 bar Liquid phase
Light paraffin isomerization Chlorided alumina 150 ıC Gas phase

Sulfated zirconia, tungstated zirconia 200 ıC Gas phase
H-mordenite zeolite 250 ıC Gas phase

Light olefin oligomerization Amberlite (sulfonated PS-PDV) 100 ıC=40 bar Liquid phase
Solid phosphoric acid or zeolites 200 ıC=30 bar Gas phase

Benzene alkylations H-BEA (beta)- or MCM-22 zeolites 200 ıC=30�40 bar Liquid phase
Diethyl ether and dimethyl ether syntheses � -Al2O3 300 ıC Gas phase
Light olefin isomerization H-ferrierite zeolite 350 ıC Gas phase

� -Al2O3 (silicated or borated) 450 ıC Gas phase
Isomerization or transalkylation of xylenes H-MFI zeolite 450 ıC Gas phase
Catalytic cracking Rare-earth-containing H-faujasite zeolites 700 ıC Gas phase

Reaction Catalyst Reaction conditions
Isobutane alkylation by isobutene Ultra stable type Y (USY) zeolite 90 ıC=10 bar Liquid phase
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Diethyl ether and dimethyl ether syntheses � -Al2O3 300 ıC Gas phase
Light olefin isomerization H-ferrierite zeolite 350 ıC Gas phase

� -Al2O3 (silicated or borated) 450 ıC Gas phase
Isomerization or transalkylation of xylenes H-MFI zeolite 450 ıC Gas phase
Catalytic cracking Rare-earth-containing H-faujasite zeolites 700 ıC Gas phase

ical acid catalytic materials are summarized in Ta-
ble 33.6, with some of their most typical industrial
applications.

33.5.1 Surface Acidity and Solid Acid
Catalysts: Brønsted Type

According to the definitions of Brønsted [33.19] and
Lowry [33.20], an acid is any hydrogen-containing
species that is able to release protons, while a base is
any species capable of combining with protons. In this
view, acid–base interactions consist in the equilibrium
exchange of a proton from an acid HA to a base B
(which may be the solvent, e.g., water), generating the
conjugated base of HA, i.e., A�, plus the conjugated
acid of B, i.e., HBC (e.g., the hydroxonium ion H3OC)

thus

HACB•A� CHBC

This theory, valid in dilute water solutions, was ex-
tended to concentrated and nonaqueous solutions by
Hemmett in the 1930s [33.21].

Solid Brønsted acids are materials whose surface
contains active protons that are able to protonate
molecules that exhibit some basicity. They can be used
in contact with water solutions but, even more com-
monly, in contact with nearly water-free liquid or vapor
phases. Even weak Brønsted acids can protonate strong
and medium-strength bases, such as n-bases, i.e., those
having free electron pairs in nonbonding orbitals (such
as oxygenated, nitrogenated, and sulfided organics).
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Fig. 33.1 Schematics of Brønsted acidic surface wolfra-
mate species on oxides

Strong to very strong acids and a nearly water-free en-
vironment are needed to protonate �-type bases (i.e.,
olefinic and aromatic hydrocarbons, whose bonding �-
type orbitals are available for protonation) and also
�-type bases, i.e., paraffins.

Families of strong solid Brønsted acids contain sur-
face species that are similar to homogeneous Brønsted
acids; this is the case, e.g., of sulfated and tungstated
zirconia, whose acidity is mainly due to the strong
acidity of sulfuric and tungstic acids, although some
properties (semiconducting character, slight reducibil-
ity) of zirconia also have an activating effect on protonic
centers. Similarly, the medium-strong acidity of the
so-called solid phosphoric acid (Kieselguhr silica im-
pregnated by phosphoric acid) is due to the acidity
of H3PO4. As in the case of homogeneous acids, the
surface Brønsted acidity of sulfate-, tungstate-, and
phosphate-containing solids is also associated with the
presence of high-valency elements that are covalently
bonded to a large number of oxygen atoms over which
the anionic charge of the dissociated acid can be de-
localized (Fig. 33.1). Another family of very strong
solids acids is that of chlorided aluminas, i.e., � -Al2O3

powders deliberately contaminated by chlorine, which
actually contain AlCl3 and adsorbed HCl [33.22].

Protonic zeolites today represent the most promi-
nent family of solid strong Brønsted acids applied in
refineries and petrochemistry [33.17, 23, 24]. Zeolites
are natural and synthetic silicoaluminates characterized
by a microporous crystal structure constituted by open
channels and cages (Fig. 33.2). Substitution of alu-
minum for silicon in such a covalent silica network
leads to a ŒSi1�xAlxO2�

x� negatively charged frame-
work. This charge must be compensated by extraframe-
work cations. In natural and cationic zeolites, alkali or
alkali-earth metal cations located in the cavities play
the role of compensating species. However, using dif-
ferent synthetic procedures, protons can substitute for
metal cations, giving rise to protonic zeolites. In spite
of the covalency of the resulting O–H bond of bridging
silanol groups, the presence of the cavity and the struc-
tural features of the silicoaluminate framework make
the protons of protonic zeolites exceptionally strong
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Fig. 33.2 Structure of faujasite zeolite. Full circles: posi-
tion of the four crystallographic different oxygen positions.
Empty circles: position of Na cations in dry Na-faujasites

Brønsted acids [33.25]. The spectra of adsorbed pyri-
dine (a widely used basic probe molecule, Fig. 33.3)
provides evidence of the formation of pyridinium ions
(with ring stretching bands at 1633 and 1544 cm�1).
Looking at the OH stretching region, it is clear that pro-
tonation is related to the band at 3603 cm�1 due to OH
stretching of bridging silanol groups.

The formation of this group (not found in non-
microporous materials [33.26]), as well as its strong
acidity, are certainly influenced by the cavities typi-
cal observed in zeolite structures. The hyperconjugation
effect, i.e., the nO! ��Si–O (vicinal) interaction, a bond-
ing interaction between an oxygen lone pair and the
antibonding orbital of the vicinal Si–O bond, is very
likely a key feature stabilizing the anionic charge of
dissociated sites, thus justifying the strong Brønsted
acidity [33.27, 28]. The delocalization of the negative
charge of dissociated bridging silanols on the silox-
ane bridges, as well as the stabilization of the proto-
nated species by interaction with the cavity wall, both
contribute to the stabilization of the products of the
proton transfer, thus increasing the Brønsted acidity
(Fig. 33.4). In this case, it is evident that the surface is
not flat, and such curvature may have an effect, as may
also occur in the case of other porous systems.

33.5.2 Surface Acidity and Solid Acid
Catalysts: Lewis Type

In 1923, the same year as the definitions of Brøn-
sted and Lowry, Lewis [33.29] proposed a different
approach to acidity and basicity. In his view, an acid is
any species that, because of the presence of an incom-
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Fig. 33.3 (a) Infrared spectra of activated H-mordenite (lower spectra) and of the same material after adsorption of
pyridine and outgassing at 100 ıC. The band at 3745 cm�1 is due to weakly acidic external terminal OH, while the band
near 3600 cm�1 is due to strongly acidic bridging silanols. (b) The bands at 1633 and 1544 cm�1 are due to pyridinium
ions, those at 1622 and 1455 cm�1 are due to coordinated pyridine on Lewis acid sites, and the band at 1489 cm�1 to
both species [33.23]
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plete electronic grouping, can accept an electron pair,
thus forming a dative or coordination bond. Conversely,
a base is any species possessing an electron pair which
can be donated to form a dative or coordination bond.
The Lewis-type acid–base interaction can thus be de-
noted as

BWCAL• ıCB! Aı�L

In agreement with the Lewis definition, not only the
proton HC but also metal cations ionically bonded to
weakly basic anions are acidic. The most typical strong

Lewis acids are metal compounds such as Al and B tri-
halides, as well as the halides of other cations such as
FeCl3, ZnCl2, TiCl4, SnCl4, SbF5, BiCl3, etc. Several of
these compounds, however, are liquid and volatile and
easily hydrolyzed in mild conditions. They are also not
environmentally friendly materials, giving rise to easy
evolution of hydrogen halides and corrosion problems
and being unsafe when disposed of.

As oxygen is the most electronegative element be-
sides fluorine, the metal–oxygen bond is highly ionic.
Thus, at the surfaces of metal oxides, the ionicity of the
M–O bond results in coordinatively unsaturated cations
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Fig. 33.5 Infrared spectra of pyridine
adsorbed on catalysts. The bands
at 1635 and 1546 cm�1 are due to
pyridinium ions, those at 1625–1600
and 1455 cm�1 are due to coordinated
pyridine on Lewis acid sites, and the
band at around 1490 cm�1 to both
species

and anions, with Lewis acidity of the cations and ba-
sicity of the anion. The balance between Lewis acidity
and basicity depends on the size (radius, r) and charge
(C) of the cation, i.e., its polarizing power (either C=r
or C=r2), as well as on its overall coordination. The
smaller, the more charged, and the less coordinated
the surface cation, the greater its Lewis acidity [33.17,
30].

The best Lewis acid solids in terms of activity,
stability, and environmental friendliness are the so-
called transitional aluminas [33.31], in particular � -
Al2O3, ı-Al2O3, �-Al2O3, 	 -Al2O3, all containing the
ionically bound and very small Al3C species. These
are metastable polymorphs with respect to the stable
form, ˛-Al2O3 or corundum. Corundum is a very sta-
ble material whose surface is quite inert, likely due
to the relatively high overall coordination of its ions
also at the surface. In contrast, transitional aluminas
are very active in adsorption and catalysis, due to
the presence at the surface of low-coordination ions.
While monocrystals of ˛-Al2O3 can be produced and
their surface characterized by classical surface sci-
ence techniques [33.32], this cannot be easily done
with transitional aluminas, which have mostly been
investigated using conventional surface chemistry tech-
niques [33.31] as well as theory [33.33]. However,
thin films of alumina have been prepared on the sur-
face of selected single-crystal faces and are commonly
used as a model for alumina to investigate its proper-
ties as a catalyst or support for catalysts [33.11, 34].
These materials can be analyzed using typical surface
science techniques such as low-energy electron diffrac-
tion (LEED), high-resolution electron energy loss spec-

troscopy (HREELS), and infrared reflection absorption
spectroscopy (IRAS), together with scanning tunnel-
ing microscopy (STM). Studies on these surfaces have
essentially confirmed results coming from previous
powder characterization.

The spectrum of pyridine adsorbed on transitional
aluminas (Fig. 33.5) does not show the bands of pyri-
dinium ion, indicating that the Brønsted acidity of
alumina’s OHs is weak. In contrast, the ring stretch-
ing bands of molecular pyridine at 1622 and 1614 cm�1
(well shifted up with respect to the value for free pyri-
dine of 1588 cm�1) and at 1455 cm�1 (shifted up from
the 1440 cm�1 liquid-phase value) provide evidence of
the presence of at least two families of strong Lewis
acid sites. In the case of zirconia, the same bands are
found at 1608 and 1447 cm�1, indicating the presence
of weaker Lewis acid sites with respect to transitional
aluminas.

The Lewis acid sites of transitional aluminas have
been characterized to be the strongest among binary
metal oxides. However, in many cases, anion–cation
couples work synergistically. To improve the thermal
stability without losing acidity, aluminas may be additi-
vated using small amounts of silica (silicated aluminas).
The Lewis acido-basicity of � -Al2O3 is associated with
its dispersing ability for surface species, making it an
excellent support for metallic catalysts as well as for
sulfide catalysts.

Other very strong Lewis solid acids that are widely
used in fluorine chemistry [33.35], i.e., for activating
F2 in the fluorination of chlorocarbons, are aluminum
and chromium fluorides, which are high-melting-point
solids.
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33.5.3 Surface Basicity and
Solid Basic Catalysts

According to both the Brønsted and Lewis definitions,
bases are species that are characterized by their ability
to bond with acids. Molecules having available electron
pairs are both Brønsted and Lewis acidic, being at least
in principle able to interact both with protons and with
metallic cationic species. They are also nucleophilic,
i.e., able to interact with electrophilic carbon atoms of
organic molecules, and of CO2 as well [33.30].

Basic solids have wide applications as catalysts and
adsorbents in fine chemistry and environmental chem-
istry [33.36–38] (Table 33.7). As mentioned above,
in the case of ionic oxides, the smaller and more
charged the surface cation, and the lower its coordina-
tion, the stronger its polarizing power, i.e., its electron-
withdrawing power and, consequently, its Lewis acid-
ity. As a result, it bonds more strongly with basic oxide
anions, thus decreasing their basicity. In contrast, the
larger and less charged the cation, the weaker its Lewis
acidity and, consequently, the stronger the basicity of
the oxide anions. Thus, alkali and alkali-earth oxides,
whose cations are large and low charge, are more basic,
the larger and heavier the cation.

The surface basic reactivity of oxides of alkali met-
als is so high that they are essentially unstable in usual
conditions, i.e., in the presence of water vapor, which
is sufficient to convert them into the corresponding hy-
droxides, and of CO2, which converts them into carbon-
ates. Thus, bulk alkali-metal oxides cannot normally be
used as basic catalytic materials. However, alkali-metal
oxides can be supported or deposited on carriers, such
as high-surface-area oxides (silica, alumina, titania, zir-
conia, magnesia, and zeolites) or activated carbons,
by impregnation/calcination or vapor deposition proce-
dures. They are also frequently introduced as dopants
on the surface of transition-metal oxides and also of
metal catalysts, to introduce basicity or reduce acidity.

Table 33.7 Catalysts and conditions of industrial solid-base-catalyzed reactions

Reaction Catalyst Reaction conditions
CH3CHOCHCHO! H2CDCH�CHOCH2O NaOH-SiO2 300�320 ıC
Butadiene from ethanol MgO-SiO2 370�390 ıC
Crotonic condensation of 2-butanone Na2O=SiO2, Cs2O=SiO2 325�400 ıC
Acetone to methyl isobutyl ketone (Pt)-MgO-Al2O3 (cal-

cined hydrotalcite)
120�250 ıC

Methyl methacrylate from methylpropionate C formaldehyde Cs2O=SiO2 320�380 ıC
Phenyl-1-propanone from benzoic acid with propionic acid CaO-Al2O3 440�520 ıC
2,4-Dimethyl-3-pentanone from isobutyric acid ThO2 or ZrO2 430 ıC
Biodiesel (FAME) by transesterification ZnAl2O4 200�250 ıC
Epoxide ring-opening/oxyethylation alcohol to polyethoxylates MgO-Al2O3 (calcined

hydrotalcite)
4�5 bar, 150�180 ıC
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Potassium is frequently preferred over sodium, possibly
because of its definitely larger ionic size that limits re-
actions with supports and formation of bulk salts. The
basicity also tends to increase with cationic size, thus
the Cs cation gives rise to extremely high basicity.

The alkaline-earth oxides (except BeO), whose
cations are definitely large in size, are among the
strongest solid bases that may be stable as such in
practical conditions. They crystallizewith rock-salt-type
periclase structure, with octahedral coordination of both
cation and anion. Increasing the size of the cation re-
sults in an increased unit cell size as well as decreasing
Madelung potential, thus destabilizing the oxide anions.

Magnesium oxide is a stable material which can
be prepared with different morphologies and crystal
sizes. It has been the object of a large number of in-
vestigations from typical powder characterization to
monocrystal studies and theoretical investigations. The
presence of a number of different surface structures
has been proposed as active sites, including differently
coordinated oxide and hydroxide sites as well as com-
binations thereof [33.10, 39–41].

Actually, as for alkali oxides, alkaline-earth oxides
are also so reactive that, when prepared as fine powders,
they are largely converted into hydroxides and carbon-
ates, at least at the surface, upon exposure to ambient
air. Thus, high-temperature treatments are needed for
their activation. On BaO, full desorption of carbonates
is only obtained at 900 ıC.

Mixed oxides containing alkali and alkali-earth
cations may also exhibit strong basicity. Sr and Ba ions
are involved in the formation of mixed oxides with less
compact packing for oxide anions, such as perovskites
and ˇ-aluminas. Additionally, Sr and Ba ions may be
supported on typical oxide carriers such as alumina and
titania, forming quite stable basic materials. In fact,
materials belonging to the BaO-Al2O3 and K2O-Al2O3

systems find applications as traps for nitrogen oxides in
lean NOx trap-NOx storage and reduction (LNT-NSR)
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technology for purification of waste gases from Diesel
cars [33.42].

On the contrary, the size of Mg2C is sufficiently
small to enter close packing of oxygen ions. For this
reason, Mg ions can participate in the formation, e.g.,
of mixed oxides such as spinels and ilmenites, whose
oxygen packings are cubic close packed (ccp) and
hexagonal close packed (hcp), respectively. In this re-
gard, deposition of Mg ions at the surface of normal
carriers such as alumina may give rise to poor stability
due to the reaction producing Mg aluminate. Another
way to provide stability for alkali-earth oxides is to
mix them with more stable components. This is essen-
tially what occurs when using hydrotalcite, a layered
double hydroxide of magnesium and aluminum, with
formula Mg6Al2.OH/16CO3 � 4H2O, available commer-
cially [33.43]. It is a natural anionic clay having in-
teresting basic properties. Its structure is formed by

brucite-like ŒMg6Al2.OH/16�2C layers with carbonate
ions and water molecules in the interlayer region. It is
also a commercial synthesis product, used in medicine
as a stomach antiacid, as well as an environmentally
friendly, nontoxic, and heavy-metal-free filler for halo-
genated polymers (such as polyvinyl chloride (PVC))
to scavenge acid byproducts, and a heterogeneous cat-
alyst. Hydrotalcite (HT) decomposes, releasing CO2

and water, from 260 to 300 ıC, thus acting as a flame-
retardant and smoke suppressant. Thermal decomposi-
tion of hydrotalcite gives rise to a mixed oxide whose
virtual composition is 5MgO �MgAl2O4, although these
phases may give rise to mutual solid solubility, depend-
ing on the decomposition temperature. In fact, calcined
HTs are intimate mixtures of rock-salt- and spinel-type
solid solutions which retain the strong basicity of MgO
with enhanced stability and high surface area due to the
alumina or spinel.

33.6 Solid Catalysts for Oxidation Reactions

Three kinds of oxidation reaction are practiced com-
mercially [33.44]:

i) Total oxidation to remove pollutants from waste
gases [33.45, 46]

ii) Catalytic combustion of gaseous fuels for energy
production [33.47]

iii) Partial (or selective) oxidation to produce chemi-
cals [33.48, 49].

Total oxidation or combustion may be performed un-
catalytically in air, but in this case high temperatures
(> 1000 ıC) are produced and, in parallel, nitrogen ox-
ides will be formed, thus generating polluting waste
gases. Catalytic combustion, i.e., total oxidation per-
formed in the presence of solid catalysts, results in
lower reaction temperatures (300�800 ıC), thus avoid-
ing the formation of substantial amounts of NOx.

In the case of partial oxidation, catalysts are needed
to make the desired reaction faster with respect to the
total oxidation reaction and other possible partial oxi-
dation reactions of the same substrate. To achieve this,
the temperature of the catalytic bed must be controlled.
Multitubular cooled reactors or cooled fluid bed reac-
tors are mostly used.

Air is the cheapest oxidant in industrial processes.
The use of pure oxygen as the oxidant is a second
choice, when the presence of nitrogen generates draw-
backs. When using both air and pure oxygen as the
oxidant, O2 is the stoichiometric oxidant molecule. In
less favorable cases, other conditions (e.g., liquid phase

and homogeneous catalysis) and/or other oxidants, such
as hydrogen peroxide, ozone, or nitrous oxide (N2O),
must or can be applied.

33.6.1 Adsorption/Reaction/Activation
of Oxygen

Upon catalysis, oxygen is supposed to adsorb and be
activated over the catalyst surface, where it reacts with
the substrate. According to early literature, a variety
of different adsorbed or surface oxygen species can
be obtained on solid surfaces, which have been iden-
tified mostly by vibrational spectroscopies (IR, Raman,
or EELS) and electron spin resonance and are summa-
rized in Table 33.8. Most of them have an intermediate
redox state between dioxygen and the most reduced
species, the oxide anion, O2�. Thus they are, at least po-
tentially, oxidizing species and are electrophilic. They
are considered to be possibly involved in total oxida-
tions. On the other hand, their formation from O2 also
implies the oxidation of a metal species, which can
also act as an oxidizing species. The oxide anions, in-
stead, are nucleophilic, and are assumed to be the main
players in selective oxidations. When interacting with
reducible cations, they act as oxygen insertion sites. In
this case, the high-valency metal cations act as the oxi-
dizing species, which reduce to a lower valency state by
inserting oxide species into the reacting substrate.

Metals and other elements in very high oxida-
tion states can give rise to element–oxygen double
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Table 33.8 A summary of possible surface oxygen species

Formula Oxidation state Name Properties Possible structure

O2� –II Oxide Coordinatively unsaturated OM

M M
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M

O
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M M
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O O
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OC2 +0.5 Dioxygen cation Radical cation
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O2 0 Neutral dioxygen
OC2 +0.5 Dioxygen cation Radical cation

bonds in their oxides, i.e., very short bonds. This is
the case of vanadyl(V), niobyl(V), molybdenyl(VI),
chromyl(VI), and wolframyl(VI) groups, characterized
by very high MDO oxygen stretching frequencies in vi-
brational spectroscopies (IR and Raman). Cations with
short MDO double bonds are usually considered to be
active in oxygen insertion into the substrates, even if it
has been determined that the oxygen atom inserted is
not that involved in the double bond. Among these ele-
ments, one can cite Mo6C, Cr6C, W6C, and V5C, which
in fact are the key elements in important families of ox-
idation catalysts (molybdates, chromates, wolframates,
and vanadates).

The mechanisms involving adsorbed oxygen
species can be of Eley–Rideal type (adsorbed or
surface oxygen reacting with a gas-phase substrate) or
Langmuir–Hinshelwood type (both species react while
adsorbed at the catalyst surface).

In a mechanism usually attributed to Mars and
Van Krevelen, the catalyst acts between two oxidation
states. In the higher oxidation state, the catalyst surface
acts as the oxidant for the substrate, reducing itself to
a lower oxidation state. Oxygen reoxidizes in situ the
catalyst surface from its lower to higher oxidation state.
The Mars–Van Krevelen mechanism (also referred to
as the redox mechanism) actually implies that oxygen
is adsorbed and activated in the form of oxide anions.

33.6.2 Metal Versus Metal Oxide Oxidation
Catalysis

Transition metals and/or their oxides are typical cat-
alysts used in heterogeneously catalyzed oxidations
(Tables 33.9, 33.10). The question that arises is the ac-
tual state of the catalyst during the reaction.

According to thermodynamics,metal oxides are sta-
ble at low temperature while they tend to decompose to
the corresponding metals at high temperature, depend-
ing on the oxygen pressure and the redox properties
of the element. In most cases, however, melting of the
oxide occurs in milder conditions than decomposition.
Actually, base metals and most transition-metal ele-
ments are stable as oxides even under high vacuum up
to their melting point, frequently occurring at high tem-
perature. Thus, when these oxides are charged into an
oxidation reactor, they are stable as oxides and act as
catalytic oxides. Some high-oxidation-state transition-
metal oxides may undergo partial decomposition to
lower oxides, at moderate temperature, before melt-
ing (e.g., Co3O4! CoO at � 940 ıC, CuO! Cu2O at
� 1000 ıC). Thus, different oxide phases may be active
in oxidation catalysis.

A few transition-metal oxides, usually having high
oxidation states, have quite low melting points. In a few
cases, the catalyst can work in a partially melted state.
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Table 33.9 Catalytic oxidations on noble-metal catalysts

Reaction Catalyst Reaction conditions
CO oxidation to CO2 Au=ZrO2 0 ıC

0:3%Pt–0:03%Fe=� -Al2O3 100 ıC
Vinyl acetate synthesis Pd-Au=SiO2 180 ıC
Ethylene epoxidation Ag=˛-Al2O3 250 ıC=20 bar
Methanol oxydehydrogenation to formaldehyde Ag=˛-Al2O3 or Ag gauzes 650 ıC
Ammonia oxidation to NO (nitric acid synthesis) Pt(Rh) gauzes 800�900 ıC, 1�12 bar
Ammonia oxidation to N2 (ASO, ammonia slip oxidation) Promoted 0:5%Pt=� -Al2O3 275 ıC
Methane ammoxidation to HCN (Andrussow process) Pt(Rh) gauzes 1100 ıC
Methane partial oxidation to syngas (low-contact-time CPO) Rh=˛-Al2O3 1000 ıC, �� D 5ms
Catalytic combustion of methane for energy production 5%PdO=˛-Al2O3 650�850 ıC
Catalytic combustion of VOCs 0:3%Pd=	-Al2O3 500 ıC
Gasoline engine aftertreatment Pt-Rh.Pd/=CeO2-ZrO2-Al2O3=cordierite 400 ıC

Reaction Catalyst Reaction conditions
CO oxidation to CO2 Au=ZrO2 0 ıC

0:3%Pt–0:03%Fe=� -Al2O3 100 ıC
Vinyl acetate synthesis Pd-Au=SiO2 180 ıC
Ethylene epoxidation Ag=˛-Al2O3 250 ıC=20 bar
Methanol oxydehydrogenation to formaldehyde Ag=˛-Al2O3 or Ag gauzes 650 ıC
Ammonia oxidation to NO (nitric acid synthesis) Pt(Rh) gauzes 800�900 ıC, 1�12 bar
Ammonia oxidation to N2 (ASO, ammonia slip oxidation) Promoted 0:5%Pt=� -Al2O3 275 ıC
Methane ammoxidation to HCN (Andrussow process) Pt(Rh) gauzes 1100 ıC
Methane partial oxidation to syngas (low-contact-time CPO) Rh=˛-Al2O3 1000 ıC, �� D 5ms
Catalytic combustion of methane for energy production 5%PdO=˛-Al2O3 650�850 ıC
Catalytic combustion of VOCs 0:3%Pd=	-Al2O3 500 ıC
Gasoline engine aftertreatment Pt-Rh.Pd/=CeO2-ZrO2-Al2O3=cordierite 400 ıC

�� D contact time; CPOD catalytic partial oxidation; VOCD volatile organic compound

Table 33.10 Catalytic oxidations on transition-metal oxide catalysts

Reaction Catalyst Reaction conditions
SO2 to SO3 V2O5=.Cs;K/2SO4=SiO2 400�500 ıC
o-Xylene to phthalic anhydride V2O5=TiO2 (anatase) 400 ıC
n-Butane to maleic anhydride .VO/2P2O7 350 ıC
Methanol oxidation to formaldehyde (Formox) MoO3=Fe2.MoO4/3 300 ıC
Propene oxidation to acrolein Bi-Mo (Fe,Co,Ni) multicomponent oxides 320 ıC
Acrolein oxidation to acrylic acid Mo-W-V-Fe oxides 280 ıC
Propene ammoxidation to acrylonitrile Bi-Mo (Fe,Cr,Ni,Co,Mg) multicomponent oxides 350 ıC
Propane ammoxidation to acrylonitrile U-Sb (Ti,Sn,Al,Fe,W,Te) multicomponent oxides 450 ıC
Catalytic abatement of oxygenated VOCs MnOx=	-Al2O3 400�500 ıC
Catalytic abatement of chlorinated VOCs CrOx=	-Al2O3 400�500 ıC
Butene oxidative dehydrogenation to butadiene .Zn;Mg/Fe2O4 550 ıC
HCl oxidation to Cl2 RuO2=TiO2 (rutile), RuO2=SnO2 300 ıC

Reaction Catalyst Reaction conditions
SO2 to SO3 V2O5=.Cs;K/2SO4=SiO2 400�500 ıC
o-Xylene to phthalic anhydride V2O5=TiO2 (anatase) 400 ıC
n-Butane to maleic anhydride .VO/2P2O7 350 ıC
Methanol oxidation to formaldehyde (Formox) MoO3=Fe2.MoO4/3 300 ıC
Propene oxidation to acrolein Bi-Mo (Fe,Co,Ni) multicomponent oxides 320 ıC
Acrolein oxidation to acrylic acid Mo-W-V-Fe oxides 280 ıC
Propene ammoxidation to acrylonitrile Bi-Mo (Fe,Cr,Ni,Co,Mg) multicomponent oxides 350 ıC
Propane ammoxidation to acrylonitrile U-Sb (Ti,Sn,Al,Fe,W,Te) multicomponent oxides 450 ıC
Catalytic abatement of oxygenated VOCs MnOx=	-Al2O3 400�500 ıC
Catalytic abatement of chlorinated VOCs CrOx=	-Al2O3 400�500 ıC
Butene oxidative dehydrogenation to butadiene .Zn;Mg/Fe2O4 550 ıC
HCl oxidation to Cl2 RuO2=TiO2 (rutile), RuO2=SnO2 300 ıC

One of the most interesting case is V2O5=K2SO4=SiO2

catalysts for SO2 oxidation, where the V2O5=K2SO4

system with a low-melting eutectic forms and acts as
a supported liquid catalyst.

For noble-metal oxides, decomposition to the metal
may occur at quite low temperatures, also in an oxidiz-
ing atmosphere, frequently well below melting. On the
other hand, noble metals are charged, sometimes, after
a previous reducing pretreatment, thus being in metallic
form. Metal oxidation to the oxide is kinetically hin-
dered at low temperature, even when the oxide is the
thermodynamically stable form. On metallic surfaces,
adsorption of oxygen at low temperature produces su-
peroxo (O�2 ) and peroxo .O2�

2 ) molecular species. At
higher temperature, atomic or dissociative adsorption
occurs, producing surface and subsurface oxide species
as an intermediate state towards the formation of the
bulk oxide.

Gold and silver are the metal elements having the
least stable oxides. Gold and silver oxides tend to de-
compose in the range of 100�250 ıC and thus when
heterogeneous catalysis most generally occurs.

For CO oxidation on supported gold nanoparticles,
occurring at very low temperatures (down to 200K), it
is supposed that gold is indeed in the form of metallic
clusters with low-coordination sites where CO and O2

can adsorb cooperatively [33.50, 51], but with the pos-
sible participation of the support, at least in the case of
Au=CeO2 catalysts [33.52].

Silver catalysts are used in particular for the ethy-
lene epoxidation reaction with oxygen or air, realized
in the 200�300 ıC temperature range. Today, authors
agree that metallic silver with a high oxygen loading
(a surface oxide layer) is needed for high selectiv-
ity to EO [33.53]. According to Rocha et al. [33.54],
up to five different atomic oxygen species can exist
over silver in conditions near those of real catalysis.
A weakly bound electrophilic surface oxygen, OıC,
is suggested to enable selective epoxidation by di-
rectly attacking the CDC �-type electrons. In contrast,
strongly bound nucleophilic surface oxygen, Oı�, is
supposed to give rise to a oxometallacycle (OMC) sur-
face intermediate, whose evolution can also produce
EO but with lower selectivity, together with acetalde-
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hyde and combustion to CO2. Real catalysts contain
a set of promoters, such as Cs, Re, and an oxo-ion, and
work in the presence of some chloride hydrocarbon,
which improves either the conversion or selectivity.
The mechanism of such activation is still a matter of
debate [33.55].

For Pd, in 1mbar O2, the PdO• PdC 1=2O2 tran-
sition is expected to occur at approximately 570 ıC.
Accordingly, PdO is known to decompose in practice
into Pd metal in the range of 650�800 ıC, depending
on the O2 partial pressure and reactive gas mixture com-
position. Combustion catalysts for methane are mostly
supported on stabilized supports such as La-alumina,
with loadings of a few wt% Pd. The transformation of
PdO into Pd is reported to negatively affect the catalytic
reaction by lowering the conversion, although the CH4

combustion activity is reversibly restored upon reoxida-
tion of Pd to PdO. The nature of the support is reported
to influence strongly the reoxidation of Pd metal. The
active catalyst is mostly considered to actually con-
sist of a mixture of PdO and Pd or an intermediate
species [33.56, 57].

33.6.3 Supporting Metal Catalysts

In most industrial applications, metal catalysts are sup-
ported over carriers. This is done for several reasons:
it allows the production, in some cases, of very reac-
tive nanoparticles, whose surface is rich in steps, edges,
corners, kinks, and defects, thus being very reactive and
active as catalysts. The interaction with the support may
also stabilize strongly metal particles against sintering.
Additionally, a very high surface-to-bulk ratio is ob-
tained, thus allowing the amount of active metal to be
limited sometimes to very low concentrations (some-
times even less than 0.1wt% on the overall catalyst).
This may be very important when precious metals are
used.

The following materials are most commonly used
industrially for supporting catalysts:


 Aluminas: When applications require a relatively
low reaction temperature (< 500 ıC), high-surface-
area � -, ı- or �-Al2O3 are common industrial
catalyst supports (SBET > 150m2=g). These are typ-
ically highly ionic and highly dispersing catalyst
carriers. These supports, however, are characterized
by high acidity and reactivity and are thus not ap-
plicable when very reactive compounds are present
in the reactant mixture. They are also unstable at
temperatures > 500 ıC, tending to convert into 	 -
Al2O3 or even ˛-Al2O3 with loss in surface area.
For these reasons, less reactive and more stable
lower-surface-area aluminas are used in several ap-

plications, such as 	 -Al2O3 (SBET D 50�100m2=g)
or ˛-Al2O3 (SBET < 10m2=g).
 Metal aluminates: Mg and Ca aluminates, with
spinel and ˛-alumina structures, are also widely
used as refractory, stable, and quite unreactive carri-
ers for high-temperature applications such as steam
reforming, partial oxidation, autothermal reform-
ing, and catalytic total oxidations. The surface area
of these materials may be low or very low, and the
dispersion of their surface is frequently not high.
 Silicas: According to their ionic character, these
are typically nondispersing carriers in spite of their
high surface area. They have usually give rise to
medium-sized supportedmetal particles. These sup-
ports have quite high thermal stability and high
chemical inertness.
 Titanias and zirconias: These are supports with
weak redox properties, medium acido-basicity, high
dispersing ability, and high reactivities towards the
metal, giving rise to strong metal–support interac-
tion (SMSI) effects. Titania (anatase) and mono-
clinic zirconia (baddeleyite) have limited thermal
stability, tending to convert to the more stable rutile
and tetragonal/cubic zirconia phases.
 Ceria: Ceria is a typical support or support compo-
nent characterized by redox properties and oxygen
storage capacity, useful for redox reactions. This,
however, also gives rise to some instability. How-
ever, ceria has a high dispersing ability for metal
sites and some surface basicity.
 Zinc oxide: Zinc oxide has some hydrogenation/
dehydrogenation activity. It is widely used as an ac-
tivating support, in particular for copper and palla-
dium hydrogenation catalysts. It gives rise to some
kind of activating effect. Reduced Zn is supposed
to have a synergy with copper metal for methanol
synthesis and water gas shift, while the formation
of Pd-Zn alloy is very likely in the case of the cor-
responding Pd-based catalysts.
 Magnesia: This strongly basic support is quite un-
stable in the presence of CO2 and water. As a cat-
alyst support, it suffers from quite low surface area
and poor mechanical strength. In spite of this, it is
reported to be an excellent support for some metal
catalysts.
 Zeolites: Zeolites (Sect. 33.7) have high dispers-
ing ability for cations. After reduction, the size
of the metal particles may be limited by the size
of the cavity. This may allow metal catalysis with
shape selectivity. They also enable metal and strong
protonic acid catalysis, or even metal and basic
or neutral acid–basic catalysis when alkali-cationic
zeolites are used (e.g., Pt-K-zeolite catalysts for
aromatization reactions).



From Surface Science to Industrial Heterogeneous Catalysis 33.6 Solid Catalysts for Oxidation Reactions 1101
Part

H
|33.6

0.05

0.95

Absorbance

1900
Wavenumbers (cm–1)

Wavenumbers (cm–1)

2000210022002300

19002000210022002300

2130

2158

2098–2070

2195–2185

Absorbance

2195–2185

2129

2098–2070

0.1

1.0

2158

2059, 2044, 2020

2059, 2044, 2015
a)

b)

Fig. 33.6a,b IR spectra of CO
adsorbed at low temperature
on two Ni-alumina catalysts:
(a) Ni 5%=Al2O3, (b) Ni 16%=Al2O3.
While the band at 2098�2070 cm�1,
shifting down upon desorption, is
due to CO on Ni particles, those at
ca. 2130, 2060, 2045, and 2020 cm�1
are due to polycarbonyl species on
isolated Ni metal centers


 Carbons: Different forms of carbon, such as ac-
tivated carbons, graphite, etc., are used as sup-
ports mainly for noble-metal catalysts. They are
used mainly for low-temperature liquid-phase ap-
plications, or gas-phase applications in reducing
atmospheres. Their dispersing ability may be tuned,
depending from the carbon pretreatment (oxidizing
or reducing).
 Calcium carbonate and barium sulfate: These are
supports for Pd in the so-called Lindlar catalysts Pd-
Pb=CaCO3 and Pd-Pb=BaSO4, applied in organic
chemistry for selective hydrogenations of C�C
bonds to CDC bonds.

Actually, in the case of most noble-metal-based in-
dustrial catalysts, the amount of metal is small or even
very small. In this case, the dispersion of the metal may
be very high and the size of the metal particles very
small. Thus, supported metal particles cannot always be
well characterized even by using transmission electron
microscopy, and they are not always evident from x-ray
diffraction analysis.

The presence of these particles justifies comparison
with data obtained on monocrystal faces as well as theo-
retical calculations performed with periodic methods on
metal crystal faces. The only limit, frequently somehow
incorrectly neglected, is that, although these particles
may expose the typical low-index faces well known to
physicists and theoreticians, they have a very high den-

sity of defects, such as edges and corners between faces,
whose behavior is more difficult to study.

Additionally, in the case of supported catalysts, iso-
lated and very highly dispersed metal centers, such as
small metal clusters, also usually strongly interacting
with the supports, may form. This is evident from IR
spectra, as shown in Fig. 33.6. In this case, the band
of carbon monoxide adsorbed on top on flat nickel
metal particles (2098�2070 cm�1, typically shifting
down with decreasing coverage) is observed together
with a nonshifting multiplet (2130, 2059, 2044, and
2015 cm�1), typically due to polycarbonyl species on
isolated metal centers or small clusters. These highly
dispersed centers, whose relative amount is greater
on low-loading samples, may escape several charac-
terization techniques (e.g., XRD and TEM) but have
relevance in catalysis.

Theoretical studies reported on the stabilization
of highly uncoordinated Pt and Pd metal centers by
alumina reveal a relevant difference between alumina-
supported catalysts and bulk metal surfaces [33.59].
The state of Pt and Pd is also dependent on the hydrox-
ylation/dehydroxylation of the support: metal centers
become positively charged when deposited on hydrox-
ylated alumina faces, while they would be neutral
or even negatively charged over dry surfaces. Other
studies report on the existence of Pd particles dec-
orated with a thin layer of an aluminate phase on
Pd=Al2O3-supported catalysts [33.60]. The existence



Part
H
|33.6

1102 Part H Chemical Reactions At Surfaces

1.08

1.48

Absorbance

20002100220023002400
Wavenumbers (cm–1)

2098

2112

2138

2158

2163

2177
2343; 133 K

2349; 190 K

133 K

213 K

Au3+ carbonyls

Fig. 33.7 IR spectra of CO adsorbed
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catalyst. While the band at 2098 cm�1,
shifting up upon desorption, is due to
CO on Au particles, that at 2163 cm�1
is due to CO adsorbed on oxidized Au
centers [33.58]

and likely catalytic activity of isolated centers have re-
cently been proposed for CO oxidation and water gas
shift on Pt=Al2O3-and different oxide-supported Pd cat-
alysts [33.56, 61, 62] and also on gold catalysts [33.58].
Appropriate procedures indeed allow the preparation of
atomically dispersed metal centers that exhibit catalytic
activity and are even supposed to represent the real ac-
tive sites in reactions such as CO oxidation and water
gas shift [33.63, 64]. In Fig. 33.7, evidence is provided
for the presence of isolated Au3C centers on the surface
of Au=Nb2O5 catalysts [33.58]. While the band shifting
up from 2098 to 2112 cm�1 is typical of CO adsorbed
on top of gold metal particles, the band at 2163 cm�1
is due to CO interacting with oxidized gold centers. As
a result of this interaction, the band of CO2 produced
by CO oxidation on oxidized gold is observed growing
at 2340�2350 cm�1. In the case of Pd=CeO2 catalysts,
evidence for the possible introduction of palladium ions
into the ceria lattice, producing a PdxCe1�xO2�x�ı solid
solution, at the contact of palladium and cerium oxide
nanoparticles, has been provided [33.65]. Indeed, the
situation in the case of highly dispersed metals on ox-
ide carriers may be even more similar to that of mixed
oxides than of supported metal particles.

33.6.4 Activation of the Substrate
upon Catalytic Oxidation

Oxidation catalysts are generally thought not only to
activate oxygen but also to activate the substrate to be
oxidized. Among hydrocarbons, the most reactive to-
wards oxidation are functionalized molecules such as
aromatics, with the activation of both ring positions as
well as of benzylic positions. Also oxidation of olefins
is very relevant industrially, with the possibility of oxi-

dation at the CDC double bond or at the allylic position.
The activation of unsaturated CDC bonds is frequently
achieved by �-bonding over noble- or transition-metal
centers. Alternatively, they can be activated by elec-
trophilic attack. Activated saturated carbon atoms such
as those at benzylic and allylic positions are activated
by Lewis acid sites, which can abstract hydride species,
or in a radical mode. Cations such as Sb3C, Bi3C, and
Te4C, i.e., having nonbonding electron pairs, are gener-
ally thought to be active in H abstraction from allylic
positions [33.48, 49].

Heteroatom-containing molecules such as oxy-
genates, nitrogenated and halogenated compounds,
which are in fact n-bases and more reactive to oxidation,
are activated more easily. Activation likely involves
the previous coordination of the molecules on Lewis
acid sites using the lone pairs on heteroatoms. In Ta-
ble 33.10, some relevant oxide oxidation catalysts are
summarized.

33.6.5 Fixed Bed versus Fluidized Bed
Catalytic Oxidations

Fixed bed multitubular reactors are mostly used for se-
lective oxidations. Temperature is controlled by refrig-
eration fluids from the external surface of the catalytic
tubes. These reactors have heavy drawbacks, in particu-
lar due to the difficult and long tube-charging operation,
and possible preferential ways for the reactant mixtures
when some tubes are not perfectly packed. Fluidized
bed reactors allow much easier and faster charging and
possibly also better temperature control. However, cat-
alysts for fluid beds must be shaped as spheres that are
resistant to abrasion. This is not always possible, de-
pending on the catalyst composition.
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33.7 Solid Catalysts for Hydrogenation and Dehydrogenation Reactions

33.7.1 Hydrogenations
and Dehydrogenations

Hydrogenation reactions are exothermic equilibrium re-
actions, thus being performed at the lowest temperature
allowed by the catalyst activity, and at medium to high
pressure. Most of them are performed in the presence of
solid metal-based catalysts, most frequently in multiple
fixed beds with interbed cooling by heat exchange or
quenching, in gas/solid or gas/liquid/solid conditions,
or in slurry conditions, depending on the volatility of
the reactants as well as the reaction temperature and
pressure. In recent years, catalytic distillation processes
have been developed, where the reaction occurs in dis-
tillation towers partly packed with a catalyst bed.

Catalytic activity in hydrogenation is associated
with the ability of the catalytic material to adsorb hy-
drogen dissociatively, either heterolytically or homolyt-
ically, thus converting H2 into atomic active forms.

Dehydrogenation reactions are endothermic equi-
librium reactions, thus being performed at moderately
high temperature and at low pressure, usually not far
from ambient pressure. They are performed industrially
in the presence of either metal-based catalysts or ox-
ide catalysts, most frequently in single or multiple fixed
beds with previous or interbed heating. Being reac-
tions that occur at relatively high temperature and in the
presence of organics and a reducing environment, cata-
lyst coking may occur upon dehydrogenations. Reactor

Table 33.11 Catalytic hydrogenations and dehydrogenations on metal catalysts

Reaction Catalyst Reaction conditions
Hydrogenation of nitrogen (ammonia synthesis) Fe(K, Si, Al, Ca, Mg) 400 ıC, 200 bar, gas phase

Ru=graphite 300 ıC, 100 bar, gas phase
Hydrogenation of CO, CO2 (methanol synthesis) 55%Cu=ZnO=ZnAl2O4 250 ıC, 100 bar, gas phase
Hydrogenation of CO, CO2 (methanation) 25%Ni=� -Al2O3 250 ıC, 20�50 bar, gas phase

0:3%Ru=� -Al2O3 170 ıC, 20�50 bar, gas phase
Hydrogenation of CO, CO2 (to hydrocarbons, LT Fischer
Tropsch)

Co=� -Al2O3 200 ıC, 20�30 bar, slurry

Hydrogenation of CO, CO2 (to hydrocarbons and oxy-
genates, HT Fischer Tropsch)

Fe-Fe5C2=SiO2 300 ıC, 20�40 bar, slurry

Hydrogenation of acetylene (C2 cut treatment) 0:03%Pd, 0:18%Ag=˛-Al2O3 80 ıC, 20 bar, gas phase
Hydrogenation of acetylenics 0:5%Pd=˛-Al2O3 15 ıC, 20 bar, liquid phase, fixed bed
Benzene saturation to cyclohexane Ni Raney 200 ıC, 50 bar, slurry
Hydrogenation of vegetable oils to margarine Ni=SiO2 200 ıC, 5 bar, liquid phase
Light paraffin dehydrogenation to olefins Pt=Li-Al2O3 550 ıC
Heavy paraffin dehydrogenation Pt=Li-Al2O3 475 ıC, 2:5 bar
Aromatization Pt=K-L zeolite 500 ıC
Catalytic reforming of gasoline (aromizing) Pt=K-L zeolite 500 ıC
Dehydrogenation of alcohols to carbonyl compounds Cu-ZnO-Al2O3 200�400 ıC

CuCr2O4 200�400 ıC

Reaction Catalyst Reaction conditions
Hydrogenation of nitrogen (ammonia synthesis) Fe(K, Si, Al, Ca, Mg) 400 ıC, 200 bar, gas phase

Ru=graphite 300 ıC, 100 bar, gas phase
Hydrogenation of CO, CO2 (methanol synthesis) 55%Cu=ZnO=ZnAl2O4 250 ıC, 100 bar, gas phase
Hydrogenation of CO, CO2 (methanation) 25%Ni=� -Al2O3 250 ıC, 20�50 bar, gas phase

0:3%Ru=� -Al2O3 170 ıC, 20�50 bar, gas phase
Hydrogenation of CO, CO2 (to hydrocarbons, LT Fischer
Tropsch)

Co=� -Al2O3 200 ıC, 20�30 bar, slurry

Hydrogenation of CO, CO2 (to hydrocarbons and oxy-
genates, HT Fischer Tropsch)

Fe-Fe5C2=SiO2 300 ıC, 20�40 bar, slurry

Hydrogenation of acetylene (C2 cut treatment) 0:03%Pd, 0:18%Ag=˛-Al2O3 80 ıC, 20 bar, gas phase
Hydrogenation of acetylenics 0:5%Pd=˛-Al2O3 15 ıC, 20 bar, liquid phase, fixed bed
Benzene saturation to cyclohexane Ni Raney 200 ıC, 50 bar, slurry
Hydrogenation of vegetable oils to margarine Ni=SiO2 200 ıC, 5 bar, liquid phase
Light paraffin dehydrogenation to olefins Pt=Li-Al2O3 550 ıC
Heavy paraffin dehydrogenation Pt=Li-Al2O3 475 ıC, 2:5 bar
Aromatization Pt=K-L zeolite 500 ıC
Catalytic reforming of gasoline (aromizing) Pt=K-L zeolite 500 ıC
Dehydrogenation of alcohols to carbonyl compounds Cu-ZnO-Al2O3 200�400 ıC

CuCr2O4 200�400 ıC

configurations must take this into account, allowing
frequent or continuous regeneration. For this reason,
several optional configurations have been developed:
semi-regenerative processes, cyclic regenerative pro-
cesses, and moving bed and continuous regenerative
processes.

Most dehydrogenation catalysts are based on met-
als, mostly being the same as used also for hydro-
genations, which are in fact the reverse reactions (Ta-
ble 33.11). However, several oxides (such as chromia–
aluminas and zinc oxide) also show catalytic behavior
for some dehydrogenation reactions. Activity in dehy-
drogenation is driven by the ability of the catalyst to
adsorb hydrogen as well as the unsaturated compound
coming from dehydrogenation.

Catalysts that catalyze an equilibrium reaction also
catalyze the reverse reactions. However, while hydro-
genations are carried out at low temperature, dehydro-
genations are carried out at high temperature. Thus,
dehydrogenation catalysts may contain the same active
phases as hydrogenation catalysts, but must be much
more resistant to sintering and phase transformations
than hydrogenation catalysts. As an example, catalysts
for CO methanation work at 300�500 ıC: they may be
based on Ni on high-surface-area � -Al2O3 [33.66]. The
reverse reaction is methane steam reforming (see later).
The latter reaction is realized at 800 ıC: the catalysts are
based on Ni supported on low-surface-area ˛-Al2O3 or
metal aluminates (Sect. 33.8).
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33.7.2 Hydrogenation Catalysts

Many metals, including platinum group metals, nickel,
cobalt, iron, copper, etc., are active in hydrocarbon hy-
drogenation (Table 33.11). However, some noblemetals
are far more active, but quite easily deactivated, in par-
ticular by sulfur compounds. For these reasons, the
catalyst composition for hydrocarbon hydrogenation is
strongly dependent on the amount of sulfur impurities
in the feed. Palladium, and to a lesser extent platinum,
are the catalysts of choice for hydrogenation of clean
feeds, while nickel is mostly used for hydrogenation
of medium sulfur-containing feeds. Bimetallic noble-
metal catalysts or other modified noble-metal catalysts
may also have interesting resistance to medium/low
concentrations of sulfur.

Metal sulfides are active in hydrogenations (Ta-
ble 33.12) and are usually stable in sulfur-containing
environments, needing sulfur in the feed to stay sta-
ble in a sulfided state. They are therefore the catalysts
of choice for hydrodesulfurization and hydrocracking,
and can be used for hydrogenation of hydrocarbons in
sulfide-containing atmospheres.

Some metal oxides are also active in adsorbing hy-
drogen and can be used as catalysts for hydrogenation:
in particular, some of them are used for hydrogenations
of oxygenated compounds.

33.7.3 Adsorption of Hydrogen on Metals

There is general agreement that hydrogen adsorbs dis-
sociatively and very quickly on almost all relevant
metal surfaces, where the dissociation of hydrogen
is only weakly activated or even barrierless [33.67].
As an example, it has been found that, when an H2

molecule chemisorbs on a Pt surface, the antibond-

Table 33.12 Catalytic hydrogenations and dehydrogenations on nonmetallic catalysts

Reaction Catalyst Reaction conditions
Hydrodesulfurization gasolines Ni-MoS2 300 ıC, 20 bar, gas phase
Hydrodesulfurization gasoils Ni-Co-MoS2 350 ıC, 50 bar, trickle bed
Hydrodenitrogenation of hydrocarbons NiS-WS2=Al2O3 350 ıC, 50 bar, trickle bed
Hydrocracking heavy oils and residues NiW-USY zeolite 400 ıC, 150 bar, slurry
Deep hydrocracking (bottom of the barrel treatments) MoS2 450 ıC, 200 bar, slurry
Hydro-deoxygenation of vegetable oils to green Diesel CoS-MoS2=Al2O3 250 ıC, 50 bar, slurry
Hydrogenation of CO, CO2 (HP methanol synthesis) ZnO-ZnCr2O4 350 ıC, 340 bar
Hydrodeoxygenation of carboxylic acids to aldehydes Cr2O3-ZrO2, CeO2 310�400 ıC, 1�30 bar
Hydrodealkylation of toluene Cr2O3=Al2O3 600 ıC, 50 bar
Dehydrogenation of light paraffins to olefins K2O-Cr2O3=Al2O3 550 ıC
Dehydrogenation of ethylbenzene to styrene K2O-Fe3O4 600 ıC, steam
Aromatization of light paraffins Ga-ZSM5 zeolite 500 ıC
Aromatization of light olefins Zn-ZSM5 zeolite 500 ıC

Reaction Catalyst Reaction conditions
Hydrodesulfurization gasolines Ni-MoS2 300 ıC, 20 bar, gas phase
Hydrodesulfurization gasoils Ni-Co-MoS2 350 ıC, 50 bar, trickle bed
Hydrodenitrogenation of hydrocarbons NiS-WS2=Al2O3 350 ıC, 50 bar, trickle bed
Hydrocracking heavy oils and residues NiW-USY zeolite 400 ıC, 150 bar, slurry
Deep hydrocracking (bottom of the barrel treatments) MoS2 450 ıC, 200 bar, slurry
Hydro-deoxygenation of vegetable oils to green Diesel CoS-MoS2=Al2O3 250 ıC, 50 bar, slurry
Hydrogenation of CO, CO2 (HP methanol synthesis) ZnO-ZnCr2O4 350 ıC, 340 bar
Hydrodeoxygenation of carboxylic acids to aldehydes Cr2O3-ZrO2, CeO2 310�400 ıC, 1�30 bar
Hydrodealkylation of toluene Cr2O3=Al2O3 600 ıC, 50 bar
Dehydrogenation of light paraffins to olefins K2O-Cr2O3=Al2O3 550 ıC
Dehydrogenation of ethylbenzene to styrene K2O-Fe3O4 600 ıC, steam
Aromatization of light paraffins Ga-ZSM5 zeolite 500 ıC
Aromatization of light olefins Zn-ZSM5 zeolite 500 ıC

ing �� orbital of H2 is completely filled by electrons
from platinum. Thus, nonactivated dissociative adsorp-
tion occurs; i.e., the adsorption step is not kinetically
hindered. Only on group 11 metals (Cu, Ag, and Au)
is hydrogen dissociation significantly activated [33.68]
and may be endothermic. On-top, bridge or hollow
sites can be occupied by atomic hydrogen species on
metal surfaces. Such different coordinations for atomic
hydrogen can be distinguished by vibrational spectro-
scopies, being surface metal hydride species (hydro-
gen on on-top sites) characterized by M–H stretchings
in the 2000 cm�1 region, while vibrations of hydro-
gen on bridge and hollow sites are detected at much
lower frequencies [33.67, 69]. The formation of subsur-
face atomic hydrogen is also possible, usually via an
endothermic and/or a slightly activated process. Tetra-
hedral and octahedral subsurface sites are occupied in
this case. Only in the case of palladium is migration
of hydrogen into the interior of the bulk apparently
exothermic too, due to a very large binding energy
(� 2:5 eV). This agrees with data showing that only in
the case of Pd can a significant population of subsurface
hydrogen occur and bulk hydrides also form.

33.7.4 Adsorption of Organic Substrates
on Metals

Surface metal atoms, according to their coordinative
unsaturation, present both Lewis acidity towards n-
bases, as well as �-bonding activities towards un-
saturated hydrocarbons. In fact, heteroatom-containing
molecules such as saturated oxygenated compounds
(including water), amines (including ammonia), sulfur
compounds (including hydrogen sulfide), and halogens
are supposed to interact by donation of their full n-type
orbitals with empty d-type orbitals of transition-metal
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atoms, on-top. On the other hand, olefins, dienes, and
aromatics are thought to adsorb on metal centers by
electron donation from their full �-orbitals to empty
d-type orbitals of transition metals with simultaneous
electron back-donation from full d-type orbitals of tran-
sition metal to empty ��-antibonding orbitals. This
interaction with olefinic double bonds can be rapidly
converted into di-�-bonding and �-alkyl groups [33.10,
70], while in the case of acetylene a tetra-�-bonding
or a threefold parallel-bridge configuration [33.71] is
likely formed. In the case of aromatic rings, several
�-bondings are thought to form on the surface of ac-
tive hydrogenation metals such as Pt(111) [33.72]. The
picture for real catalysts is however possibly more com-
plex due to the formation of carbonaceous matter on
the metal surfaces, which can allow further adsorption
mechanism to be active [33.10]. Sequential addition of
single hydrogen atoms to the adsorbed hydrocarbon in-
termediate are thought to occur.

33.7.5 Metal Sulfides as Hydrogenation
Catalysts

A number of metal sulfides act as hydrogenation cat-
alysts [33.73, 74]. The most widely used sulfides for
hydrogenations are based on MoS2 and WS2, pure or
as solid solutions, with Co and/or Ni as activators. They
are used either as bulk materials or supported, mainly
on alumina [33.75, 76] (Table 33.12).

Molybdenum and tungsten sulfides, MoS2 and
WS2, are isostructural layered phases. The tetravalent
element forms a layer sandwiched between two two-
dimensional hexagonal sulfide layers stacked over each
other in an eclipsed fashion. Thus, the coordination
around the metal is trigonal prismatic. Each sulfur cen-
ter is pyramidal, being connected to three Mo centers.

Two main polymorphs of MoS2 and WS2 are re-
ported to exist, due to the different relative position
of the slabs. ˛-MoS2 (molybdenite) hexagonal (space
group P63=mmc), the most stable, is the most com-
mon and well-studied polymorph, and the natural form
is isostructural with ˛-WS2 tungstenite. ˇ-MoS2 and
ˇ-WS2 are the rhombohedral modifications (space
group R3m). Both sulfides may also be prepared in
the form of fullerene-like particles as well as nan-
otubes, nanorods, nanostrips, nanowires, nanoflowers,
nanoflakes, nanospheres, and nanohexagonal plates.

According to the most well-accepted theory, origi-
nally developed for supported MoS2 catalysts, the cat-
alytic chemistry of these materials should occur at the
lateral termination (edges) of the MS2 slabs. Two kinds
of termination should exist for stoichiometric MoS2,

viz. the S edge (N1010 face), where coordinatively un-
saturated sulfur is located for stoichiometric MoS2, and
the Mo edge (10N10 face), where coordinatively unsatu-
rated Mo species are expected in stoichiometric MoS2.

The promoters Ni and Co introduce further defects
and disorder into the structure, perturbing the stacking
of the layered sulfides, introducing curvatures and non-
stoichiometry. Additionally, or more importantly, they
are mostly supposed to locate at the edges decorating
them, increasing edge reactivity. In particular, most au-
thors suggest that the promoters substitute for Mo or W
at the edges of the (Mo,W)S2 slabs, producing the most
active sites for reaction.

For the Co-Mo-S system, other studies [33.77] have
reported that the catalytic activity is directly propor-
tional to the increase of the surface area of the two
separate sulfide phases, Co9S8 and MoS2. This suggests
that the activity is directly connected with an increase of
the contact surface area between the two sulfide phases.
This approach has found further support, suggesting
that the catalytic sites are located at the interface be-
tween cobalt sulfide crystallites and the stacks of MoS2
slabs [33.78].

On the other hand, it has been underlined that,
for fully saturated MoS2, a metallic state extends over
the slab basal (0001) plane, generating possible brim
sites [33.79]. In fact, unsaturated molecules such as
butadiene, thiophene, benzothiophene, pyridine, quino-
line, benzene, and naphthalene may adsorb on the basal
plane via van der Waals interactions. Additionally, it
was recently shown that fully saturated MoS2Cx with-
out any coordinative unsaturation can activate hydrogen
and catalyze hydrogenation [33.80]. Thus, it seems that
the details of the reaction mechanisms on unsupported
sulfides remain to be completely defined.

Among other metal sulfides having relevant hydro-
genation activities, much interest has been focused on
ruthenium sulfides.

33.7.6 Adsorption of Hydrogen
on Metal Sulfides

Two kinds of dissociation mechanism are supposed to
exist, potentially, over sulfide surfaces: heterolytic dis-
sociation, producing a molybdenum hydride species
and a thionyl species, and homolytic reducing disso-
ciation, producing two sulfidryl species and reduced
molybdenum centers (Fig. 33.8).

To our knowledge, however, while the formation of
thionyl SH groups has been directly detected by spec-
troscopic methods (e.g., bands at 2500 cm�1, �-SH, and
650 cm�1, ı-SH, in inelastic neutron scattering spec-
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Fig. 33.8 Schematics of the mechanisms of dissociation of
hydrogen on MoS2

tra), no experimental evidence for molybdenumhydride
species has been provided so far on MoS2- or WS2-
based catalysts [33.81, 82].

Theoretical investigations suggest that heterolytic
and homolytic dissociation of hydrogen may both oc-
cur, depending on the conditions and on the exposition
of the Mo sites: heterolytic dissociation tends to occur
on highly exposed Mo–S couples [33.83].

Interestingly, hydride species have been observed
by inelastic neutron scattering on another catalytically
active sulfide phase, RuS2, thus providing evidence
of a heterolytic dissociative adsorption mechanism
there [33.84].

33.7.7 Supported Metal Sulfide
Hydrogenation Catalysts

Transition-metal sulfide catalysts used in refineries
for hydrotreatments are mostly molybdenum or tung-
sten sulfides supported on � -Al2O3 and promoted
by Co or Ni. The optimal promoter atomic ratio:
Co.Ni/=.Co.Ni/CMo.W// is between 0.2 and 0.4.
CoMo=Al2O3 catalysts are very efficient in the hy-
drodesulfurization (HDS) process [33.85] but are less
active for hydrodenitrogenation (HDN) or aromatic
hydrogenation. The degree of staking in MoS2 and
Co-Mo-S structures can be engineered by carefully con-
trolling the properties and preparation parameters of
the support. The formation of small stable single slabs
of MoS2 on alumina supports has been achieved. Con-
versely,NiMophases are betterHDNand hydrogenation
catalysts and are preferred in order to treat feedstock
with a high concentration of unsaturated compounds.
NiW catalysts are highly effective for aromatic hydro-
genation reactions but have higher cost. Other elements,
such as phosphorus, boron, and titanium, are sometimes

added to the alumina support, improving the catalytic ac-
tivity. In particular, phosphorus improves the selectivity
toward hydrogenolysis versus hydrogenation.

After sulfidation, crystallites of the MS2 phase in
the form of slabs form on the alumina surface. These
crystallites may have different shapes, such as hexag-
onal, triangular, and truncated triangular, and may in-
teract differently with the alumina surface. Promoter
atoms (Co, Ni) are supposed to locate mainly in sub-
stitution of Mo (W) atoms at the edges of the slabs.

33.7.8 Metal Oxides in Hydrogenation
and Dehydrogenation Reactions

A number of oxides significantly adsorb hydrogen and
show useful activity as catalysts for hydrogenation
and dehydrogenation reactions (Table 33.12). Adsorp-
tion of hydrogen on such materials is mostly reported
to be heterolytic, occurring on exposed cation–oxide
couples. Well-evident surface hydride species have
been observed by vibrational spectroscopies (in partic-
ular infrared techniques) on ZnO [33.86–89], Cr2O3

and ZnCr2O4 [33.90], as well as on Ga2O3 [33.91]
and ZrO2 [33.92]. However, according to Syzgantseva
et al. [33.93], on zirconia, hydrogen could dissociate via
a different mechanism, adsorbing on two Zr3C ions with
a neighboring oxygen vacancy (�O), leading to forma-
tion of two Zr4C–H hydride species.

On ZnO, surface hydride species cannot be
observed in well-controlled single-crystal ultrahigh-
vacuum (UHV) experiments, while they are detected on
powders and at significant hydrogen pressure. At higher
temperature, these species disappear, while contact with
hydrogen can produce reduction of the surface.

A different mechanism, i.e., homolytic reductive ad-
sorption, seems to occur in other cases, in particular on
ceria [33.94]. The adsorption of hydrogen on ceria has
been studied by density functional theory (DFT) calcu-
lations [33.95]. These studies have shown that H2 may
adsorb dissociatively on CeO2(111) with a relatively
low activation barrier (0:2 eV) and strong exothermic-
ity. Hydrogen homolytic dissociation is supposed to
lead to two OH groups. Indeed, during the hydrogena-
tion reaction, increased absorption in the OH stretching
region of the IR spectra bands was observed [33.96].
Ceria is reported to be active in hydrodeoxygenation
reactions, such as reduction of carboxylic acids to alde-
hydes, as well as in the hydrogenation of alkynes to
alkenes.

It can be supposed that inverse mechanisms with the
same intermediate states can be applied in the case of
dehydrogenation reactions. These species will give rise
to gaseous hydrogen after abstraction of a proton.



From Surface Science to Industrial Heterogeneous Catalysis 33.8 A Case Study: SMR 1107
Part

H
|33.8

33.8 A Case Study: Steam Methane Reforming (SMR)
for the Production of Hydrogen

33.8.1 Industrial Steam Reforming
Processes: Some History

As summarized by Rostrup-Nielsen years ago [33.97],
studies on the reaction of steam with hydrocarbons
started in the last half of the nineteenth century [33.98].
The first patent on nickel catalysts for steam reform-
ing was issued to BASF in 1913, while, apparently,
the first detailed paper dealing with catalytic reform-
ing of methane dates from 1924 [33.99]. Standard Oil
started producing hydrogen by hydrocarbon steam re-
forming in the USA in 1931. As frequently occurs,
chemical technology was fast to develop processes well
before science was able to explain and describe in de-
tail the phenomena at the molecular level. However,
further technological improvements and plant manage-
ment have taken much advantage of more recent sci-
entific developments, allowing better understanding of
the chemistry and physics of such systems, in particular
through modeling [33.100]. Today, steam reforming of
methane or natural gas is a very prominent technology
for hydrogen and syngas production [33.101, 102].

33.8.2 Steam Methane Reforming:
Thermodynamics

Steam reforming processes are endothermic equilib-
rium reactions performed to convert organics and water
to syngases, i.e., hydrogen and COx mixtures. The most
common application today is steam methane reforming
(SMR) or reforming of natural gas. The main reaction
is endothermic.

CH4CH2O! COC 3H2

�Hı298 D C 206:63 kJ=mol

�Sı298 D C 214:63 J=.Kmol/

The reaction, more favored at higher temperature
and lower pressures, is practically performed at
700�900 ıC, usually under 30�50 bar. This moderate
pressure is used to reduce the reactor size and improve
the efficiency of the overall process, despite the unfa-
vorable thermodynamics of the reaction step.

In reaction conditions, also the so-called water gas
shift equilibrium is established or approached

COCH2O! CO2CH2

�Hı298 D � 41:16 kJ=mol

�Sı298 D � 42:08 J=.Kmol/

Thus, the resulting product gas, denoted as syngas, is
a mixture mainly containing H2, CO, CO2, and unre-
acted methane and water. In most cases, SMR processes
are followed by one or more water gas shift steps, where
CO is converted by reacting with water almost com-
pletely to CO2, thus producing more hydrogen. Finally,
hydrogen is separated from CO2 and purified.

33.8.3 SMR: Metal Catalysts

Most transition metals are active in steam reforming.
Platinum group metals, such as ruthenium, rhodium,
iridium, and, possibly to a lower extent, palladium and
platinum, are very active in SMR [33.103]. Nickel, if
loaded at the same amount on the supports, is definitely
less active than Ru and Rh, and more prone to deac-
tivation. However, due to its much lower price, it can
be charged on catalysts at much higher loadings (up
to 50% instead of, e.g., < 1%). Thus, nickel catalysts
loaded at the level of 10�30wt% are sufficiently active,
cheap, stable, and robust to represent the best choice for
SMR catalysis in practice.

33.8.4 SMR on Nickel:
Surface Science and Computational
Studies on the Reaction Mechanism

The mechanism of the SMR reaction over Ni metal
surfaces was approached long ago by surface sci-
entists [33.104] and, more recently, by theoreti-
cians [33.105, 106], although full agreement has still
not been reached.

Water activation on metallic nickel is supposed to
produce hydroxyl and oxide species [33.107]. Most
data suggest that methane is activated mostly on steps
or edges of Ni particles, producing successively methyl
(CH3), methylene (CH2), methine (CH), and carbide
species by progressive dehydrogenation. A competition
between methane and water adsorption has been re-
ported [33.108].

However, methane can also be adsorbed and acti-
vated on oxide and/or hydroxyl sites, thus producing
oxygenated intermediates. A further alternative consists
in the reaction of water with CHx adsorbed intermedi-
ates, producing oxygenated intermediates too. The final
reaction step is the decomposition of such oxygenated
intermediates, finally producing hydrogen and carbon
monoxide.
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33.8.5 SMR on Nickel: Kinetics

Kinetic modeling of SMR over Ni takes advantage
of the above mechanistic considerations [33.109, 110].
The reaction order is close to one for methane and
definitely negative for steam, with a weak positive ef-
fect of hydrogen [33.111–113]. The main data show
that the rate-determining step in the overall process
is most likely the first methane adsorption and dis-
sociation step [33.108, 112], although some studies
suggest that the decomposition of the surface oxy-
genated intermediates is rate determining [33.114].
Although scattered data are reported on activation en-
ergies, most authors [33.115] report a value of �
100 kJ=mol, consistent with the values calculated for
the C–H bond activation of CH4 on Ni monocrystal sur-
faces [33.116].

33.8.6 SMR on Nickel:
Managing the Problems

Sintering of Nickel Particles
As shown by surface chemistry studies, methane and
water activation very likely occurs mostly at steps or
kinks on Ni nanocrystals. On the other hand, the re-
action conditions are certainly very demanding: high
temperature, moderately high pressure, presence of
large amounts of steam, and required lifecycles of sev-
eral years. Taking into account that pure nickel melts at
1455 ıC (1728K), atomic mobility may already be ac-
tive at such reaction conditions. In fact, the temperature
for starting atom mobility in the solid state (the so-
called Tammann temperature) is evaluated to be around
half of the absolutemelting temperature. For nickel, this
temperature is consequently about 865K. This means
that sintering of Ni nanoparticles is possible. Sintering
will obviously reduce the surface area of metallic nickel
and the density of active step and corner sites. Thus,
the catalyst composition (support and additives) must
be chosen to reduce the sintering rate as much as possi-
ble. Ni–OH is assumed to dominate nickel transport at
nickel surfaces in the presence of steam and hydrogen,
as Ni–OH has the lowest combined energies of forma-
tion and diffusion compared with other potential nickel
transport species [33.117].

Poisoning by Sulfur
Ni catalysts are rapidly deactivated by sulfur poisoning,
due to the formation of inactive nickel sulfide [33.118,
119]. In practical SMR applications, this problem is
solved by removing sulfur upstream. A hydrodesul-
furization step with stoichiometric hydrogen over Ni-
promoted MoS2=Al2O3 catalysts at 350 ıC is followed
by an absorption step using ZnO at 400 ıC [33.97, 101].

Formation of Carbon Deposits
Carbon matter forms at the reaction conditions on Ni
catalysts [33.120], much more than for platinum group
metal catalysts. A number of different forms of carbon
are revealed by analysis of spent catalysts. The most ev-
ident one is represented by carbon whiskers [33.121],
actually constituted by mulitiwalled carbon nanotubes
whose formation is catalyzed by Ni surfaces (Fig. 33.9).
It has been found that the (111) Ni faces are mostly
responsible for the formation of this kind of carbon
species. This carbonaceous matter tends to detach Ni
crystals from the support. This form of carbon does not
really deactivate the catalyst, at least during the first
stages of formation. However, the whiskers occupy void
spaces in the catalyst bed, causing pressure drops that
worsen with time.

Other forms of carbon species can also be de-
tected, such as gums and pyrolytic coke. In any case,
all of these result in progressive catalyst deactivation.
Most of the carbon species are formed by decomposi-
tion/dehydrogenation of higher hydrocarbons (butanes,
propane) that are usually present in some amount in
the feed. Pre-reforming beds allow specific reforming
of higher hydrocarbons, whose reaction with water is

Fig. 33.9 TEM image of carbon whiskers formed on
a Ni-Co=ZrO2 steam reforming catalyst. From [33.122].
Reprinted with permission from AAAS
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thermodynamically much more favorable than that of
methane, at 500�600 ıC. This limits the formation of
carbon matter in the SMR tubes. Another way to re-
duce the formation of carbon matter consists in feeding
a large excess amount of steam. In fact, the steam-to-
carbon ratio typically applied in the SMR process is
3 W 6, compared with the S=C stoichiometric ratio of 1
for the main reaction. However, slow formation of C
matter seems to be almost unavoidable and critical for
the lifetime of the catalyst bed and also of the tubes.
The formation of carbon matter can also be reduced by
an appropriate choice of the support and of activators/
stabilizers for Ni catalysts.

33.8.7 SMR on Nickel:
The Choice of the Support

The SMR reaction is performed at high temperatures
(700�900 ıC) in the presence of a large amount of
steam. The catalyst should be substantially stable for
operation 24 h a day for several years. Thus, the
catalysts must have an important refractory charac-
ter. Typical methane steam reforming catalysts contain
10�25wt% Ni, 70�85wt% Al2O3, or aluminate sup-
ports and up to 5% K, Ba, Ca. The support phase is
in fact a refractory oxide such as ˛-alumina (corun-
dum), Mg aluminate spinel MgAl2O4, calcium alu-
minate CaAl12O19, and calcium-potassium aluminate
CaK2Al22O35. Metal aluminates, corundum, and Mg-,
Ca- and K-aluminates, with spinel and ˇ-alumina struc-
tures, are in fact refractory and high-melting-point ma-
terials. The surface area of these materials may be low
(a few tens of m2=g) or very low and dispersion of Ni
on their surface is frequently not high, typically giving
rise to Ni particles with sizes of 20�50 nm.

The presence of alkali and alkali-earth cations is as-
sociated with a significant basicity of these materials,
which is needed to inhibit the formation of carbon mat-
ter on the support itself. These components can also act
as activators or stabilizers of the nickel active phase.

The nature of the support, the amount of loaded
metal, the nature and amount of promoters and stabi-
lizers, and the preparation procedures are all factors
that influence the crystal size and shape of the nickel
nanoparticles on the catalyst. It seems that the best crys-
tal size lies in the range of 20�50 nm (see Fig. 33.10
for a heavily charged Ni-Co=ZrO2 catalyst). Actually,
polycrystalline particles mainly form. Atoms at steps,
edges, and defects are usually found to be the most reac-
tive and probably represent the predominant active sites
in the reaction.

Fig. 33.10 TEM image of Ni-Co=ZrO2 steam reforming
catalyst. From [33.122]. Reprinted with permission from
AAAS

33.8.8 SMR on Nickel:
Promoters and/or Stabilizers

As mentioned above, catalyst components can influ-
ence the catalytic activity, poisoning, sintering, and
carbon forming activity of nickel catalysts. According
to the open literature, elemental analyses of industrial
steam reforming catalysts indicate the presence, besides
nickel and aluminum, of one or more alkali and alkali-
earth elements, i.e., K, Mg, Ca, and Ba. These elements
may be involved at least in part in the formation of alu-
minate phases, such as spinels and/or ˇ-aluminas. They
make the support stable at high temperature and under
hydrothermal conditions. However, they also contribute
by modifying the interaction between the nickel metal
particles and the support itself. They may also mod-
ify the behavior of nickel and reduce the activity of the
bare support surface. In particular, potassium has a very
positive effect in reducing the formation rate of car-
bon species, with the drawback of slightly reducing the
catalytic activity of the catalyst [33.120]. On the other
hand, alkali-earth ions are reported to limit nickel
dispersion, resulting in easier reducibility of nickel
species [33.123, 124]. In the case of Ca, however, the
behavior strongly depends [33.125] on the amount
of Ca and the nature of the support. Other elements
frequently cited as components of the catalysts are zir-
conium and rare earths, in particular lanthanum and
cerium [33.126, 127]. La is reported to increase the cat-
alytic activity [33.128] and aid in the removal of some
of the carbon deposits more effectively by gasifica-
tion [33.129].
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The copresence of lanthanum and cobalt has been
reported to be beneficial, at least for dry reforming ac-
tivity [33.130]. Boron is also considered to act as an
excellent structural promoter to obtain small Ni par-
ticles [33.129], but its behavior may depend on the
impregnation procedure used [33.124].

The presence of small amounts of silica is also
sometimes reported. Silica can stabilize the support as
well as limit the dispersion of nickel, forming larger
aggregates and reducing the amount of isolated nickel
species [33.131].

Addition of Mo is also cited in literature: it is re-
ported to decrease the surface metal area but increase
the specific activity of the active sites [33.132].

Alloying of Ni with small amounts of other metals,
in particular noble metals, is also considered to be use-
ful [33.122], although it can also increase the cost of the
catalyst. Ni-Au, Ni-Ag, Ni-Sn, Ni-Cu, and Ni-Co alloys
are reported to exhibit superior catalytic performance
in the methane steam reforming, i.e., high activity, high
resistance to carbon formation and sintering of metal
particles, and high selectivity to H2 product [33.133].
In general, Co is reported to increase the catalytic ac-
tivity of Ni in steam reforming reactions [33.134, 135].
Alloying Ni with Rh is reported to stabilize the metal-
lic particles [33.129]. Alloying Ni with noble metals
is reported to prevent sintering [33.136] and to display
an intelligent behavior, with suppression of deactivation
phenomena in case of daily start-up and shut-down op-
eration, typical in case of hydrogen and fuel cells for
domestic use [33.137].

33.8.9 SMR on Nickel: The Choice of Reactor
and Reaction Conditions

The SMR process is usually realized today at 30�50 bar
pressure, in spite of the negative effect of increasing
the pressure on the reaction thermodynamics. In fact,
although the hydrogen yield is slightly reduced by in-
creasing the pressure, a great reduction of the reactor
size is obtained. Medium/high pressures are convenient
also because the other steps of the overall process are

then conveniently performed. Finally, higher pressures
may also allow higher flow rates, thus allowing higher
productivities.

The reaction is usually performed in special steel
tubes, 10�20 cm large and 10�15m long, filled with
the catalyst extrudates, mostly downflow, placed into
fired furnaces. For large plants up to 1000 tubes may
be present, while for small size plants 10–20 tubes are
present. The small diameter of the tubes is due to the
need to reduce temperature gradients in the section. The
length is associated with the contact time needed to
approach equilibrium and obtain the highest productiv-
ity. The space velocities typical for industrial reactors
are on the order of 2000�4000h�1, being dictated pre-
dominantly by the heat transfer and tube design. The
temperature profile along the tube is increasing, from
� 500 ıC at the inlet to� 800 ıC at the outlet. The max-
imum temperature is a compromise between the need to
improve the thermodynamics (the reaction is endother-
mic) and the needs to limit the catalyst sintering, fuel
combustion, and tube metal costs and increase the life-
time of the tubes.

Steam is fed in excess, in spite of its reducing effect
on the reaction rate: the steam-to-carbon ratio is usually
> 3, to push the thermodynamics and reduce the forma-
tion of carbon species.

33.8.10 SMR on Nickel: Shaping the Catalyst

As cited above, shaping is necessary to reduce the
pressure drops and improve the fluid dynamics and
heat transfer effects. Cube extrudates were first used
in commercial SMR plants by ICI (now Johnson
Matthey) [33.138]. They were later substituted by cylin-
ders with a single hole (Raschig rings), then by four-
hole cylinders, and finally by quadralobes. Through this
development, the relative activity was doubledwhile the
pressure drop was more than halved. The most recent
development in this field is the application of cylin-
drical foil-supported module structures (CATACEL JM
SSRTM) that allow a further strong increase in the ac-
tivity and decrease of the pressure drop.

33.9 Conclusions

The present review underlines the complexity and mul-
tidisciplinarity of the field of heterogeneous catalysis,
where collaboration among chemical engineers, mate-
rial scientists, physical, inorganic, and organic chemists,
and surface and material physicists is needed to fully
understand phenomena and develop technologies. Al-
though several technologies were applied industrially

very early on, knowledge on the molecular phenomena
remains largely incomplete and subject to debate. Sur-
face science and surface chemistry, as well as compu-
tational studies, are needed to further improve existing
technologies. On the other hand, it is clear that a rev-
olution is approaching, with the abandonment of the
extensive use of fossil raw materials and the progres-
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sive increasing application of renewable raw materials
for production of chemicals and fuels. Heterogeneous
catalysis will continue to play a fundamental role, and

surface science and surface chemistry will help in de-
veloping such new technologies which will achieve
sustainability for our high-technology civilization.
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34. Electrochemical Behavior of Single Crystal
Electrodes on Model Processes

Victor Climent , Enrique Herrero

Platinum is among the most catalytic metals for
many electrochemical reactions of applied inter-
est. In particular, platinum or platinum-based
alloys are the most active for the typical reactions
related to fuel cell technology, such as hydrogen
evolution, hydrogen oxidation, oxygen reduction
and oxidation of small organic molecules. For this
reason, there is great interest in understanding
at a fundamental level the principles underlying
the phenomena of electrocatalysis in relation to
this metal. One aspect that has been revealed of
particular interest is the sensitivity of most elec-
trocatalytic reactions to the surface structure of the
catalyst. To study this aspect of electrocatalysis,
it is important to understand the techniques and
methodologies to work with single-crystal elec-
trodes. It is equally important to learn how to
interpret the electrochemical behavior of well-
defined surfaces from the perspective of their
surface reactivity. In this chapter, we first review
the techniques for the preparation of single-crystal
electrodes with well-defined surfaces. Although
gold is less important from an electrocatalytic point
of view, its interfacial behavior is, precisely for this
reason, easier to interpret. Therefore, the chap-
ter focuses on and compares the behavior of two
metals, platinum and gold. Some methodological
details particular to the work of these electrodes
in an electrochemical environment are described.
The different surface structures obtained with the
materials will be associated with the voltammetric
behavior recorded in different supporting elec-
trolytes, with the aim of characterizing processes
such as adsorption, surface reconstruction and
faceting, and basic electrochemical reactivity, us-
ing both in situ and ex situ techniques. Important
parameters that describe the properties of the in-
terphase are the potential of zero charge and the
potential of maximum entropy. Techniques and
methodologies for their determination and inter-

34.1 Preparation of Single-Crystal
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pretation will be briefly reviewed. Finally, some
practical examples of surface-sensitive reactions
will be described, focusing on the underpo-
tential deposition of metals and the oxidation
of carbon monoxide and some small organic
molecules.
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The initial studies in the field of surface electrochem-
istry sought to gain the same level of knowledge previ-
ously achieved in the related but older fields of surface
science and heterogeneous catalysis. In the first place,
they aimed to establish relationships between surface
structure and reactivity. Secondly, they tried to prove
the effects of surface modification on electrocatalysis,
to finally attain sufficient knowledge to attempt the ra-
tional design of optimal catalysts. When compared with
the studies carried out in ultrahigh vacuum (UHV),
the electrochemical media present some advantages. In
the first place, the experimental procedures to attain
comparable cleanliness conditions are easier in elec-
trochemical environments (after you learn some basic
precautions). Ultrapure water and high-quality chem-
icals, together with well-tested and defined cleaning
procedures are the basic requirements to obtain a clean
system. Also, the preparation (cleaning and ordering) of
the single-crystal electrodes is easier and faster: a sim-
ple annealing (with a flame or induction oven) followed
by cooling in an appropriate atmosphere is enough to
attain high-quality surfaces. Second, the instrumenta-
tion involved in electrochemical studies is simpler and
cheaper: a potentiostat with a signal generator, a signal
recorder and a glass cell are the essential equipment in
these studies. Finally, in electrochemical systems, there
is an additional variable (alongside composition, tem-
perature and pressure) that controls the reactivity of the
surface: the electrode potential. When compared with
temperature, the control and change of the electrode po-
tential is straightforward and faster, which allows for
greater versatility in the types of programs that can be
used to modulate the change with time of this vari-
able, providing a better understanding of the behavior
of the systems. However, the presence of water (or any
other solvent) in the electrochemical environment poses
a major problem in the application of the techniques
classically employed in UHV to probe the interfacial
structure, particularly those based on electron spec-
troscopy. For this reason, in some of the first studies
with single-crystal electrodes, the electrochemical sys-
tem was coupled with a UHV chamber, so that the
electrode, after its modification in the electrochemical
system, was carefully transferred to the UHV cham-

ber to analyze the surface and the possible adsorbates
or intermediates. In this analysis, it was assumed that
the loss of potential control and the modification of
the environment (essentially the loss of the water layer
and the supporting electrolyte in contact with the elec-
trode) would not alter the system. This could be true
in the case of strong adsorbing species, such as metal
adatoms, but probably not in the case of other adsorb-
ing molecules. The advent of synchrotron and scanning
probe microscopy techniques enabled a comprehen-
sion of the surface modification processes similar to
that reached previously in UHV, because they made
possible the determination of the different surface struc-
tures and the composition of the topmost layer under
in situ conditions. Multiple spectroscopic techniques
have also been incorporated to the battery of method-
ologies used to interrogate in situ the electrochemical
interphase. Fourier transform infrared reflection ab-
sorption spectroscopy (FTIRRAS) is one of the most
common and available spectroscopic approaches. Other
techniques like second-harmonic generation (SHG) and
sum frequency generation (SFG) are also useful but
require more complex and expensive instrumentation.
Raman spectroscopy was largely limited to rough sur-
faces of coinage metals until the recent introduction
of shell-isolated nanoparticle-enhanced Raman spec-
troscopy (SHINERS) [34.1, 2]. All these techniques
provide information primarily about the composition
of the interphase, although structural information is
also provided indirectly. Thus, it was possible to es-
tablish, usually with a combination of methodologies,
the key role of the solvent and supporting electrolyte
in electrochemical systems, and to justify the differ-
ences with similar systems in UHV. In the following,
some examples of the electrochemical systems studied
with single-crystal electrodes will be reviewed. Af-
ter a brief introduction of the experimental techniques
typically employed in these studies, we summarize
the voltammetric characterization of single-crystal sur-
faces of platinum and gold with increasing degrees of
complexity. The initial stages of metal deposition (un-
derpotential deposition of metals) are then described,
ending with some examples of the electrocatalytic be-
havior of platinum.

34.1 Preparation of Single-Crystal Surfaces

The first step in the preparation of a well-defined single-
crystal surface starts with the fabrication of a crystallo-
graphically well-defined single crystal. This is a piece
of material composed of a single grain in which the po-

sitions of the atoms follow a coherent crystallographic
network. There are many different methods to obtain
a single crystal. They all have in common the slow for-
mation of the solid phase in such a way that atoms
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have time to adopt the right position in the crystal-
lographic network. It can be solidification from the
melted material, condensation from a vapor phase or
even electrodeposition from a solution. The procedure
described here, the so-called Clavilier method [34.3–5],
is the one used in our laboratory, which is particularly
interesting given its simplicity. It has been success-
fully applied to the fabrication of platinum, gold and
rhodium single crystals. Fabrication of palladium crys-
tals is more problematic with this method, given the
ability of this metal to absorb gas, but it has also been
reported in the literature [34.6]. The process consists of
the formation of a small bead of the metal by melting
the end of a high-purity wire with a torch. Butane/oxy-
gen or hydrogen/oxygen flames are hot enough for this
purpose. The rate of fusion/solidification can be con-
trolled by slowly moving the flame up and down. It is
better to move the torch and not the wire with the bead
to avoid vibrations that would results in defects in the
crystal structure. Alternatively, the temperature of the
flame can be varied by regulating the flow of gases. The
process of crystallization can be easily followed, since
melt and solid phases have different brightness, result-
ing in an easy visualization of the front that separates
the two phases. The size of the bead is limited by the
surface tension that holds the drop of melted material
hanging from the end of the wire. Typically, beads with
diameters ranging from 2 to 4mm can be obtained with
a wire of 0:8mm. By repeating the melting and solid-
ification process several times, impurities in the metal
tend to accumulate at the bottom of the bead (the last
point to solidify), which have to be removed by treating
the hot metal with aqua regia (a 3 W 1 mixture of HCl
and HNO3). The process is repeated several times un-
til a single crystal bead of sufficient quality is obtained.
The single-crystal nature of the bead can be checked by
observing the facets formed on its surface. Typically,
facets on the (111) directions are favored on the surface
of the crystal and can easily be observed using a simple
glass magnifier.

To accurately check the angle between the facets,
which is a proof of the single-crystal nature of the
bead, reflections of a laser beam on the facets can
be used. When a laser beam is directed to the beam,
reflections are formed pointing in the orientation of
the facets. Usually, (111) and (100) facets give visi-
ble reflections. Then, to measure the angle between two
facets, the angle between the two reflections is mea-
sured with great accuracy. For this purpose, the bead
is mounted on a goniometer at the end of an optical
bench, with the laser at the other end. The length of the
bench gives the accuracy of the measurement. This pro-
cedure allows one not only to verify the single-crystal

nature of the bead (comparing the obtained angles with
the theoretical ones) but also to orient the crystallo-
graphic axis before cutting and polishing the piece to
obtain a macroscopic surface with well-defined crystal-
lographic orientation.

The orientation of the crystal prior to cutting is illus-
trated in Fig. 34.1 using stereographic projection. The
crystal orientation process typically starts by locating
two (111) facets and, after adequate rotations, placing
their reflections in the horizontal plane. Starting from
this position, we have access to the three basal planes
and all stepped surfaces between (111) and (100) and
between (111) and (110). To obtain stepped surfaces
between (100) and (110) or other surfaces in the center
of the stereographic triangle, two rotations are neces-
sary, one to bring the surface to the horizontal plane and
a second to bring it to the center [34.7]. Perpendicular
to the center, the bench has a polishing disk that allows
one to first cut and then polish the crystal in this orien-
tation. Further details on the procedure are described in
previous reviews [34.7, 8].

Prior to cutting and polishing, the crystal is pro-
tected with an epoxy resin to fix its position. Then the
crystal is cut, typically until exposing a maximum di-
ameter of the bead, using sandpaper of adequate grain
size. The surface is then polished using either alumina
or diamond paste of decreasing grain size, typically
from 3 to 0:1�m. Normally, a few hours of polishing
at each grain size is necessary to obtain a high-quality
mirror finished surface. The next step is to remove the
epoxy resin to obtain a hemisphere-shaped electrode
with an approximately circular flat surface with the de-
sired crystallographic orientation.

The last step in the preparation of the crystal is the
annealing of the bead at high temperature, close to the
melting point of the material. At this temperature, the
surface atoms have enough mobility to adopt positions
that minimize the surface energy of the piece, usually
following the nominal structure according to the angle
in which the crystal was cut. For platinum, this can be
easily achieved by holding the crystal in a Bunsen flame
at red-hot temperature for ca. 20�30min. The temper-
ature of the Bunsen flame is sufficient to facilitate the
ordering of the surface atoms but low enough to pre-
vent melting of the platinum crystal. This is not the
case for gold, which can be easily melted in a Bun-
sen flame, and therefore it has to be annealed with great
care. Alternatively, annealing for several hours in a fur-
nace at ca. 850 °C can be done without the danger of
melting the crystal. The opposite situation holds for
rhodium, which has a higher melting point and there-
fore requires a relatively oxygen-rich high temperature
flame.
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Fig. 34.1a,b Orientation of the crystal for the preparation of a well-defined electrode surface. (a) The crystal is oriented
with two vertical (111) facets (light blue). One (110) facet (dark blue) is between the two (111) facets. One (100) facet
(red) is also located vertical in the opposite direction. (b) Relation between the stepped surfaces, and their position in the
stereographic projection. The horizontal line (011)-(111)-(100) indicates the stepped surfaces that can be prepared from
the starting point represented in (a) by a single rotation. Other surfaces in the line (110)-(100) need two rotations. Labels
in (b) give the relationship between the terrace length (n in the Lang, Joyner and Somorjai nomenclature, n.hkl/�.h0k0l0/)
and the Miller indices (hkl) of the surface [34.9]

34.2 Some Remarks About the Experimental Procedures

Experiments in the investigation of surface electro-
chemical processes are particularly sensitive to the
presence of small traces of contaminants. Organic con-
tamination usually leads to the accumulation of molec-
ular fragments irreversibly adsorbed on the surface of
the electrode, deeply altering its electrocatalytic behav-
ior. Inorganic contamination usually leads to specific
adsorption of anions, which can be either reversible
or irreversible, but in any case, also altering the elec-
trochemical response of the material. Platinum and
rhodium are usually more electroactive than gold, and
therefore they are more sensitive to contaminants in so-
lution. The sensitivity to contaminants also depends on
the crystallographic orientation of the electrode surface:

surfaces with a more open arrangement of atoms are
usually more reactive.

We often encounter the following misconception:
single-crystal surfaces are more sensitive to contami-
nation than polycrystalline materials, and precautions
can be relaxed to some extent when working with the
latter. This is a dangerous misunderstanding. What re-
ally happens is that the response of a single-crystal
electrode surface is better defined, and therefore, accu-
mulation of contaminants is more easily detected. With
polycrystalline materials, response is less defined and
reproducible, and thus it is more difficult to discern
whether differences in the electrochemical behavior are
due to variations in the surface structure or to contam-
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inants. However, this does not mean that, if there are
impurities in the solutions, they will not affect the be-
havior of polycrystalline electrodes to the same extent
as they do for single-crystal electrodes.

For the reasons outlined above, it is extremely
important in surface electrochemistry to maintain the
solution at a high level of purity. Deionized water of
maximum quality should be used (18:2M, cm). Also,
all reactants must be of the maximum degree of pu-
rity. Glassware should be cleaned profusely before each
experiment. Needless to say, detergents or surfactants
are completely forbidden for this purpose. Cleaning
is usually performed through a combination of strong
oxidizing solutions, rinsing and boiling in water. Dif-
ferent oxidizing agents have been used for this purpose:
chromic mixture (dichromate in concentrated H2SO4),
Caro’s acid (a 1 W 3 mixture of 30% H2O2 and concen-
trated H2SO4), peroxodisulfate solution (a 3 W 1 mixture
of concentrated H2SO4 and HNO3), a 10% HNO3 so-
lution or a potassium permanganate solution. Among
them, the chromic mixture is not recommended because
Cr(VI) is highly carcinogenic. Our favorite choice is
the potassium permanganate solution (� 2 g L�1) in di-
luted H2SO4 (ca. 0:1M). Glassware is left overnight in
this solution. MnO2 deposits formed on the surface of
the glass can be easily removed by rinsing with 1%
H2O2 in 0:1M H2SO4 solution. Finally, the material
is thoroughly rinsed with water and boiled in water
(10�20min) several times. The high temperature favors
dissolution of contaminations that are later removed by
rinsing. In cases where this mild treatment is not suffi-
cient, boiling in 10% HNO3 solution or even boiling in
concentrated H2SO4 are more effective. However, the
latter is particularly dangerous and detrimental to the
different parts of the fume hood.

A stationary voltammogram with well-defined
peaks, as shown later in Sects. 34.4 and 34.5, is
a clear indication of good experimental conditions.
Conversely, a continuous decrease in voltammetric cur-
rent observed during potential cycling would be a clear
symptom of surface fouling. Often, when the level of
contamination is low but not negligible, the first voltam-
metric cycles are correct but the voltammogram later
becomes increasingly distorted. Under these conditions,
and depending on the time scale of the experiment, the
results may range from slightly affected to completely
wrong. As mentioned above, the same solution may ap-
pear clean for an electrode with a given crystallographic
orientation but contaminated for a different electrode
orientation. Low-coordinated atoms are usually more
sensitive to contamination, since adsorption processes
are favored on those atoms.

Another critical step in the electrochemical charac-
terization of a surface is cleaning it while preserving the
surface order. While the typical procedure for cleaning

a (polycrystalline) electrode is to polish it, for instance
with alumina, to renew the surface, such a procedure
cannot be followed for a well-ordered surface, for obvi-
ous reasons. Repetitive cycles of surface oxidation and
reduction have also often been used to clean the surface
of platinum and gold single crystals. Again, this pro-
tocol cannot be followed with single crystals since, as
will be shown below, oxide formation and subsequent
reduction causes roughening of the surface.

Initial attempts to study well-ordered platinum
surfaces used well-established procedures for surface
preparation and characterization in UHV, followed by
the transfer of the cleaned electrode to the electrochem-
ical environment [34.10–17]. In this case, the problem
was found in the transfer step, which turned out to be
very difficult while preserving the cleanliness of the
surface. Combination of UHV preparation followed by
extensive surface oxidation and reduction was also at-
tempted, but, as just mentioned, this process leads to
defective surfaces [34.10, 12, 16, 17]. From a historical
perspective, a key moment in the development of the
field of surface electrochemistry was the introduction
of the flame annealing technique for surface decontam-
ination and reordering [34.3, 4, 18]. This includes the
heating of the electrode in a flame (as described above
for the reordering of the surface) followed by a rapid
quenching of the electrode, while still hot, with wa-
ter. In this way, the electrode is covered with a drop
of water which protects the surface from possible con-
tamination from the laboratory atmosphere (diffusion of
contaminants is much slower in condensed media than
in the gas phase). This gives enough time to transfer
the electrode to the electrochemical cell while pre-
serving the cleanliness of the surface. Following this
methodology, completely new cyclic voltammograms
were recorded for the three platinum basal planes [34.3,
4, 19, 20]. The voltammetry recorded for Pt(111) was
particularly striking since it exhibited adsorption states
at abnormally high potentials. Such adsorption states
were called unusual adsorption states [34.21], although
it was later demonstrated that there is nothing unusual
about them (see full description of the voltammograms
below). Although some controversy arose at the be-
ginning about the validity of this methodology, it was
soon demonstrated that surfaces prepared in UHV pro-
duce similar voltammograms when the transfer step is
properly controlled [34.22]. This served as the defini-
tive demonstration of the validity of the flame annealing
procedure. Later, it was realized that the cooling atmo-
sphere plays a crucial role in the ordering process and,
for this reason, requires special control. In particular, it
is important to avoid the oxidation of the surface dur-
ing the quenching with water, since this process leads
to its disordering. It was demonstrated that this point
is less critical for Pt(111), because this highly packed
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surface is more stable, but very important for the other,
more open, surfaces [34.23]. To avoid oxidation of the
surface during the quenching, the hot electrode can be
cooled down in a reductive atmosphere (a 1 W 3 mixture
of H2 and Ar) and quenched with water in equilibrium
with these gases. Other cooling atmospheres have also
been tested. For instance, cooling the platinum elec-
trodes in CO atmosphere results in the protection of the
surface with this molecule, which is strongly adsorbed
on platinum [34.24, 25]. In this case, the protection with
the water drop is not necessary. The CO can be easily
removed from the surface by electrooxidation (see be-
low), resulting in a clean and ordered surface. Cooling
in I2 atmosphere has also been reported [34.26]. This
molecule can be displaced with CO that can later be
electrooxidized to give rise to a clean surface. However,
CO and I2 adsorption may produce faceted surfaces
with structures that differ from the nominal one [34.27].
Flame annealing was initially proposed for platinum,
but can also be used for other noble metals, such as gold
and rhodium.While gold is not sensitive to the presence
of O2 in the cooling step, rhodium is very sensitive, and
cooling in H2=Ar is mandatory in this case.

The final point that deserves a comment is the way
in which the electrode is contacted with the solution.

Only the flat surface with the desired crystallographic
orientation should be in contact with the solution, while
the sides of the electrode, containing many other orien-
tations, should not contact it. This is achieved with the
so-called hanging meniscus configuration [34.28]. For
this, the electrode is introduced in the solution and then
raised above its level. The high surface tension charac-
teristic of aqueous solutions facilitates the formation of
a meniscus that wets only the flat surface. Sometimes
formation of this meniscus is tricky, and a fraction of
the sides of the electrode is also wet. This is usually
noticed as a tilt in the voltammogram caused by the
electrochemical contributions from the sides of the elec-
trode taking place through a very thin layer of solution
with a relatively high ohmic resistance. Also, oxygen
(which is always present at trace level) can be reduced
through the thin layer of solution at the sides of the elec-
trode, resulting in additional tilt of the voltammogram
at low potentials. The situation is particularly difficult
when the electrode is hydrophilic (for instance, a gold
electrode covered with a hydrophilic self-assembled
monolayer (SAM)), when surface tension of the solu-
tion is decreased (for instance, in the presence of organic
contaminants) or if the angle between the flat surface
and the side of the electrode is> 90ı.

34.3 Voltammetric Characterization

In cyclic voltammetry, the electrode potential is
scanned linearly between two limits, at a given scan
rate, while the current flowing through the potentiostat
is recorded [34.29]. The graph of current as a func-
tion of potential is called a voltammogram. In the more
general case, if an electroactive species is present in so-
lution, current will flow when the electrode potential
reaches a value sufficiently high (low) to produce its ox-
idation (reduction). For a simple process, current should
keep increasing (in absolute value) as the difference
between applied and equilibrium potentials increases.
However, a maximum in the current is typically ob-
served, beyond which the current starts to decrease,
resulting in a peak in the voltammogram. The forma-
tion of this maximum can be due to two main reasons:
(i) mass transport limitation or (ii) a decrease in the
availability of surface sites for processes that involve
adsorption. In this chapter, we are more concerned
about adsorption processes, and hence the following
discussion will explain the shape of the voltammetric
peaks in this case. The reader is referred to the broad
bibliography in the field to learn more about processes
limited by mass transport [34.29–31].

For processes that involve electrosorption, the vari-
ation of the potential will drive a change in coverage of
the electrosorbed species with current flowing in conse-
quence. There is a direct relationship between coverage
and charge, resulting from Faraday’s law

qD�nF�ML	 ; (34.1)

where n is the number of electrons exchanged in the
adsorption process (positive for reductive adsorption of
a cation and negative for the oxidative adsorption of an
anion), F is the Faraday constant, �ML is the maximum
surface coverage and 	 is the fractional coverage. For
a reversible adsorption process, the coverage is directly
determined by the electrode potential (at a given P, T
and composition of the solution) according to a partic-
ular adsorption isotherm. In this case, we can write
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where v D .@E=@t/ is the scan rate and �i is the chem-
ical potential of the specie i in the interphase. This
equation demonstrates that the current is proportional to
the scan rate for an adsorption process. This is a major
difference with the voltammetric response for a process
controlled by the diffusion of the reactants to the elec-
trode surface, where the dependence of the peak current
scales with the square root of the scan rate [34.29]. The
exact shape of the voltammetric profile will depend on
the nature of the adsorption isotherm, i.e., the functional
relationship between the coverage and the electrode po-
tential

	 D f .E;P; T; �i/ : (34.3)

For a Frumkin isotherm [34.31–33],

	

1� 	 D K
c

c0
exp

��nFE� r .	 � 0:5/
RT

�
; (34.4)

where r is the lateral interaction parameter, K is the
equilibrium constant, c the concentration in solution
and c0 is the concentration at the standard state. To ob-
tain the current from such relationship, (34.4) should be
differentiated with respect to the potential and the result
introduced in (34.2). Figure 34.2 shows the voltam-
metric profile expected for an adsorption process that
follows this isotherm for several values of the lateral in-
teraction parameter. In this case, symmetrical peaks are
obtained with the peak potential directly related to the
energy of adsorption [34.31]

�G0
ads D�RT ln .K/D�nFEpeakCRT ln

� c

c0

	
:

(34.5)

The width of the peak is controlled by the lateral
interaction parameter. Positive values of r correspond
to repulsion and result in broader peaks, while nega-
tive values indicate attractive interaction and result in
narrower peaks [34.31–33]. Finally, the area under the
peak gives a measure of the maximum coverage �ML

�ML D 1

nF

EhighZ

Elow

j

v
dE ; (34.6)

where Elow and Ehigh are the limit of the integration
that should be chosen sufficiently below and above, re-
spectively, to integrate the whole voltammetric peak.
Equations (34.5) and (34.6) are general, and their va-
lidity is not limited to the Frumkin isotherm.
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Fig. 34.2 Calculated voltammetric profiles expected for an
electrosorption process following the Frumkin isotherm
with different values of lateral interaction parameter, as in-
dicated (nD 1, cD 1M and qML D 240�Ccm�2 )

In the case of a process with a limited reaction
rate (the so-called irreversible or quasi-reversible pro-
cesses), asymmetry appears in the peak that now de-
pends on the scan rate. In this case, the peak separation
between positive and negative sweeps is related to the
rate constant. The latter can be obtained from a plot of
peak potentials as a function of the logarithm of the scan
rate [34.34].

The previous model applies to a homogeneous ad-
layer where local differences in the environment of
adsorbates are not important. This is the mean-field ap-
proximation. In this case, the long-range order is not
important. On the other hand, when strong lateral in-
teractions lead to the formation of ordered adlayers,
long-range order is very important, and the previous
model does not apply. For this situation, Monte Carlo
simulations are usually the way to analyze and predict
the shape of the voltammetric profile [34.35].

Real voltammetric profiles recorded with platinum-
groupmetals are usually composed of several peaks cor-
responding to different (most often competitive) adsorp-
tion process (hydrogen and anion adsorption) on differ-
ent reactive sites on the surface (see later). In addition
to electrosorption processes, the voltammetric profile
also contains the capacitive response of the double layer.
This usually has a smoother variationwith potential, and
in the scale of the other adsorption processes often ap-
pears as nearly constant. For gold electrodes, adsorption
processes are less frequent, and variations in the differ-
ential capacity are more characteristic [34.36, 37].
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34.4 Electrochemical Behavior of Gold Single-Crystal Surfaces

Figure 34.3 shows the cyclic voltammograms recorded
with the three basal planes of gold in a perchloric acid
solution. Perchloric acid is chosen as electrolyte be-
cause it is generally accepted that perchlorate anion
adsorbs only weakly on metal surfaces. There are two
regions in the voltammogram that can be clearly dis-
tinguished. Below 1:2V, a relatively flat voltammetric
profile signals the absence of adsorption processes. This
is the so-called double-layer region. Above 1:2V, the
current sharply increases as a consequence of surface
oxidation, resulting in a complex peak structure. Above
1:6V, oxygen evolution takes place. Reduction of ox-
ide takes place in the negative scan, resulting in a sharp
peak, followed by one or more smaller peaks. The sig-
nificant asymmetry between positive and negative scans
is a clear indication of the irreversible nature of this pro-
cess. In consequence, the voltammetric profile in the
surface oxide region of gold is sensitive to the scan
rate. The most important observation is that the voltam-
metric profile depends on the crystallographic structure,
being like a fingerprint that enables the identification
of the surface structure of the crystal. Enlargement of
the double-layer regions reveals that current in this re-
gion also contains important features characteristic of
the crystallographic structure of the surface [34.36–38].

According to the previous discussion, voltammetric
characterization of gold single crystals can be done ac-
cording to the profile obtained in the oxide region. Such
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Fig. 34.3a–c Stationary cyclic voltammograms corresponding to the gold basal planes in 0:1M HClO4 solution:
(a) Au(100), (b) Au(111), (c) Au(110). Scan rate: 50mVs�1. The red curves represent the magnification of the voltam-
metric profile measured in the so-called double-layer region and avoiding oxidation of the surface

characterization is often encountered in the literature.
However, this method of characterization is not recom-
mended since it is now well established that surface
oxidation and subsequent reduction lead to formation of
pits and islands resulting on a defective surface [34.39].
This conclusion was obtained from in situ scanning
tunneling microscopy (STM) investigation of the sur-
face [34.40]. With this technique, it is concluded that
defects are formed during the desorption of the oxide.
This observation is explained considering the existence
of a place exchange mechanism in which oxygen atoms
penetrate into subsurface positions. The subsequent ex-
traction of such subsurface atoms drags gold atoms out
of the equilibrium positions, resulting in the formation
of pits and islands. The defective surface heals to some
extent after prolonged potential cycling in the double-
layer region, but it never recovers completely the initial
state. For that reason, the voltammetric characterization
should be limited to the double-layer region.

The electrochemical behavior of gold is dominated
to some extend by the existence of surface reconstruc-
tions [34.41–43]. Such reconstructions are well known
in UHV studies. For this environment, it is well estab-
lished that the clean surface is terminated by a layer
of atoms that occupy positions that are different from
those corresponding to the normal truncation of the net-
work in the bulk. The reason for this displacement of
atoms is the existence of unbalanced bonds in the low-
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Fig. 34.4 Cyclic voltammograms of
a Au(111) electrode in 0:1M H2SO4.
Black curve: first cycle after flame
annealing and contacting the solution
at 0:1V; red curve: second cycle.
Scan rate: 50mVs�1

coordinated atoms of the surface, as compared with
atoms in the bulk. The surface reconstruction achieves
a decrease in energy by increasing the atom density,
thereby increasing the sharing of electron density in
the low-coordinated atoms. Even the (111) surface
of gold tends to reconstruct to form a higher-density
.
p
3� 22/ adlayer. Usually, adsorption eliminates re-

construction, since the adsorbate satisfies the necessity
of surface atoms to share their electron density. In the
electrochemical environment, the reconstructions are
stabilized at lower potentials, where the higher electron
density further destabilizes low-coordinated atoms at
the surface in comparison with atoms in the bulk of the
metal. The increased potential results in the disappear-
ance of the reconstruction, usually linked to the onset
of anion adsorption. The lifting of the reconstruction is
usually coupled with a sudden change in the differen-
tial capacity, resulting in a relatively sharp peak in the
voltammogram.

The voltammetric profile of Au(111) in 0:1M
H2SO4 shown in Fig. 34.4 is a good example to ex-
plain the phenomena described above. The electrode
is contacted with the solution, after flame annealing,
at low potentials, where the .

p
3� 22/ reconstruction,

formed during the annealing and cooling process, is
stable. As the potential is increased, only a small ca-
pacitive current is recorded with a differential capacity
of ca. 20�F cm�2. At ca. 0:54V versus the reversible
hydrogen electrode (RHE), sulfate adsorption starts to
take place in a disordered way on the reconstructed
surface. Immediately coupled with the onset of sulfate

adsorption, reconstruction is suddenly lifted, resulting
in a sharp voltammetric peak at ca. 0:6V. Between
0.7 and 1:0V, sulfate coverage keeps increasing. At
ca. 1:15V (RHE), sulfate coverage is large enough to
trigger a disorder/order phase transition, which results
in the formation of the .

p
3�p7/R19:1ı sulfate ad-

layer [34.44, 45]. Such phase transition is signaled in
the voltammogram by a very characteristic sharp spike.
In the negative sweep, the order/disorder phase tran-
sition takes place at a slightly lower potential. This is
followed by the slow desorption of sulfate that ends at
ca. 0:45V. Below this potential, the surface starts to re-
construct, driven by the increasing values of electron
density. In this case, the reconstruction is not complete,
because it is a slow process at room temperature. The
fraction of the surface that is reconstructed depends on
the time the electrode potential remains close to the
lower end, which in turn depends on the scan rate. The
red curve in Fig. 34.4 shows the second cycle. A strong
difference can be observed in the peak corresponding
to the lifting of the reconstruction between the first and
second cycle, suggesting, as mentioned above, that the
reconstruction was incomplete. Except for that, the first
and second cycle are identical. The total charge inte-
grated between 0.50 and 1.2 gives a measure of the
amount of sulfate adsorbed.

On the other hand, the effects of surface oxidation
on the structural integrity of the surface are shown in
Fig. 34.5. In the first oxidation cycle, the oxidation of
the surface is hindered by the rather compact sulfate
adlayer formed after the sharp spike. This is why the
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Fig. 34.5 Effect of surface oxidation
on the voltammetric profile of
Au(111) in 0:1M H2SO4. Black
curves: First cycle, before oxidation.
Red curves: Second cycle, after
oxidation. The upper graphs show
an enlargement of the current in the
double-layer region

peak corresponding to oxide formation is significantly
shifted to higher potential values in comparison with
the voltammogram in perchloric acid (see Fig. 34.3
for comparison). At some point, sufficient overvolt-
age is attained to replace the sulfate adlayer by oxide
formation. As explained before, oxide formation is ac-
companied by the place exchange mechanism, resulting
in subsurface oxygen. The subsequent reduction breaks
the surface, resulting in the formation of pits and islands
that disrupt the long-range order of the surface. This
modification of the surface is reflected in the voltam-
metric profile of the second cycle. In this case, the
amount of reconstructed surface significantly decreases,
as deduced from the decreased magnitude of the peak
at 0:63V. However, the most significant effect is the
almost complete disappearance of the sharp spike sig-
naling the formation of the ordered .

p
3�p7/R19:1ı

sulfate adlayer. As explained above, formation of this
ordered adlayer requires long-range order, and therefore
the observation of the corresponding spike is a good in-
dicator of the quality of the surface [34.46]. Another
symptom of the disordering of the surface after the
first oxidation/reduction cycle is the shift of the onset
of the oxidation to lower potentials. This is a conse-
quence of the formation of a defective sulfate adlayer,
unable to prevent the surface oxidation as effectively
as before. As mentioned above, there is a correlation
between the onset of the lifting of the reconstruction
and the strength of anion adsorption (Fig. 34.6). The
voltammetric profile in the presence of bromide is very
similar to that previously described for sulfate, but
with all features shifted to lower potentials. Finally,
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Fig. 34.6 Comparison of sulfate, chloride, bromide and
iodide adsorption on the Au(111) electrode surface from
0:1M HClO4C 10�3 M K2SO4, KCl, KBr or KI solutions
(SCE: saturated calomel electrode). Scan rate: 10mVs�1.
Reprinted from [34.47], with permission from Elsevier

Fig. 34.7 shows the voltammetric profile for Au(100) in
0:01M H2SO4. Similarly to what has been previously
discussed for Au(111), this voltammogram is character-
ized by the observation of a very sharp peak signaling
the lifting of a hexagonal reconstruction (also noted
as .5� 20/) that is observed for the clean surface in
UHV and remains in an electrochemical environment
at low enough potentials. As before, the magnitude of
the peak is maximum after the flame annealing and,
after a first scan, increases with the time spent at low
potentials.
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Fig. 34.7 Cyclic voltammograms for
the unreconstructed, island-covered
Au(100)-.1� 1/ surface in 10mM
H2SO4 after waiting at �350mV for
different lengths of time: 10 s (thick
line), 60 s (dotted line) and 10min
(thin line) to allow potential-induced
reconstruction. Scan rate: 10mV
s�1; temperature: 20 °C. Reprinted
from [34.48], with permission from
Elsevier

34.5 Voltammetry of Platinum Single Crystals

Figure 34.8 shows a comparison of the voltammetric
profiles recorded with the three basal planes of plat-
inum in 0:1M HClO4 and 0:5M H2SO4. As before,
perchloric acid is chosen because perchlorate does not
adsorb specifically on the surface of platinum (as will
be demonstrated below). The potential scan is limited
to the window between the onset of hydrogen evolu-
tion and the oxidation of the surface. In comparison
with the voltammograms previously discussed for gold,
current density is significantly higher for platinum, as
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Fig. 34.8a–c
Cyclic voltammo-
grams of the three
platinum basal
planes in 0:1M
HClO4 (red curve)
and 0:5M H2SO4

(black curve)
for (a) Pt(111),
(b) Pt(100) and
(c) Pt(110) elec-
trodes. Scan rate:
50mVs�1

a consequence of the existence of important adsorption
processes. The first important observation is the sig-
nificant sensitivity of the voltammetric profile to the
crystallographic orientation of the electrode surface.
Second, in the three cases, the effect of anion (sulfate)
specific adsorption is to push adsorption states to lower
potential values, resulting in sharper and higher peaks
in sulfuric acid solution (red curves in Fig. 34.8). The
key quantitative measure to analyze the voltammogram
is the charge integrated according to
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Table 34.1 Values of the charge corresponding to a pro-
cess exchanging one electron per surface atom (q) and
atomic density (N) of the three basal planes of platinum
and gold. Atomic diameters are calculated from the lat-
tice parameter as dD a=

p
2: aD 0:39236 nm (for Pt) and

aD 0:40782 nm (for Au) [34.49]

Miller
index

Shkl Metal q
(�Ccm�2)

N
(cm�2)

(111)
p
3=2d2 Pt 240.3 1:50�1015

Au 222.5 1:39�1015
(100) d2 Pt 208.1 1:30�1015

Au 192.7 1:20�1015
(110)

p
2d2 Pt 147.2 9:19�1014

Au 136.2 8:50�1014

Miller
index

Shkl Metal q
(�Ccm�2)

N
(cm�2)

(111)
p
3=2d2 Pt 240.3 1:50�1015

Au 222.5 1:39�1015
(100) d2 Pt 208.1 1:30�1015

Au 192.7 1:20�1015
(110)

p
2d2 Pt 147.2 9:19�1014

Au 136.2 8:50�1014

qD
E2Z

E1

�
j

v
�Cdl

�
dE (34.7)

These charges have to be compared with the nom-
inal values calculated for a reaction that involves one
electron per surface atom, so that surface coverage can
be determined. The nominal values can be calculated
from the hard sphere model of the surface as

qhkl D ne

Shkl
; (34.8)

where n is the number of atoms in the unit cell, e is the
unitary charge and Shkl is the area of the unit cell of the
surface with Miller indices (hkl). The values obtained
for the three basal planes of platinum and gold, together
with the expression for the surface of the unit cell as
a function of the atomic diameter of both metals and the
atomic density on the surface are given in Table 34.1.

Table 34.2 Charges displaced by the potentiostatic adsorption of CO on the different platinum basal planes for different
electrode potential and electrolyte composition. Total voltammetric charges (double-layer corrected) integrated in the
voltammogram between the indicated potential limits are also given for comparison

Electrode Electrolyte Total charge
(�Ccm�2)

E vs. RHE
(V)

Displaced charge
(�Ccm�2)

Reference

Pt(111) 0:1M HClO4 268 (0.06–0:90V) 0.08 152 [34.50]
0.40 �20 [34.50]

0:5M H2SO4 240 (0.06–0:55V) 0.08 161 [34.51]
0.50 �92 [34.51, 52]

Pt(100) 0:1M HClO4 256 (0.17–0:75V) 0.10 196 [34.53, 54]
0.50 �56 [34.53]

0:5M H2SO4 257 (0.18–0:80V) 0.10 197 [34.51]
0.45 �57 [34.51]

Pt(110) 0:1M HClO4 212 (0.06–0:40V) 0.085 146 [34.50]
0.34 �38 [34.50]

0:5M H2SO4 220 (0.06–0:50V) 0.10 143 [34.51]
0.34 �64 [34.51]

Electrode Electrolyte Total charge
(�Ccm�2)

E vs. RHE
(V)

Displaced charge
(�Ccm�2)

Reference

Pt(111) 0:1M HClO4 268 (0.06–0:90V) 0.08 152 [34.50]
0.40 �20 [34.50]

0:5M H2SO4 240 (0.06–0:55V) 0.08 161 [34.51]
0.50 �92 [34.51, 52]

Pt(100) 0:1M HClO4 256 (0.17–0:75V) 0.10 196 [34.53, 54]
0.50 �56 [34.53]

0:5M H2SO4 257 (0.18–0:80V) 0.10 197 [34.51]
0.45 �57 [34.51]

Pt(110) 0:1M HClO4 212 (0.06–0:40V) 0.085 146 [34.50]
0.34 �38 [34.50]

0:5M H2SO4 220 (0.06–0:50V) 0.10 143 [34.51]
0.34 �64 [34.51]

For Pt(111) in 0:5M H2SO4, the charge integrated
between 0:06 and 0:6V (after double-layer correction)
amounts to ca 240�C cm�2 (Table 34.2). This figure
coincides outstandingly well with the value predicted
by the hard sphere model for a one-electron process
per platinum atom on this surface. This coincidence led
to the initial hypothesis that the current in the whole
potential range was due to a single process involving
a single electron transfer and attaining a coverage close
to 1. This process was thought to be hydrogen adsorp-
tion according to [34.21].

PtCHC C e� • Pt�H (34.9)

However, there were several observations that
soon casted doubts about this interpretation. First, the
voltammogram in perchloric acid shows adsorption
states at even higher potentials, above 0:5V, too high
to be due to hydrogen adsorption [34.55, 56]. Second,
adsorption states below 0:3V shift with pH of the solu-
tion, but they don’t shift with (bi)sulfate concentration
(using mixtures of HClO4 and Na2SO4) [34.57]. Third,
adsorption states above 0:3V shift with (bi)sulfate con-
centration but not with pH [34.57]. The obvious con-
clusion from these observations is that there are two
competitive processes in this case, hydrogen adsorp-
tion/desorption and (bi)sulfate adsorption/desorption.
This latter process occurs according to

PtCHSO�4 • PtH1�nSOz�
4 C nHC Cm e� (34.10)

where m and n are the number of protons and elec-
trons exchanged in the adsorption process, respectively.
These processes partly overlap on Pt(111), although
a minimum in the voltammetric current around 0:3V
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signals (at least formally) the transition from one pro-
cess to the other. The situation is more complex on
Pt(100) and Pt(110) where a single main peak is
observed in the voltammogram, indicating that both
processes are mainly coupled, i.e., sulfate adsorption
pushes hydrogen desorption, and both processes take
place as a single step.

Pt�HCHSO�4
• PtH1�nSOz�

4 C .nC 1/HC Cm e� (34.11)

5 Therefore, additional information is required to sep-
arate and determine these contributions. This can be
achieved with the charge displacement experiment dis-
cussed in the next section.

34.6 Charge Displacement Experiment

In this experiment, the current flowing during the po-
tentiostatic adsorption of a neutral molecule is recorded
as a measure of the interfacial charge at the potential of
the experiment [34.58]. The adsorption of this molecule
should be strong enough to displace all previously ad-
sorbed species. It should also decrease the differential
capacity of the interphase in such way that the charge
at the end of the displacement can be considered negli-
gible. The best displacing agent for platinum (and the
one almost exclusively used for this purpose) is car-
bon monoxide. This molecule adsorbs very strongly on
the platinum surface, displacing almost any other adsor-
bate. Besides, the interfacial charge on the CO-covered
surface is very small, (although not always negligible;
see below). Other advantages of this molecule are that
the excess CO in solution can be easily removed just by
argon bubbling, and that the free surface can be easily
recovered by scanning the electrode potential to high
values, which triggers the oxidation of the adsorbed
molecules (see Sect. 34.10). This allows the experiment
to be repeated several times without the need to ex-
change the solution or to clean the electrode surface
again. Another displacing agent successfully used for
platinum is iodine [34.59]. However, in this case, it is
not possible to remove the iodine from the solution after
the experiment is completed and requires changing the
solution (and thoroughly cleaning the cell) in each rep-
etition of the experiment. Moreover, the potential range
where iodine is not electroactive is rather small, since it
can be oxidized to iodate or reduced to iodide [34.59].

The advantage of using displacing agents in the gas
state is that they can be easily introduced in the cell
while avoiding the entrance of oxygen. In fact, the lat-
ter is the main experimental difficulty in the charge
displacement technique. If a trace amount of oxygen ac-
companies the displacing agent, it will produce negative
currents due to its reduction. This will interfere with the
true displacement current, altering the measurement of
the total charge. Thus, special care has to be taken to
ensure the removal of any oxygen traces from the gas
stream of the displacing agent.

Table 34.2 shows values of the displaced charge for
the different platinum basal planes in different elec-
trolytes. These values should be compared with the
charges corresponding to the monolayer (one elec-
tron per platinum atom on the surface) in Table 34.1
and also with the charges integrated in the voltam-
mogram. We observe that, at the onset of hydrogen
evolution, nearly one monolayer of hydrogen is attained
for Pt(100) and Pt(110) while only 2/3 of the mono-
layer are attained for Pt(111). Importantly, we observe
that, in general, the maximum charge corresponding
to hydrogen is always smaller than the total voltam-
metric charge, indicating that the latter includes some
additional contribution, namely, anion adsorption. The
definitive proof for this is the displacement of negative
charges at higher potentials. In fact, there is no need
to perform the displacement experiment at more than
one potential since the difference between displaced
charges at two potentials should always be equal to the
integrated charge between these potential limits. In this
way, from the charge displaced at one potential and the
integration of the voltammogram, we can predict the
charge that will be displaced at a second potential. This
is further discussed in Sect. 34.8.

In the following, we describe in more detail the
voltammetry of the different basal planes on the most
typical media, under the light of the charge displace-
ment results, but also considering complementary re-
sults of IR spectroscopy and STM microscopy.

34.6.1 Pt(111)

Let us discuss first the voltammetry of Pt(111) in 0:5M
H2SO4. Around 160�C cm�2 are displaced with CO at
the onset of the hydrogen evolution (0:08V), indicating
that only 2/3 of the hydrogen monolayer are attained on
this surface. Most likely, the maximum coverage is not
attained in this case because hydrogen evolution starts
before the monolayer is completed, limiting the effec-
tive potential range where the voltammogram can be
recorded. Indeed, chronoamperommetric experiments
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suggest that the monolayer is completed at lower po-
tentials [34.60]. From the lower limit, if the potential
is scanned positively, hydrogen will desorb oxidatively,
resulting in positive currents. The voltammogram is
rather flat in this region. In the framework of a Frumkin
isotherm, the very broad peak can be understood as
the consequence of rather strong repulsive interac-
tions [34.31–33]. Small peaks at 0.12 and 0:26V are
sometimes observed. They signal the presence of (110)
and (100) defects on the surface (see later) [34.61–64].
The absence of peaks in this region is an indication
of a high-quality crystal (although it can also indicate
a partial blockage of the surface by traces of contami-
nation in the solution, because low-coordinated atoms
at the defects are more susceptible to contamination).
Around 0:3V, the current starts to decrease as the sur-
face concentration of hydrogen becomes very low. At
this point, sulfate adsorption starts on the free surface
that resulted from hydrogen desorption. Sulfate adsorp-
tion initially forms a disordered adlayer. At 0:44V,
a critical coverage is attained that triggers the trans-
formation of the disordered adlayer into the .

p
3�p

7/R19:1ı ordered sulfate adlayer, as detected with
STM [34.65–67]. As previously indicated, this adlayer
has been observed for sulfate adsorbed on the (111)
surface of gold [34.44, 45], platinum [34.65–67], palla-
dium [34.68, 69], rhodium [34.70], iridium [34.71] and
copper [34.72]. This seems to indicate that the structure
of the adlayer is dominated by the matching interactions
between the three oxygens in the tetrahedral structure of
the sulfate ion with the trigonal arrangement character-
istic of the (111) surface. The sharp spike that signals
the disorder/order phase transition is very sensitive to
the quality of the single crystal and to the purity of the
solution. In this sense, a voltammogram like the one in
Fig. 34.8 can be taken as a fingerprint of good experi-
mental conditions.

One point that has aroused intense debate is the
exact chemical nature of the adsorbed species, either
sulfate or bisulfate. Spectroscopic investigation of the
interphase should, in principle, be able to discern be-
tween those species since they have, in solution, easily
distinguished vibrational spectra. The problem comes
with the uncertainty about the effect of the chemical
bond with the surface on the vibrational spectra. In
this regards, the same spectral features have been inter-
preted by different research groups as clear indication
of the presence of one or the other species on the sur-
face [34.73–78]. Careful spectroscopic measurements
using quantitative subtractively normalized interfacial
Fourier transform IR spectroscopy (SNIFTIRS) [34.79]
and a detailed thermodynamic analysis using solutions
of different pH [34.80] seems to tip the balance in favor

of sulfate as the adsorbed species. In this way, although
the species that predominates in 0:5M H2SO4 solution
is bisulfate (pKa D 1:99) [34.49], during the adsorption,
the ion deprotonates. This trend is linked with the effect
of the bond with the surface on the acid/base equilib-
rium of adsorbed acids. It seems that, in general, the
bond with the metal surface has a withdrawing effect
on the electron density that results in an increase in the
acidity of adsorbed species [34.81–83].

Another controversial point is the nature of the
small peak observed at � 0:68V. A thermodynamic
analysis indicates a significant (� 20%) increase in
sulfate surface concentration associated with this pro-
cess [34.84]. This led to the conclusion that this process
could be associated with the restructuring of many dif-
ferent rotational domains present on the sulfate adlayer
in the potential range between the spike and the small
pair of peaks to form larger rotational domains [34.85].
The disappearance of domain boundaries would lead to
this increase in sulfate coverage. However, STM obser-
vations have not corroborated this hypothesis. Different
rotational domains are indeed observed at potentials
lower than the pair of peaks [34.66, 67]. Nevertheless, at
higher potentials, the ordered structure has not been ob-
served [34.67]. Another interesting feature of this pair
of peaks is its sensitivity to the nature of the alkaline
cation present in solution, indicating that cations are
coadsorbed with the sulfate adlayer in this potential re-
gion [34.85, 86].

Figure 34.9 shows the evolution of the voltammo-
gram when the potential is scanned into the region of
oxide formation. Similar to what happens with gold, the
first cycle shows only capacitive currents up to a rela-
tively high potential value. This behavior is associated
with the protection of the surface by the ordered sul-
fate adlayer described above. A rather high potential
is needed to trigger the substitution of sulfate by ox-
ide. This oxidation implies place exchange, and when
oxide is reduced, the surface becomes disordered, as
can be deduced from the evolution of the voltammo-
gram. The defective surface is oxidized at much lower
potentials in the second cycle. After several cycles of
oxidation and reduction, the resulting voltammogram is
that characteristic of a disordered surface with mainly
(110) defects, while the density of (100) defects is much
lower. The onset for the replacement of sulfate by ox-
ide depends on sulfate concentration and the pH of the
solution [34.84].

When the voltammogram recorded in sulfuric acid
is compared with the one recorded in perchloric acid,
we observe that the two overlap perfectly below 0:30V.
This is also true in the presence of other anions: at low
enough potentials, the anion is desorbed, and the current
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Fig. 34.9 Evolution of the voltammetric profile of the
Pt(111) electrode in 0:5M H2SO4 as the electrode poten-
tial is cycled at 50mVs�1 between 0.06 and 1:40V vs.
RHE. The black curve indicates the initial voltammogram,
the red curves indicate the evolution upon cycling and the
blue curve corresponds to the profile attained after 12 cy-
cles. Arrows indicate the evolution of the voltammogram.
Reprinted from [34.87], with permission from Elsevier

becomes independent of the anion in solution [34.88,
89]. In accordance with this, the charge displaced at the
onset of the hydrogen evolution is independent of the
anion, since only hydrogen is displaced [34.90]. In per-
chloric acid, the hydrogen and anion adsorption regions
are separated by a narrow double-layer region. In this
region, current is mainly capacitive.

Regarding the adsorption process recorded above
0:55V, it has been usually assumed that perchlorate is
a poor Lewis base and therefore unable to adsorb specif-
ically on the surface of platinum. This assumption was
challenged based on spectroscopic observations [34.91,
92]. However, comparison of the voltammetry in the
presence of other anions that do not adsorb specifically
reveals that these adsorption states are not specific to
the presence of perchlorate. Almost identical voltam-
metry is observed in HF=NaF mixtures [34.55, 77, 78]
and in trifluoromethane sulfonic acid [34.93]. This sup-
ports the idea that these states correspond to the only
common species in the three electrolytes: hydroxyl
adsorption fromwater. These adsorption states are com-
posed of a broad peak, which can be explained in terms
of a Frumkin isotherm with rather large repulsive inter-
actions, followed by a sharp peak at 0:8V. The latter
has been interpreted as indicative of phase transition in
the hydroxyl adlayer [34.94]. However, the morphology

of this peak is clearly different from the one observed
in sulfuric acid, involving more charge. Besides, very
low concentrations of different anions have interesting
effects on the relative magnitude of the broad and sharp
peak [34.95]. This led to a second interpretation of the
two peaks, considering that they originate from two dif-
ferent kinds of water at the interphase: structured and
unstructured water [34.95].

Increasing further the potential above 1:0V reveals
the existence of another peak that has been interpreted
as the initial stages of the oxidation of the surface,
i.e., transformation of OH into O [34.96, 97]. While
for other surfaces of platinum, oxidation (and subse-
quent reduction) to this high potential value leads to
the creation of defects, for Pt(111) in perchloric acid
solution, scanning the potential up to 1:15V does not
induce changes in the surface, as deduced from the sta-
bility of the voltammetric profile [34.98]. Hence, it can
be inferred that oxide formed in this initial peak does
not involve place exchange.

We complete the picture of the electrochemical
behavior of Pt(111) in different electrolytes with the ex-
amples shown in Fig. 34.10. Figure 34.10a shows the
voltammograms recorded with this surface in solutions
containing different anions, while Fig. 34.10b,c shows
the voltammograms in solutions of different pH. To
control the pH, an adequate buffer solution needs to be
used. While phosphate adsorbs specifically on platinum
(Fig. 34.10b), the mixtures of NaF=HF (Fig. 34.10c)
are selected due to the absence of specific adsorption.
Comparison of the voltammetry in halide-containing
solution shows how the strength of adsorption increases
in the order F< Cl < Br. Fluoride does not adsorb
at all, as anticipated above, resulting in a voltammo-
gram identical to that of perchloric acid (Fig. 34.10c).
The increase in halide adsorption strength is signaled
by a shift of adsorption states to lower potentials.
Phosphate is another anion typically used to prepare
electrolytes, especially for buffered solutions. At pH
2.2, the CV in phosphate-containing solution features
a single, broad peak, similar to that of sulfate (at sim-
ilar concentration) but without the characteristic spike.
When the pH is increased, a rather complex voltammet-
ric profile is obtained, featuring a number of peaks that
varies with pH. These adsorption states involve the in-
terconversion between phosphate species with different
degrees of protonation [34.99, 100]. OH coadsorption is
also likely to take place in this potential region at high
pHs. It is worth pointing out the effect of the alkaline
cation of the phosphate salt on the voltammetric pro-
file [34.101]. While sharp peaks are measured with the
sodium salt, more rounded features are measured when
the potassium salt is employed.
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Fig. 34.10a–c Cyclic voltammograms of Pt(111). (a) 0:1M HClO4 (red graph), 0:1M HClO4C 1:5mM Cl� (black
graph), 0:1M HClO4C 1:5mM Br� (blue graph); (b) 0:1M NaH2PO4C 0:047M HClO4, pH 2.2 (red graph),
0:094M NaH2PO4C 0:006M Na2HPO4, pH 5.6 (green graph), 0:1M NaOH (blue graph); (c) 0:1M NaFC xM HClO4

pH 3 (black graph), pH 4 (red graph), pH 5 (blue graph)

On the other hand, the voltammograms of
Fig. 34.10c show the effect of increasing the pH on
the different adsorption states. Both hydrogen and hy-
droxyl adsorption regions shift by nearly 59mV per
pH unit (that is, the potentials are constant in the RHE
scale) [34.102–104]. Such shift is in accordance with
Nernst’s law, which would be another way to express
the Frumkin isotherm. However, there are some sub-
tle changes when the pH is increased. First a broad
feature is observed in the double layer when the pH
is between 2–4. This process is overlapped with the
hydrogen adsorption at pH 1, but is decoupled from it
when hydrogen shifts to lower potential with the in-
crease in pH, whereas this process is unaffected by
the pH. Further increasing of the pH above 4 makes
this process move into the hydroxyl region. The charge
associated to this process is around 1�C cm�2. This
process has been associated with the reorientation of
water dipoles as the potential is increased [34.105]. As
this process is displaced from the hydrogen region to
the hydroxyl region, hydrogen charge decreases and hy-
droxyl charge slightly increases as a consequence of
pH increase. In addition, hydroxyl adsorption, that is
divided into two peaks, one broad and one narrow, is
redistributed when the pH increases. The broad peak in-
creases, while the narrow peak decreases. This could
be due to the different role of anions to modify the
structure of water at the interphase. In alkaline solution
(Fig. 34.10b), the voltammogram of Pt(111) still con-
tains the same main features. Hydrogen adsorption is

slightly lower, while the sharp peak in the hydroxyl ad-
sorption has disappeared completely and shows a total
charge of ca. 170�C cm�2.

34.6.2 Pt(100)

We come back now to the voltammogram of Pt(100) in
Fig. 34.8b. As previously discussed, the total charge in
the voltammogram is well above that corresponding to
the monolayer of hydrogen, evidencing the competitive
adsorption of hydrogen and anions. The voltammo-
grams measured both in perchloric and sulfuric acid
overlap at potentials below 0:3V, indicating that the an-
ion is not adsorbed in this potential range. Moreover,
the charge displaced at 0:1V is the same in both elec-
trolytes (ca. 200�C cm�2), approaching the value of the
monolayer on this surface.

The quality of the (100) surfaces is influenced in
great extent by the existence of surface reconstructions.
Similar to what has been described before for gold,
the (100) surface of platinum also forms a hexagonal
reconstruction (Pt(100)-hex-R0:7ı) leading to a dis-
tribution of atoms with an atomic density ca. 20%
higher than that of the .1� 1/ surface [34.106–108].
This reconstructed adlayer is stable in a wide range
of temperatures between 77 and 1450K [34.107].
UHV studies show that different adsorbates such as
H2, O2, CO or NO swiftly cause the disappearance
of the reconstruction [34.109–113]. The perseverance
of the reconstruction in aqueous solutions has been
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discussed in the past [34.114, 115], but there is now
general consensus that the reconstruction is completely
eliminated after the contact with the solution [34.40,
116–118]. The disappearance of the reconstruction
involves significant movement of atoms that leads to
the formation of surface defects [34.24–26]. Studies
with stepped surfaces (see below) reveal that the small
peak at 0:30V can be ascribed to adsorption processes
on such defects. A small peak or shoulder around
0:27V is often observed, also related to surface defects.
The quality of this surface is also very sensitive to the
annealing and cooling conditions [34.21, 119]. Cooling
in the presence of oxygen leads to the formation of
a highly defective surface, with a voltammogram in
sulfuric acid solutions characterized by a main peak at
0:26V and only small contributions reminiscent of the
peak at 0:38V. On the other hand, cooling in H2=Ar
leads to the voltammogram shown in Fig. 34.8, with
the main peak in sulfuric acid at 0:38V corresponding
to adsorption on ordered terraces. Other annealing
conditions have been tried. In particular, cooling in CO
seems to produce the best ordered surface [34.24, 25],
although, in our experience, the difference between
H2=Ar and CO is important only if the quality of the
electrode is not high. STM characterization enables re-
lationships to be established between the voltammetric
features and the morphology of the surface obtained
by the different cooling conditions, corroborating the
description given above [34.24, 25]. Finally, the small
process at 0:71V is usually ascribed to the replacement
of adsorbed sulfate by adsorbed hydroxyl. Scanning
the potential above 1:0V produces the disordering of
the surface, as discussed above [34.120].

The description of the voltammogram in perchloric
acid solution follows the same lines as the case of sul-
furic acid. Starting from a monolayer of hydrogen at
0:1V, the increase of the potential causes the desorp-
tion of hydrogen, initially from defect sites, peaking at
ca. 0:3V, and then, at slightly higher potentials, from
terrace sites. In the absence of specific anion adsorp-
tion, the desorption of hydrogen spans over a broader
potential range, signaling the existence of repulsive lat-
eral interactions in the hydrogen adlayer [34.121]. The
inflection at 0:50V is usually taken as a change in the
main process from hydrogen desorption to hydroxyl
adsorption. Around 0:50V, the two processes overlap.
From CO displacement, it can be inferred that the max-
imum hydroxyl charge attained at 0:70V is around
77�C cm�2, equivalent to 0.37 species per surface plat-
inum atom [34.121]. To conclude this description of the
Pt(100) surface, Fig. 34.11 shows the voltammogram
obtained in 0:1M NaOH. The voltammetric profile is
significantly more complicated, with important differ-
ences from those recorded in acid media. The peak
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Fig. 34.11 Voltammetric profile for the Pt(100) electrode
in 0:1M NaOH. Scan rate: 50mV s�1

corresponding to surface defects now splits into two
peaks at 0.28 and 0:38V, while the peak corresponding
to adsorption on the terraces shifts to 0:45V [34.122].
Finally, a new peak at 0:56V may be ascribed to hy-
droxyl adsorption. The charge displaced at 0:1V is still
close to that corresponding to the monolayer of hy-
drogen, and the total charge integrated in the whole
potential range is close to the value obtained in acidic
media (ca. 264�C cm�2).

34.6.3 Pt(110)

This is the most open surface among the three basal
planes and therefore the most reactive and unstable. In
UHV, the clean surface is reconstructed to form a .1�2/
structure characterized by the disappearance of one ev-
ery second row of atoms [34.43, 123]. Such structure
minimizes the surface energy by creating (111) micro-
facets. This reconstruction has been studied extensively
in UHV [34.123–125]. Similarly to what happens with
the (100) surface, the adsorption of different adsorbates
causes the lifting of the reconstruction [34.126–128].
It is also worth mentioning that other reconstructions
with higher periodicity .1� n/ have also been reported.
Regarding the persistence of the reconstruction in an
electrochemical ambient, it seems to depend very much
on the preparation method and cooling conditions. Ex
situ characterization of surfaces extracted from the elec-
trochemical cell at different potentials indicated that the
reconstruction may persist in the electrochemical envi-
ronment [34.15, 129]. However, in situ measurements
using STM cast some doubt on this result, since with
this method, only .1� 1/ surface is observed [34.130–
132]. In fact, the resulting topography, with a large
number of small islands, is that expected after lifting of
the reconstruction [34.24]. Finally, in situ surface x-ray
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scattering (SXS) studies [34.133, 134] concluded that
a fast cooling rate freezes the .1� 1/ structure obtained
at high temperature (above 800 °C) in the flame, while
slow cooling of the the electrode (in nitrogen) results
in the .1� 2/ surface that persists in an electrochemical
environment.

The voltammetric profile of this surface in different
acidic solutions is shown in Fig. 34.8c. The voltam-
mogram in H2SO4 shows a main peak at 0:145V and
a small shoulder at 0:16V. The resolution of this shoul-
der seems linked to the quality of the crystal and it
is better resolved when the electrode is cooled in CO
after the flame annealing [34.24, 135]. This treatment
gives wider .1� 1/ (110) terraces. In the absence of
anion adsorption (0:1M HClO4), the peak and shoul-
der separate completely, giving rise to two peaks at
0.14 and 0:24V. The surface cooled in CO gives rise
to a complex number of peaks in the voltammogram
recorded in 0:1M HClO4, which renders this surface
particularly sensitive to the cooling conditions [34.135].
The charge displaced with CO at potentials close to the
onset of hydrogen evolution is close to 150�C cm�2,

therefore indicating that the monolayer of hydrogen is
attained under these conditions [34.50, 51]. Also, dis-
placement of negative charges at potentials higher than
the voltammetric peak allows us to unambiguously as-
sign this peak to the coupled desorption of hydrogen
and the adsorption of anion, either sulfate or hydroxyl.
Regarding the voltammogram in 0:1M HClO4, it is
tempting to assign each of the two peaks observed
in the voltammogram to each one of the processes
taking place, namely, hydrogen and hydroxyl adsorp-
tion. However, the charge of the peaks does not match
with the expected charges inferred from the CO dis-
placement. Charge displaced at the onset of hydrogen
evolution is close to 150�C cm�2, while the charge of
the first peak is only around 110�C cm�2. Therefore,
if the first peak (in the positive sweep) were hydrogen
desorption, this process would extend 40�C cm�2 into
the second peak. Most likely, both processes take place
in a concerted way in each of the peaks, and the peak
splitting seems to be related more to the existence of
different atomic geometries on the surface than to the
occurrence of different chemical processes [34.136].

34.7 Stepped Surfaces

Additional information about the relationship between
the voltammetric profile and the surface structure can be
obtained from the systematic study of stepped surfaces
prepared by cutting the crystal at an angle between two
basal planes. The different kinds of stepped surfaces
that can be obtained and the relationship between sur-

H on steps

H on terraces

OH on
terraces

0 0.2

Pt(S)[n(111) × (110)] Pt(S)[n(111) × (100)] Pt(S)[n(100) × (111)]

0.4 0.80.6

a) j (μA cm–2)

E vs. RHE (V)
0 0.2 0.4 0.80.6

E vs. RHE (V)
0 0.2 0.4 0.80.6

E vs. RHE (V)

200

180

160

140

120

100

80

60

40

20

0

b) j (μA cm–2)
100

80

60

40

20

0

120

100

80

60

40

20

0

c) j (μA cm–2)

4

13

19

9

6

3

2

21

14

6

3

3

9
6
4

14
21

4

9

14
14

6

4

3

4

6 3

Fig. 34.12a–c Cyclic voltammograms for Pt stepped surfaces in 0:1M HClO4: (a) Pt(S)[n.111/� .111/];
(b) Pt(S)[n.111/� .100/] and (c) Pt(S)[n.100/� .111/]. Numbers in each figure indicate the length of the terrace in
atomic rows (n). Inset in (a) indicates the separation of different contribution to the charge. Scan rate: 50mVs�1

face structure and Miller indices has been summarized
in Fig. 34.1. Figure 34.12 shows the corresponding
voltammetric profiles of a selection of these surfaces.
What turns out to be very interesting is that, in most
cases, the voltammogram of a stepped surface can
be understood as a combination of terrace and step
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contributions [34.61, 62, 137, 138]. From the systematic
variation of the step density, it is easy to infer which
contribution corresponds to each kind of site. For in-
stance, careful observation of the voltammograms in
the Œ1N10� zone, i.e., Pt(S)[n.111/� .110/] surfaces, re-
veals that, as the length of the terrace (n) decreases, and
therefore the step density increases, the voltammetric
contribution assigned to hydrogen and anion adsorption
on the (111) sites decreases, and a new contribution at
0:12V builds up. According to this, contribution of step
sites can be immediately associated with the new peak
at 0:12V. Moreover, the specific voltammetric profile
obtained in this case allows us to separate terrace and
step sites, taking a relatively unambiguous base line, as
illustrated in the inset of Fig. 34.12a. The charge in-
tegrated in this way for different stepped surfaces can
be compared with the hard sphere model to test the
accuracy of the step/terrace description of the surface.
It turns out that the measured charges fit quite well

with the hard sphere model for Pt(S)[n.111/� .110/]
and Pt(S)[n.111/� .100/]. Deviations are observed in
the latter case for the charge of the terrace, which can
be attributed to the contribution from anion adsorp-
tion [34.139]. Also, deviations are observed for the
step charge at large step densities. When steps are very
close, the electronic perturbation from two adjacent
steps overlaps, and the surface can no longer be con-
sidered a combination of terrace and step sites.

The previous analysis demonstrates that stepped
surfaces can be prepared with a high degree of accu-
racy with a resulting structure close to the ideal one,
at least for some corners of the stereographic triangle.
STM studies also corroborate this [34.27, 54, 140]. In
this way, the use of stepped surfaces in electrocatalytic
studies has allowed us, in many different situations, to
separate the contributions from the different geometric
parts of the surface, resulting in a deeper understanding
of the relation between surface structure and reactivity.

34.8 Potential of Zero Charge

The electrochemical interphase is, by definition, neu-
tral, which does not imply that the electrode and the
solution charge are zero. In fact, the charges of the elec-
trode and solution have the same absolute value and
opposite sign, that gives rise to a charge separation in
the same way as in a capacitor. This charge is a func-
tion of the potential, pressure, temperature and solution
composition. The existence of charge separations at the
electrochemical interphase is one of its key distinctive
characteristics in comparison with interphases in other
contexts. The magnitude of the charge separation will
have a great influence on the properties of the inter-
phase and its reactivity under given conditions. The
charge separation is responsible for the existence of the
electric field, polarization of dipoles, inhomogeneous
distribution of charges, etc. Despite its importance,
charge is not the primary variable controlled in a stan-
dard electrochemical experiment, and the properties of
the interphase are usually determined as a function of
the electrode potential, measured with respect to a ref-
erence electrode. Therefore, for a deep understanding
of the electrochemical reactivity, it is necessary to es-
tablish the relationship between electrode potential and
interfacial charge.

The concept of the potential of zero charge (pzc),
i.e., the potential at which the charge of the electrode is
zero (and therefore the charge of the solution is also
zero), was introduced in 1928 by Frumkin [34.141].
Knowledge of the pzc enables the determination of the
electrode charge from the integration of the differen-
tial capacity or the voltammetric current. Without it, an

integration constant is missing and only charge differ-
ences can be determined.

The dependence of the pzc on the crystallographic
orientation of the electrode has been sufficiently demon-
strated in those cases where this magnitude is easily ac-
cessible. This is the case of gold and silver electrodes,
where the position of the pzc can be identified by locat-
ing the minimum in the differential capacity in diluted
solutions, according to Gouy–Chapman–Stern theory of
the double layer [34.142, 143]. It has been demonstrated
that the dependence of the pzc on the crystallographic
orientation follows the same trends as the work func-
tion in UHV, therefore demonstrating the intimate re-
lationship between the two magnitudes [34.144–146].
For gold single-crystal electrodes, the effect of the selec-
tive introduction of steps on the surface has been studied
extensively [34.38, 147–152]. In this case, the pzc de-
creases linearly with the density of steps, similarly to the
work function. This decrease is rationalized in terms of
the creation of surface dipoles due to the Smoluchowski
effect [34.153] or the smearing of the electron density
around the hard profile defined by the position of the
atomic nuclei around the step. This results in an excess
of electron density at the bottom of the step and a defi-
ciency at the top, creating the surface dipole. From the
slope of the decrease in either the work function or the
pzc as a function of the step density, a value for such
dipole can be estimated. The comparison of the dipole
associated to the same step observed in UHV or in an
electrochemical environment has relevant implications
for the interaction of water with the surface [34.147].
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Also, the effect of the temperature on the pzc pro-
vided interesting information on the entropy of forma-
tion of the interphase with important implication for the
understanding of the interaction between water and the
surface [34.38, 151, 152, 154–156]. These concepts are
explained below in more detail for the case of platinum.

The unambiguous definition of the electrode charge
requires the use of the concept of the ideally polarizable
interphase. This implies the absence of charge trans-
fer through the interface (Note: the interphase is the
three-dimensional region of the space through which
the properties change from those of the bulk metal to
those of the bulk of the electrolyte; the interface is an
imaginary two-dimensional plane that divides the in-
terphase into two regions), which means that charged
species can be unambiguously assigned to each side of
it: electron density is assigned to the metal side, and
ionic species are assigned to the electrolyte side. When
charged species can circulate through the interface, the
concept of charge is ill-defined. For such systems, the
concept of the ideally nonpolarizable interface can be
introduced [34.141]. In this case, the potential of the
electrode cannot be changed without the simultaneous
change in the composition of the solution.When charge
transfer is limited to adsorption processes, the sys-
tem shares properties between both situations, ideally
polarizable and ideally nonpolarizable. It is ideally po-
larizable in the sense that the potential can be changed
without changing the composition of the solution. How-
ever, it is nonpolarizable in the sense that the potential
is fixed by the adsorption equilibrium and cannot be
changed without changing the activity of the adsorbed
species (at constant solution composition). Introduction
of the concept of the total charge helps in adapting the
thermodynamic equations to a situation with adsorption
processes. The total charge can be defined as the charge
that has to be supplied to the electrode when its surface
is increased by one surface unit with the concentration
of solution species remaining constant [34.141]. Ac-
cording to this definition, total charge also involves the
charge flowing during the electrosorption process. For
a platinum electrode that can adsorb hydrogen through
(34.9) and an anion through equation

Az� •AadsC z e� ; (34.12)

the relation between total charge, q and the true elec-
tronic charge density, �M (free charge in the following),
is given by

qD �M �F�HC zAF�A (34.13)

where �i is the amount of adsorbed species i. Total
charge and not the free charge is what can be measured
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Fig. 34.13a,b Schematic representation of the interphase
illustrating the relationship between total and free charge.
(a,b) Two situations with equal total charge but different
values of free charge

through the usual electrochemical experiment. It can be
shown that the total charge is also the thermodynamic
quantity that has to replace the charge density ¢M to
adapt the electrocapillary equation to a situation that in-
volves adsorption processes. The relationship between
total and free charge is exemplified in the diagrams of
Fig. 34.13. Both situations in Fig. 34.13 require the
same supply of electricity from an external source for
the creation of a new unit of surface. The difference
between them requires only an internal reorganization
of charge without external supply of electricity and
therefore cannot be distinguished from the external ob-
servation of the system. The difference between both
systems can also be explained by saying that, in the defi-
nition of total charge, the charge of the adsorbed species
still counts as part of the solution, while in the defini-
tion of the free charge, it has been incorporated into the
metal side, i.e., the definition of charge depends on the
position of the interface.

The consequence of the previous definitions is that
two different pzc should be distinguished in the pres-
ence of adsorption processes: the potential of zero total
charge (pztc) and the potential of zero free charge
(pzfc). Total charges, and therefore values for pztc, can
be determined using the CO charge displacement ex-
periment. The assumption implied in this is that no
faradaic charge flows during CO adsorption, and there-
fore the charge integrated in the displacement process,
qdis.E/, can be equated with the difference between the
charge present on the electrode before, qi.E/, and after,
qCOf .E/, the introduction of CO

qdis.E/D qCOf .E/� qi.E/: (34.14)

The desired quantity is qi.E/. To calculate it from
the measured value of qdis.E/, the value of qCOf .E/ is
required. The latter can be calculated from the inte-
gration of the differential capacity in the presence of
CO if the value of the pzc of the surface covered with
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CO is known. As a first approximation, qCOf .E/ can
be neglected [34.63]. This assumption is based on the
low magnitude of the differential capacity of the CO-
covered electrode (ca. 14�F cm�2) when compared
with the pseudocapacity of platinum (ca. 600�F cm�2
for Pt(111) in the hydrogen region). The estimation of
qCOf .E/ can be improved if an approximate value of
the pzc of the CO-covered electrode is known. Such
estimation was given for Pt(111)-CO based on UHV
measurements of work function values [34.157] and
later determined experimentally for the same system
by the immersion method [34.158]. The result obtained
by both approaches coincides, within the experimen-
tal uncertainty, in a value around 1:0V RHE. This
gives a value for qCOf .E/ around �13�C cm�2 at 0:1V
RHE. This remaining charge represents a correction of
ca. 9%. Unfortunately, the value of qCOf .E/ is not known
for surfaces different from Pt(111).

Once the charge at one potential is known, within
the uncertainty explained in the previous paragraph, it
can be calculated at any other potential from the inte-
gration of the voltammogram according to

q.E/D 
qCO.E�/� qdis.E
�/
�C

EZ

E�

j

v
dE ; (34.15)

where E� is the potential of the displacement experi-
ment, j the voltammetric current and v the scan rate
(with sign). When recording the voltammogram for
the integration, a sufficiently low scan rate should be
used to ensure a situation close enough to equilib-
rium. To ensure the consistency between displaced and
voltammetric charges, the displacement experiment can
be repeated at more than one potential. Then, a least
squares method can be used to fit the voltammetric
charge to the displaced charge values. The procedure
is exemplified in Fig. 34.14.

The result of this analysis is a curve that relates total
charge and potential. From this curve, the value of the
pztc can be directly measured. Charge values at other
potentials can be useful in coulometric analysis, when
coverage of an adlayer is calculated from charge in-
volved in its stripping. In this case, after the stripping of
the adlayer, the bare surface should recover the charge
that corresponds to the final potential, and this charge
can be read from the charge–potential curve described
here. This charge turned out to be very important in
the calculation of CO coverage from its stripping (see
later) [34.160].

The pztc of different platinum electrodes has been
determined with this method, and the effect of crystal-
lographic orientation, presence of specifically adsorbed
anions, density of steps and pH has been analyzed.
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Fig. 34.14 Right axis: Comparison of integrated voltam-
metric charges (full line) with CO displaced charges (dots)
for Pt(111) in 0.1M HClO4. Left axis: a and b repre-
sent the voltammetric profiles of the unmodified and CO
covered Pt(111) electrode in this solution, respectively.
Comparison of integrated voltammetric charges with CO
displaced charges for Pt(111) in 0:1M HClO4. Scan
rate: 50mVs�1. Reprinted with permission from [34.159].
Copyright (2019) American Chemical Society

Determination of free charge and pzfc for plat-
inum electrodes is less straightforward. As mentioned
above, usual charge measurements do not allow for
separation of free charge from adsorption charge. One
approach is to separate both contributions relying on
their different time scale. Adsorption processes involv-
ing charge transfer are expected to be slower, while
double-layer phenomena involving reorganization of
ions at the interphase are likely to be faster. Accord-
ing to this, a fast perturbation of potentials would
enable separation of both contributions. This has been
achieved with impedance spectroscopy, although a very
high-frequency modulation, above the normal range of
common instrumentation, has to be used [34.161, 162].
The laser-induced potential temperature jump method
mentioned below would also fall within the philoso-
phy of this approach. Alternatively, one can measure
a structural property of the interphase that is related to
the electric field and therefore to the free charge. In this
regard, the orientation of water dipoles can be inferred
from their vibrational spectroscopic properties. The po-
tential where dipoles change orientation is also related
to the location of the pzfc [34.46, 163–165].

According to (34.13), at the pztc, adsorption charge
compensates the free charge. If the pztc lies in the hy-
drogen region, �A D 0, and therefore at the pztc

�M D F�H : (34.16)
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This means that free charge is positive at the pztc, and
therefore the pzfc is located more negative than the pztc.
The case of Pt(111) in HClO4 is particularly interesting
because, in this case, hydrogen and hydroxyl adsorption
regions are separated. It is usually assumed that the re-
gion between them is purely capacitive. Therefore, in
this potential region, free and total charge coincide; in
consequence, the value of the free charge in this region
is known. If the differential capacity of the electrode is
also known, it can be combined with the known value of
free charge in the capacitive region to calculate the free
charge at any other potential. Two different approaches
have been followed here. The more rigorous approach
used a thermodynamic analysis based on the electro-
capillary equation to separate total and free differential
capacities from the dependence of the total charge with
pH [34.104]. Such values of differential capacities can
be combined with the known value of free charge at
the double-layer region to locate the position of the
pzfc [34.166]. However, the thermodynamic analysis
that leads to the calculation of the differential capac-
ity has only been performed in a narrow range of pH
values. To extend the analysis to other pH values, an ap-
proximate approach has been followed consisting of the
extrapolation of the charge in the double-layer region
considering a constant double-layer differential capac-
ity [34.102]. Interestingly, a constant value of the pzfc
independent of pH was obtained with this approximate
approach. Moreover, the study of Pt(111) in solutions of
different pH demonstrated that, while in acid solution
the pztc lies in the hydrogen region with the implica-
tion mentioned above, pzfc< pztc, for pH> 4 the pztc
lies in the hydroxyl region and the pzfc> pztc. At pH3,
pzfcD pztc [34.103].

To conclude this section, we mention another ap-
proach that has proved very valuable in the inves-
tigation of the interfacial properties of single-crystal
electrodes: the laser-induced temperature jump method.
In this approach, pulsed laser irradiation is used to
induce a sudden change in the temperature of the in-
terphase. With the use of enough laser intensity, the
temperature of the electrode surface can be increased
by 10�20K in a few nanoseconds. By monitoring the

change in the open-circuit potential during the decay
of the temperature, information about the interphase
can be obtained. Among the different contributions to
the variation in the open-circuit potential with tempera-
ture, the most important is that due to the perturbation
of the dipolar contribution from the orientation of the
solvent. In this way, when free charge on the metal
is positive, solvent dipoles will tend to orient with
the negative end towards the metal, giving a negative
contribution to the potential drop. Increasing the tem-
perature will decrease the orientation of the dipoles,
causing a decrease in this negative contribution, and
therefore increasing the potential. The opposite is ob-
served at negative charges. Thermodynamic arguments
show that the thermal coefficient of the potential drop
is related to the entropy of formation of the double
layer [34.167–170]. A significant point is the potential
where no net dipolar orientation is observed. This co-
incides with the potential of maximum entropy (pme)
of double-layer formation and with a situation of zero
change in the potential with the increase in temperature.
This approach has been applied to study the inter-
phase of mercury [34.171, 172], gold(111) [34.173],
platinum basal planes [34.174], platinum stepped sur-
faces [34.175, 176], single-crystal electrodes modified
with adatoms [34.177, 178] and single-crystal elec-
trodes in ionic liquids [34.179, 180].

The resulting values of pme obtained for the three
platinum basal planes are shown in comparison with
the values of pztc in Fig. 34.15. For Pt(111), the pztc
and pme nearly coincide. This is explained considering
that, in this case, pztc lies in the double-layer region,
and therefore pztc and pzfc are nearly identical. For
Pt(100) and Pt(110), the pme is located at lower po-
tentials than the pztc. This agrees with the argument
that follows (34.16), and it shows that the pme can be
taken as a good indicator of the position of the pzfc
when this is located in a region where adsorption pro-
cesses overlap with the purely capacitive charging of
the double layer. Moreover, the pme of the three sur-
faces follows the order .111/ > .100/ > .110/, which
parallels the variation in the work function, again stress-
ing the relationship between pme and pzfc.

34.9 Underpotential Deposition of Metals on Single-Crystal Electrodes

This was one of the first processes studied in detail on
single-crystal electrodes. The general reaction for the
deposition of a metal is given by

MC C e� •M (34.17)

The equilibrium potential for this reaction is given by
the thermodynamic Nernst equation, and at potentials

more negative than this, bulk deposition of the metal
occurs. However, it was found that the deposition of the
first layer(s) of the metal onto a foreign substrate

SCMC C e� • S�M (34.18)

can take place at potentials more positive than the equi-
librium potential for the bulk deposition [34.181, 182].
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Fig. 34.15a,b Values of (a) uncorrected (open symbols) and corrected (filled symbols) pme values determined from
the thermodiffusion potential, and (b) pztc values for Pt(111), Pt(100), and Pt(110) electrodes in .0:1� x/M KClO4C
xM HClO4 solutions. Lines are drawn to indicate the tendencies of pztc values, and they are reproduced in (a) in order
to facilitate the comparison with pme values. Reprinted with permission from [34.174]. Copyright (2019) American
Chemical Society

For this reason, this phenomenon was then termed as
underpotential deposition (UPD). The explanation for
the apparent violation of the thermodynamic laws of
the process lays in the different interaction of the metal
with the substrate. The equilibrium potential for the
bulk metal deposition corresponds to the deposition of
newmetal atoms onto a bulk material of the same chem-
ical nature and therefore involves the formation of new
metal–metal bonds. However, when the metal is de-
posited on a foreign substrate, the initial stages of the
deposition are governed by the substrate–metal interac-
tions [34.183]. If these interactions are stronger than the
metal–metal interactions, the initial deposition stages
will take place at potentials more positive than the bulk
metal deposition, due to the favorable metal–substrate
interaction. Thus, the UPD of metals is normally re-
stricted to the deposition of the first (and sometime
second) layer.

From the initial studies, it was found that the work
function differences between the metal and the substrate
could be used to rationalize this phenomenon [34.181].
Thus, the UPD occurs when the work function of the
metal substrate is larger than that of the depositedmetal.
Moreover, the difference between the potential for the
UPD process and the bulk deposition potential was
essentially the same as the difference between work
functions. Given that, the UPD process is clearly con-
trolled by the surface properties and should be structure-

sensitive, and for that reason, as soon as single-crystal
electrodes were introduced in electrochemistry, many
different systems were thoroughly studied. There are
several reviews that cover the topic in detail [34.184–
186]. To illustrate the behavior of this electrochemi-
cal process, the results of copper UPD on gold single-
crystal electrodes will be reviewed. These results exem-
plify how the surface structure, electrode potential and
electrolyte composition affect the deposition process.

The first studies with gold single-crystal electrodes
revealed the important effect of the surface structure
on the process. As shown in Fig. 34.16, the voltam-
metric profiles for the Cu UPD on Au(111), Au(100)
and Au(110) electrodes in sulfuric acid solution are
very different [34.187–189]. Although the onset poten-
tial for the process is similar for all three electrodes, the
shape of the voltammogram is not the same. Moreover,
for the Au(111) electrode, the process splits into two
main peaks, whereas for Au(110) and Au(100) elec-
trodes, only one broad peak (with several shoulders) is
observed. The presence of sharp peaks in the Cu UPD
process on Au(111) electrodes suggests the formation
of ordered adlayers, since sharp peaks with narrow
widths are normally associated to order-disorder phase
transitions. For the three electrodes, the bulk deposition
of Cu took place at potentials below 0:3V, which agrees
with the thermodynamic value for the onset of bulk Cu
deposition.
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Fig. 34.16 Cu UPD on Au(111)
(solid line), Au(110) (dashed
line) and Au(100) (dotted line) in
0:05M H2SO4C 10�3 M Cu2C. Scan
rate 5mVs�1

After the voltammetric profile for the process is
recorded, normally, the first magnitude that is calcu-
lated is the charge associated to the deposition/disso-
lution process of Cu. Initially, it was supposed that
charge processes that give rise to the voltammetric
peaks correspond exclusively to the reduction of the
Cu2C ions. Thus, the charge measured in the depo-
sition peak would give the Cu coverage. In the case
of the Au(111) electrode, the charge measured was
450�460�C cm�2 [34.190–194]. This value should be
compared with the theoretical value for the deposition
of a Cu atom per Au(111) surface atom in the unrecon-
structed surface (440�C cm�2) (see Table 34.1). The
measured value is very close to the theoretical value,
and thus it was supposed that the Cu layer formed a .1�
1/ isomorphic layer on the unreconstructed Au(111)
surface. For the other two surfaces, the charge measure-
ments also give values compatible with the formation
of a .1� 1/ isomorphic layer.

It was soon confirmed that the UPD process was
more complicated than this initial assignment of all
measured charge to the Cu2C=Cu redox process. It was
already observed in the initial studies that there was
an important dependence of the voltammetric profile
on the anion present in solution (see Fig. 34.17 for
the comparison when bromide is present in solution),
a clear indication that the anion in solution plays a role
in the whole deposition process. In the case of the sul-
furic acid solution, the deposition process takes place
on a surface which is partially covered by sulfate ions.
Thus, Cu2C ions, when deposited, should replace the
sulfate ions and the sulfate coverage can change. The
change in sulfate coverage on the surface also gives
rise to a charge transfer, so that the measured charge in
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Fig. 34.17 Cu UPD on Au(111) in 0:1M HClO4C1:0mM
NaBr + 1:0mM Cu2C. Scan rate 1mVs�1

the voltammogram contains information not only from
the Cu2C=Cu redox process and on how the Cu cov-
erage changes with electrode potential, but also on the
change in the coverage of the surface-adsorbed anions.
Two techniques were used to determine the coverage
changes in sulfate anions and Cu with the potential dur-
ing the UPD process: the electrochemical quartz crystal
microbalance (EQCM) [34.190, 191] and chronoamper-
ometry [34.192–194]. In the first one, mass changes
during the deposition process are calculated using the
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variation in the vibrational frequency of the quartz crys-
tal on which the gold electrode is deposited. Those mass
changes are then related to the measured charge, and
Cu and sulfate coverage can be estimated. With the
second technique, the effect of the anion and Cu2C con-
centration on the measured charge for the process is
evaluated using a thermodynamic approach, which al-
lows the coverage of both species to be determined.
Both techniques showed that the coverage of adsorbed
sulfate on the electrode surface changed during the pro-
cess. However, the final coverage of adsorbed sulfate
at potentials close to the onset of bulk deposition was
the same as that found on the bare Au(111) surface
above 1:1V (0.20) [34.192–194], which indicates that
the net effect of the change in adsorbed sulfate cover-
age on the measured total charge was negligible, and
a commensurate .1� 1/ Cu layer was formed on the
electrode when the UPD process was completed. In
fact, the surface structure for the adsorbed sulfate before
and after the formation of the Cu adlayer was the same:
the .
p
3�p7/R19:1ı structure [34.195]. As mentioned

above, the ordered adlayers formed by adsorbed sul-
fate on the (111) surfaces of Au [34.44, 45], Pd [34.69],
Ir [34.71] and Pt [34.65, 66, 196] are identical. The only
difference between the adlayers on the different metals
is the potential at which this ordered adlayer is formed,
which is related to the interaction of sulfate ions with
the atoms on the surface. For Au, adsorption of sulfate
starts at 0:5V and the ordered adlayer is formed after
the spike recorded at 1:1V. Thus, the presence of the
adsorbed sulfate adlayer on the Cu UPD layer indicates
the large affinity of sulfate for the adsorption on Cu sur-
faces. Moreover, theoretical calculations indicate that
the presence of adsorbed sulfate is the key element that
stabilizes the .1� 1/ Cu adlayer [34.197].

The formation of a .1� 1/ Cu adlayer on the elec-
trode prior to the bulk deposition (at 0:3V) was first
confirmed by UHV vacuum studies [34.198, 199]. If the
electrode after the full deposition process was trans-
ferred to the UHV chamber, a .1� 1/ low-energy elec-
tron diffraction (LEED) pattern was found. Also, the
presence of adsorbed sulfate was confirmed by Auger
spectroscopy, although the coverage could not be ac-
curately estimated due to the changes induced by the
removal of the water layer, which is involved in the
formation of the adlayer. The formation of the commen-
surate .1�1/ layer was confirmed by in situ techniques,
such as STM [34.200] and surface-extended x-ray ab-
sorption fine structure (SEXAFS) [34.201–203]. More-
over, the data obtained with SHG suggested that the Cu
atoms were deposited on a 3-fold hollow site [34.204].
Additionally, detailed x-ray absorption near-edge struc-
ture (XANES) analysis revealed the polar character of

Au Cu Sulfate

Fig. 34.18 Honeycomb structure formed for Cu UPD on
Au(111) after the first deposition peak. Reprinted with per-
mission from [34.206]. Copyright (2019) by the American
Physical Society

the Cu–Au bond on the surface, in which Cu has charge
deficiency [34.202, 205].

For the adsorbed adlayer formed after the first UPD
peak, that is at ca. 0:45V, there was some initial con-
troversy. Although charge measurements indicate that
the Cu coverage was 2/3, the STM images revealed
a .
p
3�p3/R30ı, which is associated with a 1/3 cov-

erage [34.190–194]. The detailed chronoamperometric
analysis of the charge evolution with the concentra-
tion of sulfate and Cu2C in solution also indicated that
the Cu coverage was 2/3 and the sulfate coverage was
1/3 [34.192–194]. The correct interpretation of all this
data was obtained after the in situ gracing incident
X-ray analysis, which revealed a honeycomb structure
(Fig. 34.18), in which the Cu coverage was 2/3, and that
the sulfate was adsorbed in the center of the honeycomb
structure [34.206, 207]. Thus, the structure observed
with the STM images corresponds to the adsorbed sul-
fate on top of the Cu structure.

As mentioned above, the anion present in solution
has a strong influence on the deposition process. This
effect is clear, since the anion is adsorbed on top of
the Cu layer, and therefore modifies the Cu–Au interac-
tion. A clear example of this effect is the modification
of the Cu UPD process on the Au(111) electrode in
the presence of bromide anions [34.208, 209]. As can
be seen in Fig. 34.17, the shape of the voltammogram
is completely different from that observed in the pres-
ence of sulfate. Two sharp peaks can be easily distin-
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Region A Region B Region C

Region D Region E Region F

Fig. 34.19 Structures formed during
the Cu UPD on Au(111) in 0:1M
HClO4C 1:0mM NaBr + 1:0mM
Cu2C in the different regions shown in
Fig. 34.17 (Au atoms marked brown,
Br atoms marked red, and Cu atoms
marked green)

guished (peaks I and IV) and two additional shoulders
(peaks II and III) appear around peak I. In situ detailed
X-ray analysis of the process (both grazing incident
X-ray diffraction and crystal truncation rods analysis)
revealed changes in the structure as a function of po-
tential and how bromide shaped the process [34.208,
209]. The analysis demonstrated that there were six
different regions (as shown in Fig. 34.17) correspond-
ing to six different adlayer structures (Fig. 34.19). At
very positive potentials (region A), bromide is adsorbed
on the electrode, forming a rotated and incommensu-
rate hexagonal layer with a bromide coverage of 0.495
(defined as the number of bromide species per Pt sur-
face atom). The structure of this adlayer is depicted in
region A in Fig. 34.19 and is the same as the one ob-
served in the absence of copper in solution [34.210,
211]. As the potential is decreased, bromide starts to
desorb and the ordered adlayer disappears. However,

as soon as the initial copper atoms are deposited at
0:56V (onset of region C in Fig. 34.17), bromide anions
are readsorbed, and a pseudo .4� 4/ incommensurate
bromide structure with a coverage of 0.5 is observed
(region C in Fig. 34.19). The fact that bromide is read-
sorbed as the potential is made more negative (which is
an unexpected behavior) reveals the strong interaction
between copper adatoms and bromide. As the deposi-
tion of Cu progresses, the bromide structure compresses
until the commensurate .4�4/ bromide structure is ob-
tained (region D in Fig. 34.19) at the potential of peak
I. The compression/relaxation and the changes in ro-
tation angles with respect to the substrate orientation
are processes that often occur in UPD reactions. From
that point, the bromide adlayer does not change, but
copper is progressively deposited between the Au(111)
topmost layer and the bromide layer until the .1�1/Cu
structure is formed after peak IV.

34.10 CO Adsorption and Oxidation on Platinum Single-Crystal Electrodes

CO is considered a model molecule to probe the prop-
erties of the surface. For this reason, it has been studied
extensively in UHV. In electrochemical environments,
it has also been used to determine the properties of
the surface, as was shown previously in Sect. 34.6. In
addition, its oxidative behavior is very important for
practical purposes, especially in fuel cell technology.
In this technology, hydrogen or other small molecules
are oxidized in an electrochemical cell, generating elec-
tric energy. CO is present as a contaminant in the
hydrogen sources coming from the reformate of or-

ganic molecules and, as will be shown in the next
section, it also appears as an intermediate in the oxi-
dation mechanism of small organic molecules such as
formic acid, methanol or ethanol. For these reasons, its
electrochemical behavior has also been widely studied
in electrochemical environments.

The initial studies for adsorbed CO on platinum
single-crystal electrodes attempted to determine the
coverage, surface structure and adsorption modes of
CO on the different surfaces. As expected, the CO ad-
sorption/oxidation process was sensitive to the surface
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Fig. 34.20a–d Voltammetric profile for the oxidation of CO on the different Pt electrode surfaces in 0:1M HClO4: (a) Pt(111),
(b) Pt(776), (c) Pt(554), and (d) Pt(100). Scan rate: 50mVs�1

structure of the electrode, as shown by the different
peak position for the voltammetric profiles correspond-
ing to the oxidation of an adsorbed CO layer on the
different low-index electrodes (Fig. 34.20). From these
profiles, the coverage could be easily determined by
the charge integration of the oxidation peak obtained
in the voltammetry [34.212, 213]. The major problem
in this procedure was the determination of the correc-
tion to the charge to take into account the transferred
charge in the processes taking place simultaneously
with the CO oxidation process, that is, the changes
in the surface charge and all the processes related to
them [34.50]. Soon it was observed that there was a dis-
agreement between the coverage determined depending
on the corrections applied [34.214]. The discrepancies
had arisen because there was still a lack of clarity re-
garding the nature of the so-called unusual adsorption
states on the Pt(111). If the species responsible for
these states was hydrogen adsorption on the surface, at
0:8V, the potential at which CO is oxidized, hydrogen
would be completely desorbed and thus no adsorp-
tion process would be contributing additional charge
to the oxidation process. Thus, the only correction in
the charge measurements would be that of the resid-
ual double-layer modification (which is a very minor
correction). On the other hand, if anion adsorption pro-
cesses give rise to these voltammetric features, anions
should be readsorbed after CO adsorption, with the con-
comitant charge transfer. This would require a large
correction of the measured charge. As mentioned in
Sect. 34.6, the charge displacement measurements re-
vealed that the unusual adsorption states correspond

to an anion adsorption process with charge transfer
involved in the process. Therefore, the calculation of
coverage from CO oxidation should consider this value
for a correct estimation of the coverage from the charge
measurements. Following these arguments, the inte-
grated charge for the whole oxidation process can be
split into two contributions, the true faradaic charge for
CO oxidation and the charge involved in the reorgani-
zation of the interphase

qraw D qfarC q
�
EC
�� qCO .E�/ ; (34.19)

where qraw is the total charge integrated in the voltam-
metric sweep, qfar is the true faradaic charge of CO
oxidation, q.EC/ is the total charge at the higher limit
of integration and qCO.E�) is the charge present on the
CO-covered surface at the lower limit of the sweep.
The latter contribution is rather small, as discussed in
Sect. 34.8; q.EC/ can be read in the curve relating to-
tal charge with potential, introduced in Sect. 34.8. This
involves use of charge displacement data, as previously
explained. It can be shown that, because the calculation
of q.EC/ from CO displacement data also involves the
term qCO.E�) (34.14), both terms cancel, and the cor-
rection is sufficiently accurate without the need for any
additional assumptions [34.215].

In parallel with the determination of the coverage,
the surface structure of adsorbed CO was investigated.
As in the case of the UPD, in the initial studies, the
electrodes covered by CO were transferred from the
electrochemical environment to the UHV chamber to
examine the CO structure by LEED [34.216–218]. It
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Fig. 34.21 CO structures on Pt(111)
surfaces in acidic solutions

was revealed that the CO adlayers obtained in elec-
trochemical environments have higher coverage than
those obtained when CO was dosed under UHV con-
ditions. This fact indicated the important role that water
played in the adlayer formation process. As mentioned
above, in the transfer process from the electrochemi-
cal environment to the UHV chamber, there is always
the issue of the possible adlayer modification after the
water removal process and the loss of potential con-
trol. To try to evaluate these possible modifications, the
coverage values obtained from the measured structures
and those obtained from the charge measurements were
compared. Coverage values were in agreement after
proper correction of the charge measurements [34.157,
214, 218, 219], which indicated that CO was not des-
orbed during the transfer process.

However, in situ STM measurements soon revealed
the major effect of the electrode potential and water in
the CO adlayer structure. STM images revealed three
different adlayers formed on the Pt(111) surface, de-
pending on the conditions [34.220, 221], which were
later confirmed by grazing incidence x-ray diffraction
(GIXD) measurements [34.47, 55–59]. These adlayers
were different from those reported in the electrochem-
istry-UHV experiments, which, once more, highlighted
the importance of the water on the adlayer. When CO
was present in the solution, a .2� 2/-3CO-	CO D 0:75
structure was formed (Fig. 34.21A) [34.222–224]. This
coverage value is significantly higher than thatmeasured
in UHV (0.5) [34.214]. The adlayer is only stable when
CO is present in solution and requires long ordered do-
mains, that is, the presence of steps reduces the stabil-
ity of the adlayer [34.225]. A second structure was ob-
served when CO was removed from solution after CO
adsorption. In these conditions, the adlayer has a .

p
19�p

19/R23:4ı-	CO D 0:68 structure (Fig. 34.21) [34.220,
226]. This coverage is in agreement with the values de-
termined from the voltammetry [34.64, 214]. An addi-
tional structure is also formed at very mild dosing con-
ditions: a .

p
7�p7/R19:1ı-	CO D 0:56 structure could

also be detected [34.220].
The infrared spectra of the different electrode sur-

faces have also been studied in detail. In general, two
peaks corresponding to the C–O stretching vibration

appear on the spectra for the single-crystal electrodes,
one at ca. 2030�2070 cm�1 for atop CO, and a second
one at 1850�1870 cm�1 for bridge-bondedCO [34.227–
229]. In the case of the .2� 2/-3CO-	CO D 0:75 struc-
ture on the Pt(111) electrode, the latter peak is replaced
by one at ca. 1800 cm�1, which corresponds to mul-
ticoordinated CO [34.220, 225, 230]. In all cases, the
peak at 2030�2070 cm�1 is the dominant feature in the
spectra. However, as shown in Fig. 34.21, atop CO is
not the dominant species in the CO structures: for the
.2� 2/-3CO-	CO D 0:75 adlayer, multicoordinated CO
is more abundant than atop CO, whereas bridge-bonded
CO predominates for the .

p
19�p19/R23:4ı-	CO D

0:68 structure. Theoretical calculations demonstrate that
there is a strong energy transfer from the band at low
wave numbers to the band at high wave numbers, so that
the atopCOband dominates in the spectra [34.220, 230].

In the case of the Fourier transform infrared (FTIR)
spectra obtained in electrochemical conditions, the
band position is dependent not only on the coverage
and surface structure, but also on the electrode poten-
tial. Peak positions shift to higher wave number values
as the potential is made more positive, in what is known
as the Stark effect. The changes in the electronic popu-
lations of the metal or the electric field as the potential
is mademore positive have been postulated as the origin
of the Stark effect. Detailed density functional the-
ory (DFT) calculations have shown that field-dependent
back-donation is the main contribution of the observed
Stark effect on platinum metals [34.231–235].

The kinetics of the oxidation of CO has also been
studied in detail, because of its technological relevance.
CO oxidation follows a Langmuir–Hinselwood (L-H)
mechanism in which adsorbed CO requires an adjacent
adsorbed OH to produce CO2 as a final product. Once
the oxidation of the CO adlayer has started on specific
sites, the progression of the oxidation can take place
according to two different kinetic models. The first
one is the nucleation and growth mechanism, in which
the oxidation progresses from the initial points and
extends over the whole surface, following the Bewick–
Fleischmann–Thirsk model [34.236]. In the second ki-
netic model, the mobility of CO on the surface is fast,
so that a random CO distribution is obtained through-
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out the surface, following the mean-field L–H equa-
tion [34.237]. When the current transient at constant
potential or the voltammetric peaks for CO oxidation in
acidic media are analyzed, they are found to follow the
mean-field equation [34.238–247], suggesting a large
mobility of the adsorbed CO molecules on the surface.

On the other hand, in alkaline solutions, the situ-
ation is much more complex. Several differences be-
tween the behavior of the oxidation of CO adlayers
in acidic and alkaline solutions are observed. In acidic
solutions, the voltammetric oxidation shows only one
peak for (111) stepped surfaces, whereas multiple peaks
are observed in alkaline solutions [34.248–254]. The
peaks are related to the presence of steps and kinks
on the surface. Moreover, the transients do not follow

the mean-field equation [34.249, 252]. Although other
explanations have been proposed, the most probable
justification of the differences is related to a change
in the mobility of CO on the surface. In the case of
alkaline solutions, the mobility of CO is negligible,
explaining the peak multiplicity for stepped surfaces
and the different kinetic equation for the current tran-
sients [34.252–254]. Additionally, the kinetic analysis
of the transient has allowed us to calculate rates and to
establish the role of steps and defects on the CO adlayer
structure. It has been found that the presence of steps on
the surface [34.245, 247] and of defects on the adlayer
catalyze the oxidation [34.241, 254, 255]. The steps or
defects in the adlayer are the initiation sites for the oxi-
dation from where it propagates throughout the surface.

34.11 Oxidation of Small Organic Molecules on Platinum Single-Crystal
Electrodes

The electrocatalysis of the oxidation of small organic
molecules is a very relevant technological issue, since
it is directly linked to the economic viability of fuel
cell technology. Several molecules have been proposed
for use in this technology, but the most studied are
formic acid, methanol and ethanol. To reach the effi-
ciency goals in the oxidation of these molecules for
practical uses, the oxidation should take place at the
lowest possible overpotential with the highest current,
especially because the catalysis of these oxidation reac-
tions requires the use of noble metals. In fact, platinum
is the pure metal which shows the highest activity for
these oxidation reactions. However, its activity is still
low for practical uses, and thus, alloys and other modifi-
cations of platinum have been tested as electrocatalysts.

34.11.1 Formic Acid Oxidation Reaction

Formic acid oxidation reaction is the simplest reaction
of these types of molecules. In the oxidation to CO2,
only two electrons are exchanged.

HCOOH• CO2C 2HC C 2 e� (34.20)

Apparently, the reaction is very straightforward, since
only of two bonds, H–C and O–H bonds, need to be
broken to form CO2. The O–H bond breaking is in-
volved in the acid base equilibria of formic acid, and
thus, it is a facile reaction, whereas the cleavage of
the H–C bond requires the use of a metal that has
good dehydrogenation properties, such as platinum or
palladium [34.256]. This reaction route would be the
natural reaction mechanism for the oxidation. How-

ever, it was soon realized that the reaction was more
complex than the simple mechanism proposed above.
A blocking intermediate was soon detected when the re-
action was studied on platinum [34.256], and identified
using IR spectroscopy as adsorbed CO [34.257]. The
formation of CO indicates that the reaction also pro-
ceeds with a different route in which H–C and C–OH
bonds are broken. The formation of CO is also a major
problem in the oxidation reaction, since it is strongly
adsorbed, blocking the surface, and it is only oxidized
at high potentials. Thus, the formic acid oxidation re-
action involves a complex mechanism with two parallel
pathways, one going through CO, which is regarded as
a poisoning intermediate and the second one, going di-
rectly to CO2 through an active intermediate, as shown
in the following reaction scheme.

Active
intermediate% &

HCOOH CO2C 2HC C 2 e�& %
COCH2O

(34.21)

This parallel pathway mechanism was confirmed using
isotopically labeled formic acid and differential elec-
trochemical mass spectrometry (DEMS) [34.258]. In
general, the electrocatalysis of this reaction seeks to in-
crease the reaction rate through the active intermediate
and the inhibition of CO formation.

In the initial studies of the reaction with single-
crystal electrodes, it was soon realized that the reaction
was very sensitive to the surface structure [34.259],
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acid oxidation
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as shown in Fig. 34.22. Current densities and onset
potentials for the oxidation depend on the surface struc-
ture. Moreover, the voltammetric profiles of the three
basal planes show a distinct hysteresis between posi-
tive and negative scan directions. The formation of CO
was responsible for this difference in the scan direc-
tions [34.260–262]. CO is formed at low potentials and
partially blocks the electrode surface [34.261, 262]. The
presence of CO leads to small currents in the positive
scan direction. At 0:7V, CO is oxidized, liberating sur-
face sites, and when the scan is reversed, higher activity
is recovered because no poison species are blocking
the surface. Thus, CO formation rates can be qualita-
tively assessed by the difference in currents between
the positive and negative scan directions, whereas the
activity through the direct pathway can be estimated
using the maximum currents in the negative scan di-
rection. For both reaction paths, the activity order is
Pt.100/ > Pt.110/ > Pt.111/.

Once the qualitative behavior of the reaction was
understood, the detailed mechanism for both reaction
paths was studied. First, the variation in the solution
composition allowed us to determine the active species
in the reaction. For a fixed total formic acid/formate
concentration, the maximum activity is proportional to
the concentration of formate, indicating that solution
formate is the active species in the reaction [34.263–
265]. As any other anion, formate can be adsorbed on
the surface, and in fact, it has been detected on poly-
crystalline electrodes [34.266–269] and on the Pt(111)
electrode [34.270]. However, the actual role of this
species has been subject to controversy. Recent studies
suggest that this species is not the active intermediate,
because, as DFT calculation indicates, the activation

energy for the cleavage of the C–H bond in this con-
figuration is very high [34.271]. However, the presence
of adsorbed formate enables the adsorption of an addi-
tional formate species with a C–H bond directed toward
the surface. In this configuration, the activation en-
ergy for the cleavage of the C–H bond is low [34.271],
yielding CO2 as final product. A kinetic model derived
from this proposed mechanism was able to repro-
duce the voltammetric behavior, validating this reaction
scheme [34.263, 270].

Reaction rates for both pathways were studied us-
ing pulsed voltammetry, which is a transient technique
that allows one to determine the activity of the reac-
tion in the absence of CO formation as well as the CO
formation rate [34.272, 273]. When the different behav-
ior of the electrodes was analyzed, it was clear that the
Pt(111) surface has a very distinct behavior. First, it was
shown that CO formation rate on this electrode was
negligible [34.273–275]. In fact, the decoration of the
Pt(111) and vicinal electrodes with adatoms indicated
that the formation of CO on these surfaces was associ-
ated with the presence of steps or defects [34.261, 276–
280]. Thus, on an ideal Pt(111) surface, the reaction
would take place only through the active intermediate
route and would produce no adsorbed CO, as happens
in the UHV environment [34.281]. For the other sur-
faces, the formation of CO takes place in the potential
region where the presence of adsorbed species on the
surface is minimum, that is, in the vicinity of the poten-
tial of zero total charge [34.273–275]. The quantitative
analysis of the data produced the following order in re-
activity: .100/ terraces � steps on .100/ terraces >
.111/ terraces > .110/ steps on .111/ terraces >
.100/ steps on .111/ terraces.
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34.11.2 Methanol and Ethanol Oxidation
Reactions

Methanol and ethanol oxidation reactions have
been widely studied for their possible use in fuel
cells [34.282]. When compared with hydrogen or
formic acid oxidation reactions, the other proposed fu-
els, their specific energies are significantly higher, which
would favor their potential use. However, methanol
and ethanol oxidation reactions are significantly more
complex than the formic acid oxidation reaction, since
6 and 12 electrons are exchanged in the final oxidation
to CO2. The complexity of the reactions is due not only
to the large number of electrons exchanged, but also to
the type of bonds that have to be broken and formed in
these reactions. For the methanol oxidation reaction, the
mechanism involves dehydrogenation steps to gave rise
to adsorbed CO. Although platinum is regarded as an
excellent dehydrogenation catalyst, the oxidation of CO
requires the transfer of an oxygen group (see Sect. 34.9),

which is not favorable on platinum electrodes. For this
reason, currents and onset potentials for the oxidation
are higher. In the case of ethanol, the cleavage of
the C–C bond should also take place in addition to
the dehydrogenation processes, ending up with two
adsorbed CO molecules, which should be oxidized
to CO2. If the C–C bond is not broken, acetic acid is
formed, a molecule which is very difficult to oxidize.
In general, the behavior of the different single-crystal
electrodes for both reactions follows the same general
scheme. Pt(111) is the less active electrode, but also has
a lower onset potential for the reaction [34.283–286].
Moreover, this surface is inactive for the cleavage of the
C–C bond [34.285, 286]. The addition of steps catalyzes
the oxidation of these molecules, and higher currents
are obtained, although at higher potentials due to the
formation of CO [34.285–287]. In order to catalyze
these reactions, Ru or Sn, which catalyze the oxidation
of CO, or Rh for catalyzing the cleavage of the C–C
bond, are generally used.

34.12 Concluding Remarks

Intense progress over the past few decades in the field
of surface electrochemistry has brought it to the stage
where attaining detailed control of surface structure at
an atomic level becomes a reality. Such control en-
ables the comprehension of catalytic processes with
unprecedented detail. As already discussed, the elec-
trocatalytic phenomena is intimately related to the ex-
istence of specific interaction between reactants and
intermediates with the electrode surface. Attempting
the study of such phenomena using complex poly-
crystalline surfaces would complicate enormously the
interpretation of results. Conversely, the combination of
methodologies that work with single-crystal electrodes
with well-defined surfaces, and spectroscopic and mi-
croscopic techniques providing structural information,
sometime at atomic-level resolution, has paved the way
toward a situation where rational design of new cat-
alytic materials can be based on deep comprehension
of the processes taking place. In addition, the increasing
power of computing capabilities experienced in recent
years enables the rationalization of some experimental
results from first-principles calculations. Future trends
in this field should attempt exploiting even more the
synergies between theory and experiments. In this re-
gard, we stress how important it is for corroborating
theoretical results to have access to high-quality exper-
imental results under strictly controlled conditions.

Another question is how to bridge the gap be-
tween the knowledge acquired under such controlled

conditions and the real situation under true applied con-
ditions. Such distance can be decreased with the use of
dispersed catalysts if the preparation of the catalysts is
still done with careful control of experimental condi-
tions. An example of this is the use of platinum and gold
nanoparticles with preferential shapes, where the sur-
face of the nanoparticles contains preferential surface
sites similar to those of the different basal planes. While
laboratory conditions in experiments with nanoparticles
are still far from the real conditions of applied interest,
particularly when it comes to purity of solutions em-
ployed, they can be taken as model systems closer to
real applications.

In this review, we have given methodological clues
to work with single-crystal electrodes of gold and plat-
inum and to understand their electrochemical behavior.
In particular, we showed how cyclic voltammetry can
be used to characterize the structure of the single crys-
tal with simple instrumentation. The importance of the
charge separation to describe the interphase has been
stressed, and the use of CO displacement has been de-
scribed to obtain charge values for platinum electrodes.
Finally, some important reactions in the field of sur-
face electrochemistry and electrocatalysis have been
reviewed, namely, underpotential deposition of met-
als, carbon monoxide oxidation and formic acid and
methanol oxidation.

Future trends will most likely involve the use of
increasingly complex surface composition involving al-
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loys of several metals while maintaining comparable
degree of control of the surface structure. Another trend
in the field involves the use of nonaqueous solutions. In
particular, in recent years, notable interest has arisen in
the field of ionic liquids and their use in electrocatalysis.

It is obvious that our comprehension of the interfacial
properties in contact with such solvents is very far from
the one achieved in water, so there is plenty of space for
progress in this direction.

References

34.1 J.F. Li, Y.F. Huang, Y. Ding, Z.L. Yang, S.B. Li,
X.S. Zhou, F.R. Fan, W. Zhang, Z.Y. Zhou,
D.Y. Wu, B. Ren, Z.L. Wang, Z.Q. Tian: Shell-
isolated nanoparticle-enhanced Raman spec-
troscopy, Nature 464, 392–395 (2010)

34.2 J.F. Li, J.R. Anema, T. Wandlowski, Z.Q. Tian:
Dielectric shell isolated and graphene shell iso-
lated nanoparticle enhanced Raman spectro-
scopies and their applications, Chem. Soc. Rev.
44, 8399–8409 (2015)

34.3 J. Clavilier, R. Faure, G. Guinet, R. Durand: Prepa-
ration of monocrystalline Pt microelectrodes and
electrochemical study of the plane surfaces cut
in the direction of the f111g and f110g planes,
J. Electroanal. Chem. Interfacial Electrochem. 107,
205–209 (1980)

34.4 J. Clavilier: The role of anion on the electro-
chemical behaviour of a f111g platinum surface;
an unusual splitting of the voltammogram in the
hydrogen region, J. Electroanal. Chem. Interfacial
Electrochem. 107, 211–216 (1980)

34.5 J. Clavilier, D. Armand, S.G. Sun, M. Petit: Elec-
trochemical adsorption behaviour of platinum
stepped surfaces in sulphuric acid solutions,
J. Electroanal. Chem. Interfacial Electrochem. 205,
267–277 (1986)

34.6 N. Hoshi, K. Kagaya, Y. Hori: Voltammograms
of the single-crystal electrodes of palladium in
aqueous sulfuric acid electrolyte: Pd(S)-[n(111)
� (111)] and Pd(S)-[n(100)�(111)], J. Electroanal.
Chem. 485, 55–60 (2000)

34.7 V. Climent, J.M. Feliu: Surface electrochemistry
with Pt single-crystal electrodes. In: Nanopat-
terned and Nanoparticle-Modified Electrodes,
Advances in Electrochemical Science and Engi-
neering, Vol. 17, ed. by R.C. Alkire, P.N. Bartlett,
J. Lipkowski (Wiley, New York 2017) pp. 1–57

34.8 C. Korzeniewski, V. Climent, J.M. Feliu: Electro-
chemistry at platinum single crystal electrodes.
In: Electroanalytical Chemistry. A Series of Ad-
vances. Vol. 24, ed. by A.J. Bard, C. Zoski (CRC, Boca
Raton 2012) pp. 75–169

34.9 B. Lang, R.W. Joyner, G.A. Somorjai: Low energy
electron diffraction studies of high index crystal
surfaces of platinum, Surf. Sci. 30, 440–453 (1972)

34.10 A.T. Hubbard, R.M. Ishikawa, J. Katekaru: Study
of platinum electrodes by means of electrochem-
istry and low energy electron diffraction: Part II.
Comparison of electrochemical activity of Pt(100)
and Pt(111) surfaces, J. Electroanal. Chem. Interfa-
cial Electrochem. 86, 271–288 (1978)

34.11 P.N. Ross Jr.: Structure sensitivity in the electro-
catalytic properties of Pt: I. Hydrogen adsorption
on low index single crystal and the role of steps,
J. Electrochem. Soc. 126, 67–77 (1979)

34.12 P.N. Ross Jr.: Hydrogen chemisorption on Pt single
crystal surfaces in acidic solutions, Surf. Sci. 102,
463–485 (1981)

34.13 E. Yeager, W.E. O’Grady, M.Y.C. Woo, P. Hagans:
Hydrogen adsorption on single-crystal platinum,
J. Electrochem. Soc. 125, 348–349 (1978)

34.14 W.E. O’Grady, M.Y.C. Woo, P.L. Hagans, E. Yeager:
Electrode surface studies by Leed-Auger, J. Vac.
Sci. Technol. 14, 365–368 (1977)

34.15 E. Yeager, A. Homa, B.D. Cahan, D. Scherson: Spec-
troscopic techniques for the study of solid-liquid
interfaces, J. Vac. Sci. Technol. 20, 628–633 (1982)

34.16 A.S. Homa, E. Yeager, B.D. Cahan: LEED-AES thin
layer electrochemical studies of hydrogen ad-
sorption on platinum single crystals, J. Elec-
troanal. Chem. Interfacial Electrochem. 150, 181–
192 (1983)

34.17 F.T. Wagner, P.N. Ross Jr.: LEED analysis of elec-
trode surfaces: Structural effects of potentiody-
namic cycling on Pt single crystals, J. Electroanal.
Chem. Interfacial Electrochem. 150, 141–164 (1983)

34.18 J. Clavilier: Flame-annealing and cleaning tech-
nique. In: Interfacial Electrochemistry. Theory, Ex-
periment, and Applications, ed. by A. Wieckowski
(Marcel Dekker, New York, Basel 1999) pp. 231–248

34.19 J. Clavilier, R. Durand, G. Guinet, R. Faure: Elec-
trochemical adsorption behaviour of Pt(100) in
sulphuric acid solution, J. Electroanal. Chem. In-
terfacial Electrochem. 127, 281–287 (1981)

34.20 J. Clavilier, D. Armand, B.L. Wu: Electrochemical
study of the initial surface condition of plat-
inum surfaces with (100) and (111) orientations,
J. Electroanal. Chem. Interfacial Electrochem. 135,
159–166 (1982)

34.21 J. Clavilier, A. Rodes, K. El Achi, M.A. Zamakhchari:
Electrochemistry at platinum single-crystal sur-
faces in acidic media: Hydrogen and oxygen-
adsorption, J. Chim. Phys. Physicochim. Biol. 88,
1291–1337 (1991)

34.22 D. Aberdam, R. Durand, R. Faure, F. El-Omar:
Structural changes of a Pt(111) electrode induced
by electrosorption of oxygen in acidic solutions:
A coupled voltammetry, LEED and AES study, Surf.
Sci. 171, 303–330 (1986)

34.23 J. Clavilier, K. El Achi, M. Petit, A. Rodes, M.A. Za-
makhchari: Electrochemical monitoring of the
thermal reordering of platinum single-crystal
surfaces after metallographic polishing from the



Electrochemistry at Single Crystal Surfaces References 1149
Part

H
|34

early stage to the equilibrium surfaces, J. Elec-
troanal. Chem. 295, 333–356 (1990)

34.24 L.A. Kibler, A. Cuesta, M. Kleinert, D.M. Kolb:
In-situ stm characterisation of the surface mor-
phology of platinum single crystal electrodes as
a function of their preparation, J. Electroanal.
Chem. 484, 73–82 (2000)

34.25 A.V. Rudnev, T. Wandlowski: An influence of pre-
treatment conditions on surface structure and
reactivity of Pt(100) towards CO oxidation reaction,
Russ. J. Electrochem. 48, 259–270 (2012)

34.26 J.M. Feliu, A. Rodes, J.M. Orts, J. Clavilier: The
problem of surface order of Pt single-crystals
in electrochemistry, Pol. J. Chem. 68, 1575–1595
(1994)

34.27 E. Herrero, J.M. Orts, A. Aldaz, J.M. Feliu: Scan-
ning tunneling microscopy and electrochemical
study of the surface structure of Pt(10,10,9) and
Pt(11,10,10) electrodes prepared under different
cooling conditions, Surf. Sci. 440, 259–270 (1999)

34.28 D. Dickertmann, F.D. Koppitz, J.W. Schultze:
A method for elimination of side effects on elec-
trochemical measurements of single crystals. Ad-
ditional test of the adsorption systems silver-
lead ion and gold-cupric ion, Electrochim. Acta
21, 967–971 (1976)

34.29 A.J. Bard, L.R. Faulkner: Electrochemical Methods.
Fundamental and Applications (Wiley, New York
2001)

34.30 R.G. Compton, C.E. Banks: Understanding
Voltammetry (World Scientific, Singapore 2007)

34.31 V. Climent, J.M. Feliu: Cyclic voltammetry. In: Ref-
erence Module in Chemistry, Molecular Sciences
and Chemical Engineering, ed. by K. Wandelt (El-
sevier, Amsterdam 2015)

34.32 E. Gileadi, B.E. Conway: The behaviour of inter-
mediates in electrochemical catalysis. In: Mod-
ern Aspects of Electrochemistry, Vol. 3, ed. by
J. Bockris, B.E. Conway (Butterworth, London
1964) pp. 347–442

34.33 E. Gileadi: Electrode Kinetics for Chemists (Wiley-
VCH, Weinheim 1993)

34.34 E. Laviron: General expression of the linear po-
tential sweep voltammogram in the case of dif-
fusionless electrochemical systems, J. Electroanal.
Chem. Interfacial Electrochem. 101, 19–28 (1979)

34.35 N. Garcia-Araez, J.J. Lukkien, M.T.M. Koper,
J.M. Feliu: Competitive adsorption of hydrogen
and bromide on Pt(100): Mean-field approxima-
tion vs. Monte Carlo simulations, J. Electroanal.
Chem. 588, 1–14 (2006)

34.36 A. Hamelin: Cyclic voltammetry at gold single-
crystal surfaces. 2. Behaviour of high-index faces,
J. Electroanal. Chem. Interfacial Electrochem. 407,
13–21 (1996)

34.37 A. Hamelin: Cyclic voltammetry at gold single-
crystal surfaces. 1. Behaviour at low-index faces,
J. Electroanal. Chem. Interfacial Electrochem. 407,
1–11 (1996)

34.38 A.F. Silva, A. Martins: Capacitive and voltammetric
responses from stepped faces of gold. In: In-

terfacial Electrochemistry, ed. by A. Wieckowski
(Marcel Dekker, New York 1999) pp. 449–461

34.39 X. Gao, M.J. Weaver: Nanoscale structural changes
upon electro-oxidation of Au(111) as probed by
potentiodynamic scanning tunneling microscopy,
J. Electroanal. Chem. Interfacial Electrochem. 367,
259–264 (1994)

34.40 I. Villegas, M.J. Weaver: Nature of the atomic-
scale restructuring of Pt(100) electrode surfaces
as evidenced by in-situ scanning-tunneling-mi-
croscopy, J. Electroanal. Chem. Interfacial Elec-
trochem. 373, 245–249 (1994)

34.41 D.M. Kolb, J. Schneider: Surface reconstuction in
electrochemistry: Au(100)-(5 � 20), Au(111)-(1 � 23)
and Au(110)-(1 � 2), Electrochim. Acta 31, 929–936
(1986)

34.42 D.M. Kolb: Surface Reconstruction at Metal-
Electrolyte Interfaces (Wiley-VCH, Weinheim 1993)
pp. 65–102

34.43 D.M. Kolb: Reconstruction phenomena at metal-
electrolyte interfaces, Prog. Surf. Sci. 51, 109–173
(1996)

34.44 O.M. Magnussen, J. Hageböck, J. Hotlos,
R.J. Behm: In situ scanning tunnelling mi-
croscopy observations of a disorder-order phase
transition in hydrogensulfate adlayers on Au(111),
Faraday Discuss. 94, 329–338 (1992)

34.45 G.J. Edens, X. Gao, M.J. Weaver: The adsorption
of sulfate on gold(111) in acidic aqueous me-
dia: Adlayer structural inferences from infrared
spectroscopy and scanning tunneling microscopy,
J. Electroanal. Chem. Interfacial Electrochem. 375,
357–366 (1994)

34.46 T. Wandlowski, K. Ataka, S. Pronkin, D. Diesing:
Surface enhanced infrared spectroscopy – Au(1 1
1-20 nm)/sulphuric acid – New aspects and chal-
lenges, Electrochim. Acta 49, 1233–1247 (2004)

34.47 J. Lipkowski, Z.C. Shi, A.C. Chen, B. Pettinger,
C. Bilger: Ionic adsorption at the Au(111) electrode,
Electrochim. Acta 43, 2875–2888 (1998)

34.48 H. Striegler, P. Skoluda, D.M. Kolb: On the stabil-
ity of unreconstructed Au(100)-(1 � 1) at negative
potentials in aqueous sulfate solution, J. Elec-
troanal. Chem. 471, 9–13 (1999)

34.49 D.R. Lide, H.P.R. Frederikse (Eds.): CRC Handbook
of Chemistry and Physics, 79th edn. (CRC, Boca Ra-
ton 1998)

34.50 J. Clavilier, R. Albalat, R. Gómez, J.M. Orts, J.M. Fe-
liu, A. Aldaz: Study of the charge displacement at
constant potential during CO adsorption on Pt(110)
and Pt(111) electrodes in contact with a perchlo-
ric acid solution, J. Electroanal. Chem. Interfacial
Electrochem. 330, 489–497 (1992)

34.51 J. Clavilier, J.M. Orts, R. Gómez, J.M. Feliu, A. Al-
daz: On the nature of the charged species dis-
placed by CO adsorption from platinum oriented
electrodes in sulphuric acid solution. In: Elec-
trochemistry and Materials Science of Cathodic
Hydrogen Absorption and Adsorption, Physical
Electrochemistry Division Proceedings, Vol. 94,
ed. by B.E. Conway, G. Jerkiewicz (The Electro-
chemical Society, Pennington 1994) pp. 167–183



Part
H
|34

1150 Part H Chemical Reactions At Surfaces

34.52 J.M. Feliu, J.M. Orts, R. Gómez, A. Aldaz, J. Clav-
ilier: New information on the unusual adsorp-
tion states of Pt(111) in sulphuric acid solutions
from potentiostatic adsorbate replacement by CO,
J. Electroanal. Chem. Interfacial Electrochem. 372,
265–268 (1994)

34.53 V. Climent, R. Gómez, J.M. Orts, A. Rodes, A. Aldaz,
J.M. Feliu: Electrochemistry, spectroscopy and
scanning tunneling microscopy images of small
single-crystal electrodes. In: Interfacial Electro-
chemistry, ed. by A. Wieckowski (Marcel Dekker,
New York 1999) pp. 463–475

34.54 K. Domke, E. Herrero, A. Rodes, J.M. Feliu: Deter-
mination of the potentials of zero total charge of
Pt(100) stepped surfaces in the [01-1] zone. Effect
of the step density and anion adsorption, J. Elec-
troanal. Chem. 552, 115–128 (2003)

34.55 F.T. Wagner, P.N. Ross: Long-range structural
effects in the anomalous voltammetry on ul-
tra-high vacuum prepared Pt(111), J. Electroanal.
Chem. Interfacial Electrochem. 250, 301–320
(1988)

34.56 P.N. Ross: The role of defects in the specific ad-
sorption of anions on Pt(111), J. Chim. Phys. 88,
1353–1380 (1991)

34.57 K.A. Jaaf-Golze, D.M. Kolb, D. Scherson: On the
voltammetry of curves of Pt(111) in aqueous so-
lutions, J. Electroanal. Chem. Interfacial Elec-
trochem. 200, 353–362 (1986)

34.58 J. Clavilier, R. Albalat, R. Gómez, J.M. Orts, J.M. Fe-
liu: Displacement of adsorbed iodine on plat-
inum single-crystal electrodes by irreversible ad-
sorption of CO at controlled potential, J. Elec-
troanal. Chem. Interfacial Electrochem. 360, 325–
335 (1993)

34.59 E. Herrero, J.M. Feliu, A. Wieckowski, J. Clavilier:
The unusual adsorption states of Pt(111) electrodes
studied by an iodine displacementmethod: Com-
parison with Au(111) electrodes, Surf. Sci. 325,
131–138 (1995)

34.60 D. Strmcnik, D. Tripkovic, D. van der Vliet, V. Sta-
menkovic, N.M. Marković: Adsorption of hydrogen
on Pt(111) and Pt(100) surfaces and its role in the
HOR, Electrochem. Commun. 10, 1602–1605 (2008)

34.61 J. Clavilier, K. El Achi, A. Rodes: In situ char-
acterization of the Pt(S)-[n(111) � (111)] electrode
surfaces using electrosorbed hydrogen for prob-
ing terrace an step sites, J. Electroanal. Chem.
Interfacial Electrochem. 272, 253–261 (1989)

34.62 A. Rodes, K. El Achi, M.A. Zamakhchari, J. Clav-
ilier: Hydrogen probing of step and terrace sites
on Pt(S)-[n(111) � (100)], J. Electroanal. Chem. In-
terfacial Electrochem. 284, 245–253 (1990)

34.63 V. Climent, R. Gómez, J.M. Feliu: Effect of increas-
ing amount of steps on the potential of zero total
charge of Pt(111) electrodes, Electrochim. Acta 45,
629–637 (1999)

34.64 R. Gómez, V. Climent, J.M. Feliu, M.J. Weaver:
Dependence of the potential of zero charge of
stepped platinum(111) electrodes on the oriented
step-edge density: Electrochemical implications

and comparison with work function behavior,
J. Phys. Chem. B 104, 597–605 (2000)

34.65 A.M. Funtikov, U. Linke, U. Stimming, R. Vogel: An
in-situ STM study of anion adsorption on Pt(111)
from sulfuric acid solutions, Surf. Sci. 324, L343–
L348 (1995)

34.66 A.M. Funtikov, U. Stimming, R. Vogel: Anion ad-
sorption from sulfuric acid solutions on Pt(111)
single crystal electrodes, J. Electroanal. Chem.
428, 147–153 (1997)

34.67 B. Braunschweig, W. Daum: Superstructures and
order/disorder transition of sulfate adlayers on
Pt(111) in sulfuric acid solution, Langmuir 25, 11112–
11120 (2009)

34.68 Y.G. Kim, J.B. Soriaga, G. Vigh, M.P. Soriaga: Atom-
resolved EC-STM studies of anion adsorption at
well-defined surfaces: Pd(111) in sulfuric acid so-
lution, J. Colloid Interface Sci. 227, 505–509 (2000)

34.69 L.J. Wan, T. Suzuki, K. Sashikata, J. Okada,
J. Inukai, K. Itaya: In situ scanning tunneling
microscopy of adsorbed sulfate on well-defined
Pd(111) in sulfuric acid solution, J. Electroanal.
Chem. 484, 189–193 (2000)

34.70 L.J. Wan, S.L. Yau, K. Itaya: Atomic-structure of
adsorbed sulfate on Rh(111) in sulfuric-acid-solu-
tion, J. Phys. Chem. 99, 9507–9513 (1995)

34.71 L.J. Wan, M. Hara, J. Inukai, K. Itaya: In-situ
scanning tunneling microscopy of well-defined
Ir(111) surface: High-resolution imaging of ad-
sorbed sulfate, J. Phys. Chem. B 103, 6978–6983
(1999)

34.72 M. Wilms, P. Broekmann, C. Stuhlmann, K. Wan-
delt: In-situ STM investigation of adsorbate struc-
tures on Cu(111) in sulfuric acid electrolyte, Surf.
Sci. 416, 121–140 (1998)

34.73 Y. Shingaya, M. Ito: Interconversion of a bisulfate
anion into a sulfuric acid molecule on a Pt(111)
electrode in a 0.5 M H2SO4 solution, Chem. Phys.
Lett. 256, 438–444 (1996)

34.74 Y. Shingaya, M. Ito: Simulation of the electric dou-
ble layers on Pt(111), Surf. Sci. 386, 34–47 (1997)

34.75 P.W. Faguy, N.S. Marinković, R.R. Adžić: An in situ
infrared study on the effect of pH on anion ad-
sorption at Pt(111) electrodes from acid sulfate-
solutions, Langmuir 12, 243–247 (1996)

34.76 P.W. Faguy, N.S. Marinković, R.R. Adžić: Infrared
spectroscopic analysis of anions adsorbed from
bisulfate-containing solutions on Pt(111) elec-
trodes, J. Electroanal. Chem. Interfacial Elec-
trochem. 407, 209–218 (1996)

34.77 F.C. Nart, T. Iwasita, M. Weber: Vibrational spec-
troscopy of adsorbed sulfate on Pt(111), Elec-
trochim. Acta 39, 961–968 (1994)

34.78 A. Lachenwitzer, N. Li, J. Lipkowski: Determina-
tion of the acid dissociation constant for bisulfate
adsorbed at the Pt(111) electrode by subtractively
normalized interfacial Fourier transform infrared
spectroscopy, J. Electroanal. Chem. 532, 85–98
(2002)

34.79 Z.F. Su, V. Climent, J. Leitch, V. Zamlynny, J.M. Fe-
liu, J. Lipkowski: Quantitative SNIFTIRS studies of
(bi)sulfate adsorption at the Pt(111) electrode sur-



Electrochemistry at Single Crystal Surfaces References 1151
Part

H
|34

face, Phys. Chem. Chem. Phys. 12, 15231–15239
(2010)

34.80 N. Garcia-Araez, V. Climent, P. Rodriguez, J.M. Fe-
liu: Elucidation of the chemical nature of ad-
sorbed species for Pt(111) in H2SO4 solutions by
thermodynamic analysis, Langmuir 26, 12408–
12417 (2010)

34.81 A. Berná, A. Rodes, J.M. Feliu: Oxalic acid ad-
sorption and oxidation at platinum single crys-
tal electrodes, J. Electroanal. Chem. 563, 49–62
(2004)

34.82 J.M. Delgado, A. Berná, J.M. Orts, A. Rodes,
J.M. Feliu: In situ infrared study of the adsorption
and surface acid-base properties of the anions of
dicarboxylic acids at gold single crystal and thin-
film electrodes, J. Phys. Chem. C 111, 9943–9952
(2007)

34.83 R. Martínez-Hincapié, A. Berná, A. Rodes, V. Cli-
ment, J.M. Feliu: Surface acid-base properties of
anion-adsorbed species at Pt(111) electrode sur-
faces in contact with CO2-containing perchloric
acid solutions, J. Phys. Chem. C 120, 16191–16199
(2016)

34.84 N. Garcia-Araez, V. Climent, P. Rodriguez, J.M. Fe-
liu: Thermodynamic analysis of (bi)sulphate ad-
sorption on a Pt(111) electrode as a function of pH,
Electrochim. Acta 53, 6793–6806 (2008)

34.85 V. Climent, N. Garcia-Araez, J.M. Feliu: Influ-
ence of alkali cations on the infrared spectra of
adsorbed (bi)sulphate on Pt(111) electrodes, Elec-
trochem. Commun. 8, 1577–1582 (2006)

34.86 N. Garcia-Araez, V. Climent, P. Rodriguez, J.M. Fe-
liu: Thermodynamic evidence for K+-SO4

2–-ion
pair formation on Pt(111). New insight into cation
specific adsorption, Phys. Chem. Chem. Phys. 12,
12146–12152 (2010)

34.87 A. Björling, E. Ahlberg, J.M. Feliu: Kinetics of sur-
face modification induced by submonolayer elec-
trochemical oxygen adsorption on Pt(111), Elec-
trochem. Commun. 12, 359–361 (2010)

34.88 N. Garcia-Araez, V. Climent, E. Herrero, J. Feliu,
J. Lipkowski: Thermodynamic studies of chloride
adsorption at the Pt(111) electrode surface from
0.1 M HClO4 solution, J. Electroanal. Chem. 576,
33–41 (2005)

34.89 N. Garcia-Araez, V. Climent, E. Herrero, J. Feliu,
J. Lipkowski: Thermodynamic studies of bromide
adsorption at the Pt(111) electrode surface per-
chloric acid solutions: Comparison with other an-
ions, J. Electroanal. Chem. 591, 149–158 (2006)

34.90 J.M. Orts, R. Gómez, J.M. Feliu, A. Aldaz,
J. Clavilier: Potentiostatic charge displacement
by exchanging adsorbed species on Pt(111) elec-
trodes—Acidic electrolytes with specific anion ad-
sorption, Electrochim. Acta 39, 1519–1524 (1994)

34.91 Y. Shingaya, M. Ito: Anion adsorption on clean
or copper-modified Pt(111) and Rh(111) electrode
surfaces studied by in-situ infrared reflection ab-
sorption spectroscopy, J. Electroanal. Chem. In-
terfacial Electrochem. 372, 283–288 (1992)

34.92 Y. Sawatari, J. Inukai, M. Ito: The structure of
bisulfate and perchlorate on a Pt(111) electrode

surface studied by infrared spectroscopy and ab-
initio molecular orbital calculation, J. Electron
Spectrosc. Relat. Phenom. 64/65, 515–522 (1993)

34.93 A. Berná, J.M. Feliu, L. Gancs, S. Mukerjee:
Voltammetric characterization of Pt single crys-
tal electrodes with basal orientations in triflu-
oromethanesulphonic acid, Electrochem. Com-
mun. 10, 1695–1698 (2008)

34.94 M.T.M. Koper, J.J. Lukkien: Modeling the butter-
fly: The voltammetry of (

p
3 � p3)R30° and p(2

� 2) overlayers on (111) electrodes, J. Electroanal.
Chem. 485, 161–165 (2000)

34.95 A. Berná, V. Climent, J.M. Feliu: New understand-
ing of the nature of OH adsorption on Pt(111)
electrodes, Electrochem. Commun. 9, 2789–2794
(2007)

34.96 M. Wakisaka, H. Suzuki, S. Mitsui, H. Uchida,
M. Watanabe: Identification and quantification of
oxygen species adsorbed on Pt(111) single-crystal
and polycrystalline Pt electrodes by photoelectron
spectroscopy, Langmuir 25, 1897–1900 (2009)

34.97 M. Wakisaka, Y. Udagawa, H. Suzuki, H. Uchida,
M. Watanabe: Structural effects on the surface ox-
idation processes at Pt single-crystal electrodes
studied by x-ray photoelectron spectroscopy, En-
ergy Environ. Sci. 4, 1662–1666 (2011)

34.98 A.M. Gomez-Marin, J.M. Feliu: Pt(111) surface dis-
order kinetics in perchloric acid solutions and
the influence of specific anion adsorption, Elec-
trochim. Acta 82, 558–569 (2012)

34.99 F.C. Nart, T. Iwasita, M. Weber: In-situ FTIR study
on the adsorption of phosphate species on well-
ordered Pt(111) single crystal surfaces, Ber. Bun-
senges. Phys. Chem. 97, 737–738 (1993)

34.100 M. Weber, F.C. Nart, I.R. de Moraes, T. Iwasita:
Adsorption of phosphate species on Pt(111) and
Pt(100) as studied by in situ FTIR spectroscopy,
J. Phys. Chem. 100, 19933–19938 (1996)

34.101 J.M. Feliu, M.J. Valls, A. Aldaz, M.A. Climent,
J. Clavilier: Alkali-metal cations and pH effects
on a splitting of the unusual adsorption states
of Pt(111) voltammograms in phosphate buffered
solutions, J. Electroanal. Chem. Interfacial Elec-
trochem. 345, 475–481 (1993)

34.102 R. Rizo, E. Sitta, E. Herrero, V. Climent, J.M. Feliu:
Towards the understanding of the interfacial pH
scale at Pt(111) electrodes, Electrochim. Acta 162,
138–145 (2015)

34.103 R. Martínez-Hincapié, P. Sebastián-Pascual,
V. Climent, J.M. Feliu: Exploring the inter-
facial neutral pH region of Pt(111) electrodes,
Electrochem. Commun. 58, 62–64 (2015)

34.104 N. Garcia-Araez, V. Climent, E. Herrero, J.M. Fe-
liu, J. Lipkowski: Thermodynamic approach to
the double layer capacity of a Pt(111) electrode
in perchloric acid solutions, Electrochim. Acta 51,
3787–3793 (2006)

34.105 T. Pajkossy, D.M. Kolb: On the origin of the double
layer capacitance maximum of Pt(111) single crys-
tal electrodes, Electrochem. Commun. 5, 283–285
(2003)



Part
H
|34

1152 Part H Chemical Reactions At Surfaces

34.106 S. Hagstrom, H.B. Lyon, G.A. Somorjai: Surface
structures on the clean platinum (100) surface,
Phys. Rev. Lett. 15, 491–493 (1965)

34.107 P. Heilmann, K. Heinz, K. Müller: The superstruc-
tures of the clean Pt(100) and Ir(100) surfaces, Surf.
Sci. 83, 487–497 (1979)

34.108 M.A. Van Hove, R.J. Koestner, P.C. Stair,
J.P. Bibérian, L.L. Kesmodel, I. Bartoš, G.A. So-
morjai: The surface reconstructions of the (100)
crystal faces of iridium, platinum, and gold: I. Ex-
perimental observations and possible structural
models, Surf. Sci. 103, 189–217 (1981)

34.109 H.B. Nielsen, D.L. Adams: The effect of hydrogen
adsorption at low temperatures on the structure
of the reconstructed phases of the Pt(100) surface,
studied by LEED, Surf. Sci. 97, L351–L356 (1980)

34.110 M.A. Barteau, E.I. Ko, R.J. Madix: The adsorption
of CO, O2 and H2 on Pt(100)-(5 � 20), Surf. Sci. 102,
99–117 (1981)

34.111 J. Radnik, F. Gitmans, B. Pennemann, K. Oster,
K. Wandelt: Adsorbate-induced structure transi-
tions at the reconstructed Pt(100) surface, Surf.
Sci. 287/288, 330–335 (1993)

34.112 H.P. Bonzel, G. Broden, G. Pirug: Structure sensi-
tivity of NO adsorption on a smooth and stepped
Pt(100) surface, J. Catal. 53, 96–105 (1978)

34.113 P. Gardner,M. Tüshaus, A.M. Bradshaw: The lifting
of the Pt(100) surface reconstruction by NO ad-
sorption, Vacuum 41, 304–306 (1990)

34.114 M.S. Zei, N. Batina, D.M. Kolb: On the stabil-
ity of reconstructed Pt(100) in an electrochemical
cell: An ex-situ LEED/RHEED and in-situ STM study,
Surf. Sci. Lett. 306, L519–L528 (1994)

34.115 K. Wu, M.S. Zei: Electrochemical behavior and
structural changes of a reconstructed Pt(100) elec-
trode in sulfuric acid: A comparison with Pt(100)-
(1 � 1), Surf. Sci. 415, 212–226 (1998)

34.116 I.M. Tidswell, N.M. Marković, P.N. Ross: Po-
tential dependent surface relaxation of the
Pt(100)/electrolyte interface, Phys. Rev. Lett. 71,
1601–1604 (1993)

34.117 A. Al-Akl, G.A. Attard, R. Price, B. Timothy:
Voltammetric and UHV characterization of the (1 �
1) and reconstructed hex-R0.7° phases of Pt(100),
J. Electroanal. Chem. 467, 60–66 (1999)

34.118 K. Sashikata, T. Sugata, M. Sugimasa, K. Itaya: In-
situ scanning-tunneling-microscopy observation
of a porphyrin adlayer on an iodine-modified
Pt(100) electrode, Langmuir 14, 2896–2902 (1998)

34.119 J. Clavilier, J.M. Feliu, A. Fernandez-Vega, A. Al-
daz: Electrochemical-behavior of irreversibly ad-
sorbed bismuth on Pt(100) with different degrees
of crystalline surface order, J. Electroanal. Chem.
Interfacial Electrochem. 269, 175–189 (1989)

34.120 N. Furuya, M. Ichinose, M. Shibata: Structural
changes at the Pt(100) surface with a great num-
ber of potential cycles, J. Electroanal. Chem. 460,
251–253 (1999)

34.121 V. Climent, R. Gómez, J.M. Orts, J.M. Feliu: Ther-
modynamic analysis of the temperature depen-
dence of OH adsorption on Pt(111) and Pt(100) elec-
trodes in acidic media in the absence of specific

anion adsorption, J. Phys. Chem. B 110, 11344–11351
(2006)

34.122 R.M. Arán-Ais, M.C. Figueiredo, F.J. Vidal-Iglesias,
V. Climent, E. Herrero, J.M. Feliu: On the behav-
ior of the Pt(100) and vicinal surfaces in alkaline
media, Electrochim. Acta 58, 184–192 (2011)

34.123 S. Titmuss, D. Wander, D.A. King: Reconstruction
of clean and adsorbate-covered metal surfaces,
Chem. Rev. 96, 1291–1305 (1996)

34.124 J. Kuntze, M. Huck, T. Rauch, J. Bomermann,
S. Speller, W. Heiland: The Pt(110) surface stud-
ied by STM and RHEED, Surf. Sci. 355, L300–L304
(1996)

34.125 S. Speller, J. Kuntze, T. Rauch, J. Bomermann,
M. Huck, M. Aschoff, W. Heiland: The (1 � 2) and
(1 � 4) structure on clean Pt(110) studied by STM,
AES and LEED, Surf. Sci. 366, 251–259 (1996)

34.126 T. Gritsch, D. Coulman, R.J. Behm, G. Ertl: Mech-
anism of the CO-induced 1 � 2–>1 � 1 struc-
tural transformation of Pt(110), Phys. Rev. Lett. 63,
1086–1089 (1989)

34.127 R.E. von Glan, U. Korte: The NO-induced (1 � 2)–
>(1 � 1) structural transition of Pt(110): A quanti-
tative RHEED investigation, Surf. Sci. 375, 353–366
(1997)

34.128 T. Gritsch, D. Coulman, R.J. Behm, G. Ertl: A scan-
ning tunneling microscopy investigation of the 1�
2<–>1 � 1 structural transformation of the Pt(110)
surface, Appl. Phys. A 49, 403–406 (1989)

34.129 R. Michaelis, D.M. Kolb: Stability and elec-
trochemical properties of reconstructed Pt(110),
J. Electroanal. Chem. Interfacial Electrochem. 328,
341–348 (1992)

34.130 G.A. Beitel, O.M. Magnussen, R.J. Behm: Atomic
structure of clean and Cu covered Pt(110) elec-
trodes, Surf. Sci. 336, 19–26 (1995)

34.131 A.M. Bittner, J. Wintterlin, G. Ertl: Effects of iodine
coating and desorption on the reconstruction of
a Pt(110) electrode – A scanning-tunneling-mi-
croscopy study, J. Electroanal. Chem. Interfacial
Electrochem. 388, 225–231 (1995)

34.132 W.L. Desimone, J.J. Breen: Structures of iodine on
Pt(110) single-crystal electrode surfaces, Langmuir
11, 4428–4432 (1995)

34.133 C.A. Lucas, N.M. Marković, P.N. Ross: Surface
structure and relaxation at the Pt(110)/electrolyte
interface, Phys. Rev. Lett. 77, 4922–4925 (1996)

34.134 N.M. Marković, B.N. Grgur, C.A. Lucas, P.N. Ross:
Surface electrochemistry of CO on Pt(110)-(1 � 2)
and Pt(110)-(1 � 1) surfaces, Surf. Sci. 384, L805–
L814 (1997)

34.135 G.A. Attard, A. Brew: Cyclic voltammetry and oxy-
gen reduction activity of the Ptf1 1 0g-(1 � 1)
surface, J. Electroanal. Chem. 747, 123–129 (2015)

34.136 J. Souza-Garcia, V. Climent, J.M. Feliu: Voltam-
metric characterization of stepped platinum sin-
gle crystal surfaces vicinal to the (110) pole, Elec-
trochem. Commun. 11, 1515–1518 (2009)

34.137 J. Clavilier, K. El Achi, A. Rodes: In situ probing of
step and terrace sites on Pt(S)-n(111) � (111) elec-
trodes, Chem. Phys. 141, 1–14 (1990)



Electrochemistry at Single Crystal Surfaces References 1153
Part

H
|34

34.138 G.A. Attard, O. Hazzazi, P.B. Wells, V. Climent,
E. Herrero, J.M. Feliu: On the global and lo-
cal values of the potential of zero total charge
at well-defined platinum surfaces: Stepped and
adatom modified surfaces, J. Electroanal. Chem.
568, 329–342 (2004)

34.139 J.M. Feliu, E. Herrero, V. Climent: Electrocatalytic
properties of stepped surfaces. In: Catalysis in
Electrochemistry, ed. by E. Santos, W. Schmickler
(Wiley, Hoboken 2011) pp. 127–163

34.140 N. Garcia-Araez, V. Climent, E. Herrero, J.M. Fe-
liu: On the electrochemical behavior of the Pt(100)
vicinal surfaces in bromide solutions, Surf. Sci.
560, 269–284 (2004)

34.141 A.N. Frumkin, O.A. Petrii, B.B. Damaskin: Poten-
tial of Zero Charge, Vol. 1 (Plenum, New York 1980)
pp. 221–289

34.142 D.C. Grahame: The electrical double layer and the
theory of electrocapillarity, Chem. Rev. 41, 441–501
(1947)

34.143 A. Hamelin: Double layer properties at sp and sd
metal single-crystal electrodes. In: Modern As-
pects of Electrochemistry, Vol. 16 (Plenum, New
York 1985) pp. 1–101

34.144 S. Trasatti: The electrode potential. In: Com-
prehensive Treatise of Electrochemistry, Vol. 1
(Springer, Boston 1980) pp. 45–81

34.145 S. Trasatti, L.M. Doubova: Crystal-face specificity
of electrical double-layer parameters at metal/-
solution interfaces, J. Chem. Soc. Faraday Trans.
91, 3311–3325 (1995)

34.146 S. Trasatti, E. Lust: The potential of zero charge.
In: Modern Aspects of Electrochemistry, Vol. 33,
ed. by R.E. White, J. Bockris, B.E. Conway (Kluwer,
Plenum, New York 1999) pp. 1–215

34.147 J. Lecoeur, J. Andro, R. Parsons: The behaviour of
water at stepped surfaces of single crystal gold
electrodes, Surf. Sci. 114, 320–330 (1982)

34.148 J. Lecoeur, J.P. Bellier, C. Koehler: Comparison of
crystallographic anisotropy effects on potential
of zero charge and electronic work function for
gold f111g, f311g, f110g and f210g orientations, Elec-
trochim. Acta 35, 1383–1392 (1990)

34.149 J. Lecoeur, J.P. Bellier, C. Koehler: Study of
the electrochemical behaviour of gold(111) vici-
nal faces situated on the [011] zone in aqueous
solutions, J. Electroanal. Chem. Interfacial Elec-
trochem. 337, 197–216 (1992)

34.150 J. Lecoeur, J.P. Bellier, C. Koehler: Dipole effects of
(100) monoatomic steps of gold n(111) � (100) vic-
inal faces in contact with aqueous solutions and
under ultrahigh vacuum, J. Electroanal. Chem.
Interfacial Electrochem. 375, 117–122 (1994)

34.151 F. Silva, M.J. Sottomayor, A. Martins: The temper-
ature coefficient of the potential of zero charge
of stepped faces of gold in contact with aqueous
perchloric acid solutions, J. Electroanal. Chem.
Interfacial Electrochem. 360, 199–210 (1993)

34.152 F. Silva, M.J. Sottomayor, A. Martins: Temperature
coefficient of the potential of zero charge and en-
tropies of formation for the interface of stepped
faces of gold in contact with aqueous perchlo-

ric acid solutions, J. Chem. Soc. Faraday Trans. 92,
3693–3699 (1996)

34.153 R. Smoluchowski: Anisotropy of the electronic
work function of metals, Phys. Rev. 60, 661–674
(1941)

34.154 A. Hamelin, L. Stoicoviciu, F. Silva: The tempera-
ture dependence of the double-layer properties
of gold faces in perchloric acid solutions. Part I.
The (210) gold face, J. Electroanal. Chem. Interfa-
cial Electrochem. 229, 107–124 (1987)

34.155 A. Hamelin, L. Stoicoviciu, F. Silva: The tempera-
ture dependence of the double-layer properties
of gold faces in perchloric acid solutions. Part II.
The (110) gold face, J. Electroanal. Chem. Interfa-
cial Electrochem. 236, 283–294 (1987)

34.156 F. Silva, M.J. Sottomayor, A. Hamelin, L. Stoicovi-
ciu: The temperature dependence of double layer
properties of gold faces in perchloric acid. Part III.
The gold (100) face, J. Electroanal. Chem. Interfa-
cial Electrochem. 295, 301–316 (1990)

34.157 M.J. Weaver: Potentials of zero charge for
platinum(111)-aqueous interfaces: A combined
assessment from in-situ and ultrahigh-vacuum
measurements, Langmuir 14, 3932–3936 (1998)

34.158 A. Cuesta: Measurement of the surface charge
density of CO-saturated Pt(111) electrodes as
a function of potential: The potential of zero
charge of Pt(111), Surf. Sci. 572, 11–22 (2004)

34.159 V. Climent, R. Gómez, J.M. Orts, A. Aldaz, J.M. Fe-
liu: The potential of zero total charge of single-
crystal electrodes of platinum group metals. In:
The Electrochemical Double Layer, Physical Elec-
trochemistry Division Proceedings, Vol. 97, ed. by
C. Korzeniewski, B.E. Conway (The Electrochemical
Society, Pennington 1997) pp. 222–237

34.160 R. Gómez, J.M. Feliu, A. Aldaz, M.J. Weaver: Va-
lidity of double-layer charge-corrected voltam-
metry for assaying carbonmonoxide coverages on
ordered transition metals: Comparisons with ad-
layer structures in electrochemical and ultrahigh
vacuum environments, Surf. Sci. 410, 48–61 (1998)

34.161 E. Sibert, R. Faure, R. Durand: High frequency
impedance measurements on Pt(111) in sulphuric
and perchloric acids, J. Electroanal. Chem. 515,
71–81 (2001)

34.162 E. Sibert, R. Faure, R. Durand: Pt(111) electrosorp-
tion impedance in mixed electrolyte, J. Elec-
troanal. Chem. 528, 39–45 (2002)

34.163 T. Iwasita, X.H. Xia: Adsorption of water at Pt(111)
electrode in HClO4 solutions. The potential of
zero charge, J. Electroanal. Chem. Interfacial Elec-
trochem. 411, 95–102 (1996)

34.164 K. Ataka, T. Yotsuyanagi, M. Osawa: Potential-
dependent reorientation of water molecules at
an electrode/electrolyte interface studied by sur-
face-enhanced infrared absorption spectroscopy,
J. Phys. Chem. 100, 10664–10672 (1996)

34.165 K.I. Ataka, M. Osawa: In situ infrared study of wa-
ter-sulfate coadsorption on gold(111) in sulfuric
acid solutions, Langmuir 14, 951–959 (1998)

34.166 V. Climent, N. Garcia-Araez, E. Herrero, J.M. Fe-
liu: The potential of zero total charge of platinum



Part
H
|34

1154 Part H Chemical Reactions At Surfaces

single crystals. A local approach to stepped sur-
faces vicinal to Pt(111), Russ. J. Electrochem. 42,
1145–1160 (2006)

34.167 J.A. Harrison, J.E.B. Randles, D.J. Schiffrin: En-
tropy of formation of the mercury-aqueous solu-
tion interface and the structure of the inner layer,
J. Electroanal. Chem. Interfacial Electrochem. 48,
359–381 (1973)

34.168 N. Garcia-Araez, V. Climent, J.M. Feliu: Deter-
mination of the entropy of formation of the
Pt(111)|perchloric acid solution interface. Estima-
tion of the entropy of adsorbed hydrogen and OH
species, J. Solid State Electrochem. 12, 387–398
(2008)

34.169 N. Garcia-Araez, V. Climent, J. Feliu: Separa-
tion of temperature effects on double-layer and
charge-transfer processes for platinum|solution
interphases. Entropy of formation of the double
layer and absolutemolar entropy of adsorbed hy-
drogen and OH on Pt(111), J. Phys. Chem. C 113,
19913–19925 (2009)

34.170 N. Garcia-Araez, V. Climent, J. Feliu: 1 temper-
ature effects on platinum single-crystal/aque-
ous solution interphases. Combining Gibbs ther-
modynamics with laser-pulsed experiments. In:
Interfacial Phenomena in Electrocatalysis, Mod-
ern Aspects of Electrochemistry, Vol. 51, ed. by
C.G. Vayenas (Springer, New York 2011) pp. 1–105

34.171 V.A. Benderskii, S.D. Babenko, A.G. Krivenko: In-
vestigation of the charge relaxation in the double
layer by a thermal jump, J. Electroanal. Chem. In-
terfacial Electrochem. 86, 223–225 (1978)

34.172 V.A. Benderskii, G.I. Velichko: Temperature jump
in electric double-layer study. Part I. Method of
measurements, J. Electroanal. Chem. Interfacial
Electrochem. 140, 1–22 (1982)

34.173 V. Climent, B.A. Coles, R.G. Compton: Laser-in-
duced potential transients on a Au(111) single-
crystal electrode. Determination of the potential
of maximum entropy of double layer formation,
J. Phys. Chem. B 106, 5258–5265 (2002)

34.174 N. Garcia-Araez, V. Climent, J. Feliu: Potential-
dependent water orientation on Pt(111), Pt(100),
and Pt(110), as inferred from laser-pulsed experi-
ments. Electrostatic and chemical effects, J. Phys.
Chem. C 113, 9290–9304 (2009)

34.175 V. Climent, B.A. Coles, R.G. Compton, J.M. Feliu:
Coulostatic potential transients induced by laser
heating of platinum stepped electrodes: Influ-
ence of steps on the entropy of double layer for-
mation, J. Electroanal. Chem. 561, 157–165 (2004)

34.176 N. Garcia-Araez, V. Climent, J.M. Feliu: Potential-
dependent water orientation on Pt(111) stepped
surfaces from laser-pulsed experiments, Elec-
trochim. Acta 54, 966–977 (2009)

34.177 V. Climent, N. Garcia-Araez, R.G. Compton,
J.M. Feliu: Effect of deposited bismuth on the
potential of maximum entropy of Pt(111) single-
crystal electrodes, J. Phys. Chem. B 110, 21092–
21100 (2006)

34.178 N. Garcia-Araez, V. Climent, J.M. Feliu: Evidence
of water reorientation on model electrocatalytic

surfaces from nanosecond-laser-pulsed experi-
ments, J. Am. Chem. Soc. 130, 3824–3833 (2008)

34.179 P. Sebastián, V. Climent, J.M. Feliu: Characteri-
zation of the interfaces between Au(hkl) single
crystal basal plane electrodes and [Emmim][Tf2N]
ionic liquid, Electrochem. Commun. 62, 44–47
(2016)

34.180 P. Sebastián, A.P. Sandoval, V. Climent, J.M. Fe-
liu: Study of the interface Pt(111)/[Emmim][Ntf2]
using laser-induced temperature jump experi-
ments, Electrochem. Commun. 55, 39–42 (2015)

34.181 D.M. Kolb: Physical and electrochemical proper-
ties of metal monolayers on metallic substrates.
In: Advances in Electrochemistry and Electro-
chemical Engineering, Vol. 11, ed. by H. Gerischer,
C.W. Tobias (Wiley, New York 1978) pp. 125–271

34.182 W.J. Lorenz, H.D. Hermann, N. Wüthrich,
F. Hilbert: The formation of monolayer metal
films on electrodes, J. Electrochem. Soc. 121,
1167–1177 (1974)

34.183 V. Sudha, M.V. Sangaranarayanan: Underpotential
deposition of metals: Structural and thermody-
namic considerations, J. Phys. Chem. B 106, 2699–
2707 (2002)

34.184 S. Szabo: Underpotential depostion of metals on
foreing metal substrates, Int. Rev. Phys. Chem. 10,
207–248 (1991)

34.185 E. Herrero, L.J. Buller, H.D. Abruña: Underpoten-
tial deposition at single crystal surfaces of Au, Pt,
Ag and other materials, Chem. Rev. 101, 1897–1930
(2001)

34.186 O.A. Oviedo, L. Reinaudi, S.G. García, E.P.M. Leiva:
Underpotential Deposition: From Fundamentals
and Theory to Applications at the Nanoscale,
Monographs in Electrochemistry (Springer, Cham
2016)

34.187 M. Cappadonia, U. Linke, K.M. Robinson,
J. Schmidberger, U. Stimming: Anion effects on
the cyclic voltammetry of copper underpotential
deposition on Au(100), J. Electroanal. Chem.
Interfacial Electrochem. 405, 227–232 (1996)

34.188 M.H. Hölzle, V. Zwing, D.M. Kolb: The influence of
steps on the deposition of Cu onto Au(111), Elec-
trochim. Acta 40, 1237–1247 (1995)

34.189 F. Möller, O.M. Magnussen, R.J. Behm: CuCl ad-
layer formation and Cl induced surface alloying:
An in situ STM study on Cu underpotential depo-
sition on Au(110) electrode surfaces, Electrochim.
Acta 40, 1259–1265 (1995)

34.190 G.L. Borges, K.K. Kanazawa, J.G. Gordon, K. Ash-
ley, J. Richer: An in-situ electrochemical quartz
crystal microbalance study of the underpoten-
tial deposition of copper on Au(111) electrodes,
J. Electroanal. Chem. Interfacial Electrochem. 364,
281–284 (1994)

34.191 M. Watanabe, H. Uchida, M. Miura, N. Ikeda:
Electrochemical quartz crystalmicrobalance study
of copper ad-atoms on highly ordered Au(111)
electrodes in sulfuric acid, J. Electroanal. Chem.
Interfacial Electrochem. 384, 191–195 (1995)

34.192 Z. Shi, J. Lipkowski: Coadsorption of Cu2+ and
SO4

2– at the Au(111) electrode, J. Electroanal.



Electrochemistry at Single Crystal Surfaces References 1155
Part

H
|34

Chem. Interfacial Electrochem. 365, 303–309
(1994)

34.193 Z. Shi, J. Lipkowski: Investigations of SO4
2– ad-

sorption at the Au(111) electrode in the presence
of underpotentially deposited copper adatoms,
J. Electroanal. Chem. Interfacial Electrochem. 364,
289–294 (1994)

34.194 Z. Shi, J. Lipkowski, M. Gamboa, P. Zelenay,
A. Wieckowski: Investigations of SO4

2– adsorption
at the Au(111) electrode by chronocoulometry and
radiochemistry, J. Electroanal. Chem. Interfacial
Electrochem. 366, 317–326 (1994)

34.195 B. Madry, K. Wandelt, M. Nowicki: Sulfate struc-
tures on copper deposits on Au(111): In situ STM in-
vestigations, Electrochim. Acta 217, 249–261 (2016)

34.196 K. Itaya: In-situ scanning-tunneling-microscopy
in electrolyte-solutions, Prog. Surf. Sci. 58, 121–
247 (1998)

34.197 P. Vélez, A. Cuesta, E.P.M. Leiva, V.A. Macagno:
The underpotential deposition that should not
be: Cu(1 � 1) on Au(111), Electrochem. Commun. 25,
54–57 (2012)

34.198 Y. Nakai, M.S. Zei, D.M. Kolb, G. Lehmpfuhl:
A LEED and RHEED investigation of Cu on Au(111) in
the underpotential region, Ber. Bunsenges. Phys.
Chem. 88, 340–345 (1984)

34.199 M.S. Zei, G. Qiao, G. Lehmpfuhl, D.M. Kolb: The
influence of anions on the structure of underpo-
tentially deposited Cu on Au(111): A LEED, RHEED
and AES study, Ber. Bunsenges. Phys. Chem. 91,
349–353 (1987)

34.200 M.P. Green, K.J. Hanson: Copper adlayer forma-
tion on Au(111) from sulfuric acid electrolyte, J. Vac.
Sci. Technol. A 10, 3012–3018 (1992)

34.201 L. Blum, H.D. Abruña, J. White, M.J. Albarelli,
J.G. Gordon, G.L. Borges, M.G. Samant, O.R. Mel-
roy: Erratum: Study of underpotentially deposited
copper on gold by fluorescence detected sur-
face EXAFS [J. Chem. Phys. 85, 6732–6738 (1986)],
J. Chem. Phys. 86, 6568–6568 (1987)

34.202 L. Blum, H.D. Abruña, J. White, J.G. Gordon,
G.L. Borges, M.G. Samant, O.R. Melroy: Study of
underpotentially deposited copper on gold by
fluorescence detected surface EXAFS, J. Chem.
Phys. 85, 6732–6738 (1986)

34.203 O.R. Melroy, M.G. Samant, G.L. Borges, J.G. Gor-
don, L. Blum, J.H. White, M.J. Albarelli, M. McMil-
lan, H.D. Abruña: In-plane structure of under-
potentially deposited copper on gold(111) deter-
mined by surface EXAFS, Langmuir 4, 728–732
(1988)

34.204 D.A. Koos, G.L. Richmond: Structure and stability
of underpotentially deposited layers on gold(111)
studied by optical second harmonic generation,
J. Phys. Chem. 96, 3770–3775 (1992)

34.205 A. Tadjeddine, D. Guay, M. Ladouceur, G. Touril-
lon: Electronic and structural characterization of
underpotentially deposited submonolayers and
monolayer of copper on gold (111) studied by
in situ x-ray-absorption spectroscopy, Phys. Rev.
Lett. 66, 2235–2238 (1991)

34.206 M.F. Toney, J.N. Howard, J. Richer, G.L. Borges,
J.G. Gordon, O.R. Melroy, D. Yee, L.B. Sorensen:
Electrochemical deposition of copper on a gold
electrode in sulfuric acid: Resolution of the in-
terfacial structure, Phys. Rev. Lett. 75, 4472–4475
(1995)

34.207 M. Nakamura, O. Endo, T. Ohta, M. Ito, Y. Yoda:
Surface x-ray diffraction study of Cu UPD on Au(111)
electrode in 0.5 M H2SO4 solution: The coad-
sorption structure of UPD copper, hydration water
molecule and bisulfate anion on Au(111), Surf. Sci.
514, 227–233 (2002)

34.208 E. Herrero, S. Glazier, H.D. Abruña: X-ray and elec-
trochemical studies of Cu UPD on Au(111) single-
crystal electrodes in the presence of bromide,
J. Phys. Chem. B 102, 9825–9833 (1998)

34.209 E. Herrero, S. Glazier, L.J. Buller, H.D. Abruña: X-
ray and electrochemical studies of Cu UPD on sin-
gle crystal electrodes in the presence of bromide:
Comparison between Au(111) and Pt(111) elec-
trodes, J. Electroanal. Chem. 461, 121–130 (1999)

34.210 O.M. Magnussen, B.M. Ocko, R.R. Adzic, J.X. Wang:
X-ray diffraction studies of ordered chloride and
bromidemonolayers at the Au(111)-solution inter-
face, Phys. Rev. B 51, 5510–5513 (1995)

34.211 O.M. Magnussen, B.M. Ocko, J.X. Wang, R.R. Adzic:
In-situ x-ray diffraction and STM studies of bro-
mide adsorption on Au(111) electrodes, J. Phys.
Chem. 100, 5500–5508 (1996)

34.212 J.M. Feliu, J.M. Orts, A. Fernández-Vega, A. Aldaz,
J. Clavilier: Electrochemical studies in sulphuric
acid solutions of adsorbed CO on Pt(111) electrodes,
J. Electroanal. Chem. Interfacial Electrochem. 296,
191–201 (1990)

34.213 J.M. Orts, A. Fernández-Vega, J.M. Feliu, A. Al-
daz, J. Clavilier: Electrochemical-behaviour of CO
layers formed by solution dosing at open circuit
on Pt(111). Voltammetric determination of CO cov-
erages at full hydrogen adsorption blocking in
various acid-media, J. Electroanal. Chem. Inter-
facial Electrochem. 327, 261–278 (1992)

34.214 M.J. Weaver, S.C. Chang, L.W.H. Leung, X. Jiang,
M. Rubel, M. Szklarczyk, D. Zurawski, A. Wieck-
owski: Evaluation of absolute saturation cover-
ages of carbon monoxide on ordered low-index
platinum and rhodium electrodes, J. Electroanal.
Chem. Interfacial Electrochem. 327, 247–260 (1992)

34.215 V. Climent, N. Garcia-Araez, E. Herrero, J. Feliu:
Potential of zero total charge of platinum single
crystals: A local approach to stepped surfaces vic-
inal to Pt(111), Russ. J. Electrochem. 42, 1145–1160
(2006)

34.216 D. Zurawski, M. Wasberg, A. Wieckowski: LEED and
voltammetry of carbon monoxide electrosorbed
on platinum(111), J. Phys. Chem. 94, 2076–2082
(1990)

34.217 D. Zurawski, A. Wieckowski: Lateral modification
and the organization of carbon monoxide-iodine
mixed adlattices on platinum(111), Langmuir 8,
2317–2323 (1992)

34.218 C.K. Rhee, J.M. Feliu, E. Herrero, P. Mrozek,
A. Wieckowski: Auger electron spectroscopy, low-



Part
H
|34

1156 Part H Chemical Reactions At Surfaces

energy electron diffraction, and electrochemistry
of carbon monoxide on a platinum(100) elec-
trode, J. Phys. Chem. 97, 9730–9735 (1993)

34.219 M.J. Weaver, X.P. Gao: In-situ electrochemical
surface science, Annu. Rev. Phys. Chem. 44, 459–
494 (1993)

34.220 I. Villegas, M.J. Weaver: Carbon monoxide adlayer
structures on platinum (111) electrodes: A synergy
between in-situ scanning tunneling microscopy
and infrared spectroscopy, J. Chem. Phys. 101,
1648–1660 (1994)

34.221 I. Villegas, X.P. Gao, M.J. Weaver: Local-struc-
ture and phase-transitions within ordered elec-
trochemical, adlayers: Some new insights from
in-situ scanning-tunneling-microscopy, Elec-
trochim. Acta 40, 1267–1275 (1995)

34.222 C.A. Lucas, N.M. Marković, P.N. Ross: The adsorp-
tion and oxidation of carbon monoxide at the
Pt(111)/electrolyte interface: Atomic structure and
surface relaxation, Surf. Sci. 425, L381–L386 (1999)

34.223 N.M. Marković, B.N. Grgur, C.A. Lucas, P.N. Ross:
Electrooxidation of CO and H2/CO mixtures on
Pt(111) in acid solutions, J. Phys. Chem. B 103, 487–
495 (1999)

34.224 K.C. Chang, A. Menzel, V. Komanicky, H. You:
Electrosorbed carbon monoxide monolayers on
Pt(111), Electrochim. Acta 52, 5749–5758 (2007)

34.225 A. Rodes, R. Gómez, J.M. Feliu, M.J. Weaver: Sen-
sitivity of compressed carbon monoxide adlayers
on platinum(111) electrodes to long-range sub-
strate structure: Influence of monoatomic steps,
Langmuir 16, 811–816 (2000)

34.226 Y.V. Tolmachev, A. Menzel, A.V. Tkachuk, Y.S. Chu,
H.D. You: In situ surface x-ray scattering obser-
vation of long-range ordered (

p
19 � p19)R23.4°-

13CO structure on Pt(111) in aqueous electrolytes,
Electrochem. Solid-State Lett. 7, E23–E26 (2004)

34.227 S.C. Chang, L.-W.H. Leung, M.J. Weaver: Com-
parison between coverage dependent infrared
frequencies for carbon monoxide adsorbed on
ordered platinum(111), (100) and (110) in elec-
trochemical and vacuum environments, J. Phys.
Chem. 93, 5341–5345 (1989)

34.228 S.C. Chang, M.J. Weaver: In situ infrared spec-
troscopy of CO adsorbed at ordered Pt(100)-
aqueous interfaces: Double layer effects upon the
adsorbate binding geometry, J. Phys. Chem. 94,
5095–5102 (1990)

34.229 S.C. Chang, M.J. Weaver: Coverage dependent
dipole coupling for carbon monoxide adsorbed at
ordered Pt(111)-aqueous interfaces: Structural and
electrochemical implications, J. Chem. Phys. 92,
4582–4594 (1990)

34.230 M.W. Severson, C. Stuhlmann, I. Villegas,
M.J. Weaver: Dipole–dipole coupling effects
upon infrared-spectroscopy of compressed elec-
trochemical adlayers: Application to the Pt(111)/CO
system, J. Chem. Phys. 103, 9832–9843 (1995)

34.231 M.T.M. Koper, R.A. van Santen, S.A. Wasileski,
M.J. Weaver: Field-dependent chemisorption of
carbon monoxide and nitric oxide on platinum-
group (111) surfaces: Quantum chemical calcu-

lations compared with infrared spectroscopy at
electrochemical and vacuum-based interfaces,
J. Chem. Phys. 113, 4392–4407 (2000)

34.232 S.A. Wasileski, M.J. Weaver, M.T.M. Koper: Poten-
tial-dependent chemisorption of carbon monox-
ide on platinum electrodes: New insight from
quantum-chemical calculations combined with
vibrational spectroscopy, J. Electroanal. Chem.
500, 344–355 (2001)

34.233 S.A. Wasileski, M.T.M. Koper, M.J. Weaver: Metal
electrode-chemisorbate bonding: General influ-
ence of surface bond polarization on field-de-
pendent binding energetics and vibrational fre-
quencies, J. Chem. Phys. 115, 8193–8203 (2001)

34.234 S.A. Wasileski, M.T.M. Koper, M.J. Weaver: Field-
dependent chemisorption of carbon monoxide
on platinum-group (111) surfaces. Relationships
between binding energetics, geometries, and vi-
brational properties as assessed by density func-
tional theory, J. Phys. Chem. B 105, 3518–3530
(2001)

34.235 S.A. Wasileski, M.T.M. Koper, M.J. Weaver: Field-
dependent electrode-chemisorbate bonding:
Sensitivity of vibrational Stark effect and binding
energetics to nature of surface coordination,
J. Am. Chem. Soc. 124, 2796–2805 (2002)

34.236 A. Bewick, M. Fleischmann, H.R. Thirsk: Kinetics of
the electrocrystallization of thin films of calomel,
Trans. Faraday Soc. 58, 2200–2216 (1962)

34.237 A.V. Petukhov, W. Akemann, K.A. Friedrich,
U. Stimming: Kinetics of electrooxidation of a CO
monolayer at the platinum/electrolyte interface,
Surf. Sci. 402, 182–186 (1998)

34.238 M. Bergelin, E. Herrero, J.M. Feliu, M. Wasberg:
Oxidation of CO adlayers on Pt(111) at low poten-
tials: An impinging jet study in H2SO4 electrolyte
with mathematical modeling of the current tran-
sients, J. Electroanal. Chem. 467, 74–84 (1999)

34.239 E. Herrero, J.M. Feliu, S. Blais, Z. Radovic-
Hrapovic, G. Jerkiewicz: Temperature dependence
of CO chemisorption and its oxidative desorption
on the Pt(111) electrode, Langmuir 16, 4779–4783
(2000)

34.240 E. Herrero, B. Alvarez, J.M. Feliu, S. Blais,
Z. Radovic-Hrapovic, G. Jerkiewicz: Temperature
dependence of the COads oxidation process on
Pt(111) Pt(100), and Pt(110) electrodes, J. Elec-
troanal. Chem. 567, 139–149 (2004)

34.241 C.A. Angelucci, E. Herrero, J.M. Feliu: Modeling CO
oxidation on Pt(111) electrodes, J. Phys. Chem. C
114, 14154–14163 (2010)

34.242 N.P. Lebedeva, M.T.M. Koper, E. Herrero, J.M. Fe-
liu, R.A. van Santen: CO oxidation on stepped Pt
[n(111) � (111)] electrodes, J. Electroanal. Chem.
487, 37–44 (2000)

34.243 M.T.M. Koper, J.J. Lukkien, N.P. Lebedeva, J.M. Fe-
liu, R.A. van Santen: Adsorbate interactions and
phase transitions at the stepped platinum/-
electrolyte interface: Experiment compared with
Monte Carlo simulations, Surf. Sci. 478, L339–L344
(2001)



Electrochemistry at Single Crystal Surfaces References 1157
Part

H
|34

34.244 B. Pozniak, Y. Mo, D.A. Scherson: The electro-
chemical oxidation of carbonmonoxide adsorbed
on Pt(111) in aqueous electrolytes as monitored by
in situ potential step-second harmonic genera-
tion, Faraday Discuss. 121, 313–322 (2002)

34.245 N.P. Lebedeva, M.T.M. Koper, J.M. Feliu, R.A. van
Santen: Role of crystalline defects in electrocatal-
ysis: Mechanism and kinetics of CO adlayer oxi-
dation on stepped platinum electrodes, J. Phys.
Chem. B 106, 12938–12947 (2002)

34.246 N.P. Lebedeva, M.T.M. Koper, J.M. Feliu, R.A. van
Santen: Mechanism and kinetics of the electro-
chemical CO adlayer oxidation on Pt(111), J. Elec-
troanal. Chem. 524, 242–251 (2002)

34.247 F.J. Vidal-Iglesias, J. Solla-Gullón, J.M. Campiña,
E. Herrero, A. Aldaz, J.M. Feliu: CO monolayer ox-
idation on stepped Pt(S) [(n – 1)(100) � (110)]
surfaces, Electrochim. Acta 54, 4459–4466 (2009)

34.248 G. Garcia, M.T.M. Koper: Stripping voltamme-
try of carbon monoxide oxidation on stepped
platinum single-crystal electrodes in alkaline so-
lution, Phys. Chem. Chem. Phys. 10, 3802–3811
(2008)

34.249 G. Garcia, M.T.M. Koper: Mechanism of electro-
oxidation of carbon monoxide on stepped plat-
inum electrodes in alkaline media: A chronoam-
perometric and kinetic modeling study, Phys.
Chem. Chem. Phys. 11, 11437–11446 (2009)

34.250 G. Garcia, M.T.M. Koper: Dual reactivity of step-
bound carbon monoxide during oxidation on
a stepped platinum electrode in alkaline media,
J. Am. Chem. Soc. 131, 5384–5385 (2009)

34.251 G. Garcia, P. Rodriguez, V. Rosca, M.T.M. Koper:
Fourier transform infrared spectroscopy study of
CO electro-oxidation on Pt(111) in alkaline media,
Langmuir 25, 13661–13666 (2009)

34.252 E. Herrero, Q.-S. Chen, J. Hernandez, S.-G. Sun,
J.M. Feliu: Effects of the surface mobility on
the oxidation of adsorbed CO on platinum elec-
trodes in alkaline media. The role of the adlayer
and surface defects, Phys. Chem. Chem. Phys. 13,
16762–16771 (2011)

34.253 M.J.S. Farias, E. Herrero, J.M. Feliu: Site selectivity
for CO adsorption and stripping on stepped and
kinked platinum surfaces in alkaline medium,
J. Phys. Chem. C 117, 2903–2913 (2013)

34.254 M.J.S. Farias, C. Buso-Rogero, R. Gisbert, E. Her-
rero, J.M. Feliu: Influence of the CO adsorption
environment on its reactivity with (111) terrace
sites in stepped Pt electrodes under alkaline me-
dia, J. Phys. Chem. C 118, 1925–1934 (2014)

34.255 R.M. Arán-Ais, F.J. Vidal-Iglesias, M.J.S. Farias,
J. Solla-Gullón, V. Montiel, E. Herrero, J.M. Feliu:
Understanding CO oxidation reaction on platinum
nanoparticles, J. Electroanal. Chem. 793, 126–136
(2017)

34.256 R. Parsons, T. Vandernoot: The oxidation of small
organic molecules: A survey of recent fuel cell re-
lated research, J. Electroanal. Chem. Interfacial
Electrochem. 257, 9–45 (1988)

34.257 S.G. Sun, J. Clavilier, A. Bewick: The mecha-
nism of electrocatalytic oxidation of formic acid

on Pt(100) and Pt(111) in sulphuric acid solution:
An EMIRS Study, J. Electroanal. Chem. Interfacial
Electrochem. 240, 147–159 (1988)

34.258 J. Willsau, J. Heitbaum: Analysis of adsorbed in-
termediates and determination of surface poten-
tial shifts by DEMS, Electrochim. Acta 31, 943–948
(1986)

34.259 J. Clavilier, R. Parsons, R. Durand, C. Lamy,
J.M. Leger: Formic acid oxidation on single crystal
platinum electrodes. Comparison with polycrys-
talline platinum, J. Electroanal. Chem. Interfacial
Electrochem. 124, 321–326 (1981)

34.260 J. Clavilier, S.G. Sun: Electrochemical study of
the chemisorbed species formed from formic-
acid dissociation at platinum single-crystal elec-
trodes, J. Electroanal. Chem. Interfacial Elec-
trochem. 199, 471–480 (1986)

34.261 E. Herrero, A. Fernández-Vega, J.M. Feliu, A. Al-
daz: Poison formation reaction from formic acid
and methanol on Pt(111) electrodes modified by
irreversibly adsorbed Bi and As, J. Electroanal.
Chem. Interfacial Electrochem. 350, 73–88 (1993)

34.262 E. Herrero, J.M. Feliu, A. Aldaz: Poison formation
reaction from formic acid on Pt(100) electrodes
modified by irreversibly adsorbed bismuth and
antimony, J. Electroanal. Chem. Interfacial Elec-
trochem. 368, 101–108 (1994)

34.263 J.V. Perales-Rondón, E. Herrero, J.M. Feliu: Effects
of the anion adsorption and pH on the formic
acid oxidation reaction on Pt(111) electrodes, Elec-
trochim. Acta 140, 511–517 (2014)

34.264 J.V. Perales-Rondón, S. Brimaud, J. Solla-Gullón,
E. Herrero, R.J. Behm, J.M. Feliu: Further insights
into the formic acid oxidation mechanism on
platinum: pH and anion adsorption effects, Elec-
trochim. Acta 180, 479–485 (2015)

34.265 J. Joo, T. Uchida, A. Cuesta, M.T.M. Koper, M. Os-
awa: Importance of acid-base equilibrium in
electrocatalytic oxidation of formic acid on plat-
inum, J. Am. Chem. Soc. 135, 9991–9994 (2013)

34.266 G. Samjeske, A. Miki, S. Ye, M. Osawa: Mecha-
nistic study of electrocatalytic oxidation of formic
acid at platinum in acidic solution by time-
resolved surface-enhanced infrared absorption
spectroscopy, J. Phys. Chem. B 110, 16559–16566
(2006)

34.267 G. Samjeske, M. Osawa: Current oscillations dur-
ing formic acid oxidation on a Pt electrode: In-
sight into the mechanism by time-resolved IR
spectroscopy, Angew. Chem. Int. Ed. 44, 5694–
5698 (2005)

34.268 Y.X. Chen, M. Heinen, Z. Jusys, R.J. Behm: Bridge-
bonded formate: Active intermediate or specta-
tor species in formic acid oxidation on a Pt film
electrode?, Langmuir 22, 10399–10408 (2006)

34.269 Y. Chen, M. Heinen, Z. Jusys, R. Behm: Kinetics
and mechanism of the electrooxidation of formic
acid—Spectroelectrochemical studies in a flow
cell, Angew. Chem. Int. Ed. 45, 981–985 (2006)

34.270 V. Grozovski, F.J. Vidal-Iglesias, E. Herrero,
J.M. Feliu: Adsorption of formate and its role as
intermediate in formic acid oxidation on plat-



Part
H
|34

1158 Part H Chemical Reactions At Surfaces

inum electrodes, ChemPhysChem 12, 1641–1644
(2011)

34.271 H.-F. Wang, Z.-P. Liu: Formic acid oxidation at
Pt/H2O interface from periodic DFT calculations
integrated with a continuum solvation model,
J. Phys. Chem. C 113, 17502–17508 (2009)

34.272 J. Clavilier: Pulsed linear sweep voltammetry with
pulses of constant level in a potential scale, a po-
larization demanding condition in the study of
platinum single-crystal electrodes, J. Electroanal.
Chem. Interfacial Electrochem. 236, 87–94 (1987)

34.273 V. Grozovski, V. Climent, E. Herrero, J.M. Feliu:
Intrinsic activity and poisoning rate for HCOOH
oxidation on platinum stepped surfaces, Phys.
Chem. Chem. Phys. 12, 8822–8831 (2010)

34.274 V. Grozovski, V. Climent, E. Herrero, J.M. Feliu:
Intrinsic activity and poisoning rate for HCOOH ox-
idation at Pt(100) and vicinal surfaces containing
monoatomic (111) steps, ChemPhysChem 10, 1922–
1926 (2009)

34.275 V. Grozovski, J. Solla-Gullon, V. Climent, E. Her-
rero, J.M. Feliu: Formic acid oxidation on shape-
controlled Pt nanoparticles studied by pulsed
voltammetry, J. Phys. Chem. C 114, 13802–13812
(2010)

34.276 E. Herrero, M.J. Llorca, J.M. Feliu, A. Aldaz: Oxida-
tion of formic acid on Pt(111) electrodes modified
by irreversibly adsorbed tellurium, J. Electroanal.
Chem. Interfacial Electrochem. 394, 161–167 (1995)

34.277 V. Climent, E. Herrero, J.M. Feliu: Electrocataly-
sis of formic acid and CO oxidation on antimony-
modified Pt(111) electrodes, Electrochim. Acta 44,
1403–1414 (1998)

34.278 M.D. Maciá, E. Herrero, J.M. Feliu, A. Aldaz: Formic
acid self-poisoning on bismuth-modified Pt(755)
and Pt(775) electrodes, Electrochem. Commun. 1,
87–89 (1999)

34.279 M.D. Maciá, E. Herrero, J.M. Feliu, A. Aldaz:
Formic acid self-poisoning on bismuth-modified

stepped electrodes, J. Electroanal. Chem. 500,
498–509 (2001)

34.280 M.D. Maciá, E. Herrero, J.M. Feliu: Formic acid
self-poisoning on adatom-modified stepped
electrodes, Electrochim. Acta 47, 3653–3661 (2002)

34.281 M.R. Columbia, A.M. Crabtree, P.A. Thiel: The tem-
perature and coverage dependences of adsorbed
formic acid and its conversion to formate on plat-
inum(111), J. Am. Chem. Soc. 114, 1231–1237 (1992)

34.282 M.T.M. Koper, S.C.S. Lai, E. Herrero: Mechanisms
of the oxidation of carbon monoxide and small
organic molecules at metal electrodes. In: Fuel
Cell Catalysis: A Surface Science Approach, ed. by
M.T.M. Koper (Wiley, Hoboken 2009) pp. 159–207

34.283 K. Franaszczuk, E. Herrero, P. Zelenay, A. Wieck-
owski, J. Wang, R.I. Masel: A comparison of
electrochemical and gas-phase decomposition of
methanol on platinum surfaces, J. Phys. Chem.
96, 8509–8516 (1992)

34.284 E. Herrero, K. Franaszczuk, A. Wieckowski: Elec-
trochemistry of methanol at low index crystal
planes of platinum: An integrated voltammetric
and chronoamperometric study, J. Phys. Chem.
98, 5074–5083 (1994)

34.285 F. Colmati, G. Tremiliosi-Filho, E.R. Gonzalez,
A. Berná, E. Herrero, J.M. Feliu: Surface struc-
ture effects on the electrochemical oxidation of
ethanol on platinum single crystal electrodes,
Faraday Discuss. 140, 379–397 (2008), discussion
417–437

34.286 F. Colmati, G. Tremiliosi, E.R. Gonzalez, A. Berná,
E. Herrero, J.M. Feliu: The role of the steps in the
cleavage of the C–C bond during ethanol oxida-
tion on platinum electrodes, Phys. Chem. Chem.
Phys. 11, 9114–9123 (2009)

34.287 V. Grozovski, V. Climent, E. Herrero, J.M. Feliu:
The role of the surface structure in the oxidation
mechanism of methanol, J. Electroanal. Chem.
662, 43–51 (2011)

Victor Climent
Instituto Universitario de Electroquímica
Universidad de Alicante
San Vicente del Raspeig, Alicante, Spain
victor.climent@ua.es

Victor Climent obtained his PhD at the University of Alicante (2000). After a postdoc-
toral period at the University of Oxford (UK), he returned to the University of Alicante
in 2003 where he is currently professor. His main research interest is the investigation
of the relationship between the structure of the electrode surface, its composition and
its electrochemical reactivity.

Enrique Herrero

Instituto Universitario de Electroquímica
Universidad de Alicante
San Vicente del Raspeig, Alicante, Spain
herrero@ua.es

Enrique Herrero received his PhD from the University of Alicante in 1995.
After a two years of postdoctoral stay at Cornell University, he returned to
the University of Alicante, where he is currently professor. His research
focusses on the understanding of fundamental aspects of electrochemistry,
especially those associated with the effect of the interfacial structure on the
reactivity.



1159

Current TPart I
Part I Current Topics In Surface Science

35 Selected Topics in Contact Mechanics
and Nanotribology
Enrico Gnecco, Jena, Germany

36 Graphene
Ado Jorio, Belo Horizonte, Brazil
Edmar Avellar Soares, Belo Horizonte,
Brazil
Roberto Paniago, Belo Horizonte, Brazil
Mario Rocca, Genova, Italy
Luca Vattuone, Genova, Italy

37 Silicene
Eric Salomon, Marseille, France
Daniel Beato-Medina, Marseille, France
Paola De Padova, Roma, Italy
Thierry Angot, Marseille, France
Guy Le Lay, Marseille, France

38 Cluster-Assembled Carbon Thin Films
Luca Giacomo Bettini, Milano, Italy
Massimiliano Galluzzi, Shenzhen, China
Alessandro Podestà, Milano, Italy
Paolo Piseri, Milano, Italy
Paolo Milani, Milano, Italy

39 Nuclear Methods in Surface Science
Daiichiro Sekiba, Tsukuba, Japan



1160

Part I is devoted to topics which, in the opinion of the
Editors, must be covered to ensure that this Handbook is
comprehensive. These topics relate to the current fron-
tiers of surface science research but do not fit easily
into the other sections. So, instead of general sur-
face properties, the present section focuses on some
new low-dimensional materials (graphene, silicene, and
carbon clusters) as well as nanotribology and nuclear
investigation methods.

Chapter 35 considers contact mechanics and nan-
otribology. The chapter explores the theory of contact
mechanics and stick-slip motion at the nanoscale. In the
theoretical part, analytical predictions regarding contact
mechanics for lengths spanning several orders of mag-
nitude are attempted based on morphology and material
properties. The ultimate limits of friction measurements
are illustrated for the sliding of an atomically sharp tip
over a crystal lattice.

The next two chapters focus on the properties of
two-dimensional materials and complement the infor-
mation given in Chap. 9.

Chapter 36 deals with graphene. It describes its
structure, possible defects, methods of preparation, pe-
culiar electronic properties, and chemical reactivity in
detail. The properties of graphene may be influenced by
the substrate on which it is deposited, as highlighted by
a comparison of single layers grown on different ma-
terials. The chapter also addresses the role of doping
and the possibility of using adsorption to tune the band
gap.

Chapter 37 describes the structural, electronic, and
vibronic properties of monolayer silicene as well as
the growth and electronic properties of multilayer sil-
icene. The chapter also reviews the fabrication pro-
cedures for the first field-effect transistors based on
this material, and reports on exotic forms of silicon
for zero-dimensional (benzene-like nanodots) and one-
dimensional (pentasilicene-like nanoribbons)materials.

Chapter 38 describes the use of supersonic clus-
ter beam deposition (SCBD) to grow carbon (nsC) thin
films with controlled nanostructures. The growth condi-
tions ensure that incoming particles land on the growing
interface and do not diffuse significantly. Due to the ab-
sence of stress, it is possible to grow films with a wide
range of thicknesses. Their low density and high surface
roughness make them promising materials for the fabri-
cation of several devices (electrolyte-gated transistors,
supercapacitors, photocatalytic systems, etc.).

Chapter 39 reviews the use of nuclear methods
in ion beam analysis at high energies. It covers
Rutherford backscattering spectrometry (RBS), elas-
tic recoil detection analysis (ERDA), and nuclear
reaction analysis (NRA). Because of the very short
interaction time involved, inelastic collisions can be
neglected, so the cross-section is determined by nuclear
properties alone. Hence, the intensity of the signal
is not affected by environmental factors, meaning
that these methods can be used to quantify the ele-
mental compositions of samples, including hydrogen,
which is often not possible with other techniques.
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35. Selected Topics in Contact Mechanics
and Nanotribology

Enrico Gnecco

Driven by recent developments in nanotechnol-
ogy and materials modeling and simulations, our
understanding of contact mechanics, and more
specifically of solid friction down to the nanome-
ter scale, is experiencing a period of exceptional
growth. Since a dedicated handbook would be
not enough to summarize the latest experimental
and theoretical achievements, we focus on two
selected topics, which will hopefully stimulate the
reader to examine the specialized literature in the
growing field of nanotribology. These topics are
the contact mechanics theory, recently developed
by B.N.J. Persson, and the stick–slip motion on the
nanoscale. While the first theory, to the best of our
knowledge, is the first one embracing the contact
between rough surfaces over length scales of sev-
eral orders of magnitude, and making analytical
predictions based on the morphology and material
properties of the constituent materials, the second
topic concerns the ultimate limits of friction mea-
surements, i.e., the sliding of an atomically sharp
tip over a crystal lattice. The two topics are not yet
well related, but the situation may change in the
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35.4 Ultimate Limits of Nanotribology:
From Noncontact Friction to Abrasive
Nanowear ........................................ 1167

35.5 Conclusions ...................................... 1168
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near future. For this reason, it is also of interest
to mention basic attempts in modeling stick–slip
of multi-asperity contacts, as done in an in-
termediate section of this chapter. Last but not
least, the dissipation accompanying the motion of
a nanoslider in close proximity to but not touch-
ing a solid surface, and oppositely, of a similar
object penetrating and scraping the surface, is
briefly discussed, as it can be investigated with
the most important technique available for this
kind of study, i.e., atomic force microscopy.

Friction is a very important subject in surface science, as
well as in everyday life. On one hand, friction is not only
beneficial, as one can easily realize when driving on an
icy road, but even vital, since life would be very difficult
on planet Earth if the friction forces between meteorites
and atmospheric particles were not strong enough to pul-
verize the former. On the other hand, friction is usually
an annoying phenomenon, as proven by uncountable ex-
amples in engineering applications. Beyond that, it is
estimated that a consistent part of the GDP of industri-
alized countries is consistently eroded by our ignorance
of basic friction mechanisms. Friction may lead to abra-
sive wear over the long term, and ultimately to failure of
many mechanical components, with more damage than
that caused by fracture and plastic deformation. The sit-
uation is even worse in contacts formed on small length
scales. Let us consider an object with linear dimension
L. Since the fraction of atoms at the surface increases
as 1=L when the size of the body is reduced, it is not

surprising that friction forces play a key role in the
dynamics of tiny objects ranging from microelectrome-
chanical systems (MEMS) to microorganisms.

A compact and exhaustive treatment of friction
phenomena is clearly impossible. Rather than follow-
ing this approach, the chapter will thus focus on two
selected topics which, in the author’s opinion, have ex-
perienced significant progress in recent years. These
topics are (i) the contact mechanics of rough surfaces as
modeled in the continuum theory by B.N.J. Persson and
(ii) the stick–slip motion of an atomically sharp tip elas-
tically driven on a crystal surface. Both of these should
be relevant for anyone interested in modern tribology.
The corresponding two sections are joined by an inter-
lude introducing the multiscale concept of stick–slip.
Finally, nanotribology experiments under extreme load-
ing conditions are mentioned. Traditional lubrication
techniques and many other topics in classical tribology
are deliberately ignored.

© Springer Nature Switzerland AG 2020
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35.1 Contact Between Rough Surfaces

Any surface of practical use is ultimately rough. As-
suming that the surface height is described by a function
h.r/, where r� .x; y/ defines the position on a refer-
ence plane, as a fundamental quantity describing the
surface roughness we can introduce the standard devia-
tion hrms D h.h�h/2i1=2, where h: : :i denotes averaging
on the plane, and h is the mean height of the surface,
which in the following will be assumed equal to zero.
Nevertheless, two surfaces may be characterized by the
same value of hrms and appear very different. This is due
to the different degree of correlation between locations
at a given distance on the surface. This concept can
be made quantitative by introducing the self-correlation
function

C.�r/D h.rC�r/h.r/ :

Essentially, C.�r/ measures the memory that the sur-
face has of its own features over a distance �r. If the
surface is isotropic, the function C depends only on the
module of the vector�r. Without loss of generality, we
will simply refer to this module also as r. Alternatively,
a solid surface can be described by its power spectrum,
which can be defined as the Fourier transform of the
correlation function

S.k/D 1

.2 /2

Z
C.r/e�ikrd2r :

In the context of modern contact theories, the use of
S.k/ is often more practical than that of C.r/.

When two bodies are pressed against each other,
their surface profiles are unavoidably changed accord-
ing to the elastic and plastic properties of the contacting
materials. Additionally, the contact response will vary
with the rate by which stresses or strains are applied,
if viscoelastic or viscoplastic processes are effective.
We begin with the easiest case of pure elastic surfaces.
For two contacting spheres with radii R1 and R2, the
problem was brilliantly solved by Hertz in 1885 [35.1].
In this case, based on energy considerations, it can be
proven that the contact circle has a radius

a0 D
�
3FNR

4E�

�1=3

; (35.1)

where FN is the normal (loading) force, R�1 D R�11 C
R�12 , and the effective elastic modulus E� is defined by
the relation

1

E�
D 1� �21

E1
C 1� �22

E2
; (35.2)

with Ei and �i (iD 1; 2) the Young’s modulus and the
Poisson ratio of each material, respectively. Further-
more, the penetration depth ı D a2=R. Thus, the contact
area A is not proportional to FN, but it scales as F

2=3
N . If

the (kinetic or static) friction f is supposed to be propor-
tional to the contact area, we reach the conclusion that
f / F2=3

N . This is in contrast to most experimental obser-
vations on real surfaces, which show that friction is pro-
portional to the normal load (so-called Amontons’ law).

The paradox is only apparent, since real surfaces,
including spherical ones, are usually rough, but it was
a long time before a convincing explanation was pro-
posed. A key step was the model developed by Green-
wood and Williamson (GW) in the 1960s [35.2]. In this
model, the authors considered a distribution of inde-
pendent spherical asperities with the same radius R in
elastic contact with a rigid half-space. If the height dis-
tribution of the asperities decays exponentially as e��h,
it is easy to see that

A.FN/D
p
 R�

E�
FN ; (35.3)

consistently with the Amontons’ law. The same conclu-
sion approximately holds in the more realistic case of
a Gaussian height distribution. However, in spite of its
popularity, the GW model has severe limitations. First,
assuming that a surface can be approximated as an en-
semble of similar asperities is not realistic. Second, the
model does not consider the interaction between two as-
perities, which is unavoidable if the asperities are not far
from each other. It was Perssonwho proposed a solution
to this problem in the first years of the new millen-
nium [35.3]. Starting from the general description of the
surface roughness introduced in Sect. 35.1, he was in-
deed able to conclude that, if the contact is elastic and
the loading force is not too high, the Amontons’ law is
verified on almost any surface of practical interest.

The Persson theory is based on the concept of mag-
nification. Suppose that, from the power spectrum S.k/
of a given surface, all components above a certain
threshold value k are cut off. The surface correspond-
ing to the new spectrum so obtained has features down
to the wavelength �D 2 =k. If L is the linear size of
the original surface, the quantity � D L=�may be called
the magnification degree (Fig. 35.1). Without loss of
generality, it can be proven that when the surface is
pressed against a rigid half-space with a loading force
FN, the stress distribution P.�; �/ satisfies the diffusion-
like equation

@P

@�
D D.�/

@2P

@�2
; (35.4)
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a) b) c) d)

Fig. 35.1a–d Contact region between a rough rigid substrate and an elastic block at different magnifications (a) � D 3,
(b) � D 9, (c) � D 12 and (d) � D 648. When � � 12, the non-contact region percolates. (From [35.4] © IOP Publishing.
Reproduced with permission. All rights reserved)

where � and � take the roles of time and distance, re-
spectively. In contrast to the well-known Fick’s law, the
diffusion coefficient in (35.4) is not constant, but de-
pends on the magnification as D.�/D G0.�/, where the
quantity

G.�/D  

4
E�2

2 �=LZ

k0

k3S.k/dk (35.5)

is defined by the surface power spectrum. Thus, all
elastic and morphological properties of the undeformed
surface are contained in (35.5). The boundary condi-
tions of (35.4) are given by the simple fact that, in the
absence of adhesion, the surfaces detach when � D 0
and, on the other hand, that the stress cannot become
anywhere infinite in a finite contact area. In this way,
(35.4) can be solved. Since the contact area at the mag-
nification � is A.�/D A0P.�/, where A0 is the nominal
contact area, the load dependence of the friction force
(which is assumed to be proportional to A) can be es-
timated. The result is shown in Fig. 35.2a. If FN is
sufficiently low, the relation is a simple proportionality

A.FN/D FNp
 G1

; (35.6)

where G1 is the value of G.�/ corresponding to � D 1.
Equation (35.6) generalizes (35.3) including all possi-
ble length scales.

Note that the Persson theory can also be applied
to elastic-plastic and viscoelastic contacts. In the for-
mer case, the stress distribution P must be zero when
� equals the yield strength Y of the material. The lat-
ter case requires that the elastic constant is generalized
according to the correspondence principle [35.7]

E� !
Z

E�
�
t� t0� d

dt0
: : : dt0 I (35.7)

(note that this principle is only applicable if the contact
is growing with time). As a result, the area of contact
is found to increase with time, as seen in Fig. 35.2b.
Applications beyond contact mechanics are also pos-
sible, since the Persson theory can be used to study
heat transfer and electrical conductivity through a con-
tact formed by rough surfaces. Interestingly, it is found
that in general, friction has a negligible influence on the
thermal and electrical contact resistance. Very impor-
tant for practical applications is also the influence of
the contact structure on the flow of a liquid confined be-
tween two surfaces. The simple observation of Fig. 35.1
shows that a flow, let’s say from the bottom edge to the
top edge of the image, is only possible above a threshold
value �c, which can be numerically evaluated from the
relation A.�c/� 0:4A0 [35.4]. Depending on the load-
ing force, the threshold is changed.

Adhesive effects were introduced in the Hertz theory
by Johnson et al. [35.8]. In the JKR model so estab-
lished, the contact radius is expected to increase, for
a given normal load FN, as

a3 D a30

2

41C 3�� R

FN

C
s

6�� R

FN
C
�
3�� R

FN

�2
3

5 ; (35.8)

where �� is the local change in surface tension when
the contact is formed. The contact becomes unstable
when a reaches a critical value given by

ac D
�
9 ��R2

8E�

�
: (35.9)

This value corresponds to a critical force

Fc D�3 2 ��R; (35.10)
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Fig. 35.2a–c Applications of the Persson contact mechanics theory. (a) Apparent contact area between an elastic rough
surface and a rigid half-space as a function of the squeezing pressure. (Reprinted by permission from [35.3], © Elsevier
2006). (b) Relative contact area of two blocks of tread rubber (upper curve) and of rim rubber (lower curve) squeezed
against a steel surface by a pressure pD 0:1MPa. (Reprinted by permission from [35.5], © IOP Publishing 2005).
(c) Typical dependence of the projected area of contact on the magnification � with and without adhesion. (After [35.6])

the opposite of which can be considered as the adhe-
sion force Fadh of the contact. Note that the JKR model
is applicable only to large compliant contacts. In the op-
posite case

a3 D a30

�
1C 2 ��R

FN

�
(35.11)

is a more accurate approximation [35.9], whereas in-
termediate cases can be treated within the Maugis–
Dugdale model [35.10]. Also in this case, an extension
to rough contacts has been proposed by Persson [35.6].
The analysis occurs through a series of consecutive
steps. For a given surface with power spectrum S.k/,
an effective surface tension �eff is first defined. This
quantity is related to the adhesion force Fadh that is ex-

perienced by a rigid sphere of radius R pressed against
the surface (at the magnification �) as

�eff D 2Fadh

3 R
: (35.12)

The largest stress at the magnification � is then obtained
using the Griffith theory for crack propagation

�a.�/D
r

2�eff.�/E�k
 2

: (35.13)

Finally, (35.4) is solved with the boundary condi-
tion P.��a.�/; �/D 0. As expected, the adhesion in-
creases the contact area considerably, as shown in
Fig. 35.2c.

35.2 Macroscopic Sliding Friction

Having described how the problem of determining the
pressure distribution in the contact between two sur-
faces can be elegantly solved within the Persson theory,
it makes sense to ask how the previous relations change,
and the friction force evolves, when the surfaces start
sliding past each other. However, a general solution for
sliding friction based on the Persson theory does not
yet exist. A satisfying analytical treatment exists only
for simple geometries, with most results coming from
the past century [35.11]. Suppose that, besides the nor-
mal loading force FN, a tangential force Fx is applied
at the contact between two elastic spheres. In this case
the shear stress distribution in the contact circle is given
by

�.r/D �0p
a2 � r2 ; (35.14)

where �0 D Fx=2 a2. This stress becomes infinite, and
therefore not bearable, at the perimeter of the circle. As
a result, a ring-shaped part of the circle must be nec-
essarily detached. The radius c of the remaining part is
related to Fx by the formula

cD a

�
1� Fx

�FN

�1=3

; (35.15)

where � is the coefficient of static friction. When Fx

increases, c becomes progressively smaller, until the
sphere is fully detached when Fx D �FN. Similar re-
sults hold in the case of a cylindrical contact (with the
detachment occurring on the trailing edge). What hap-
pens after the detachment? If the lateral force is large
enough to overcome the kinetic friction, a shear stress
with the same distribution of the Hertzian pressure is
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Fig. 35.3 (a) A block of mass m sliding on a flat substrate;
(b) time dependence of the spring force in the quasi-
static limit v ! 0; (c) schematics of the Burridge–Knopoff
model

kept at the contact while sliding. Otherwise, the sur-
faces will stick again.

The Stick-slip process is a very general phe-
nomenon, and can be better understood in the simple
case of a block of mass M pulled by a spring (constant
k), the free end of which moves with constant velocity
v , as shown in Fig. 35.3a. If the static and kinetic fric-
tion have the constant values Fs and Fk, respectively,
with Fs > Fk, it is not difficult to prove that the block
will also move through alternate stick and slip phases,
in which the block remains in contact with the sur-
face or abruptly detaches and is quickly stopped again.
When the stick time

tstick D 2.Fs�Fk/

kv
; (35.16)

the slip time is given by

tslip D 2

!0
arctan

�
!.Fs �Fk/

kv

�
; (35.17)

where !0 D
p
k=m is the resonance frequency of the

linear oscillator. If v is very low and the oscilla-
tions immediately following the detachment are quickly
damped (so-called quasi-static case), then tstick�
tslip �  =!0, and the spring force F essentially varies
with time following the sawtooth profile in Fig. 35.3b.
It is also interesting to study the same problem under
the assumption that Fs increases with the time of con-
tact (so-called contact aging). In this case, stick–slip
can also be observed, but only if the initial rate of in-
crease of the static friction is low enough

dFs

dt

ˇ̌
ˇ̌
t!0

> k : (35.18)

If this is not the case, sliding occurs steadily.
The simple stick–slip model can be extended in sev-

eral ways. As an example, Fig. 35.3b shows several
similar blocks connected to one another by springs k.
The blocks are driven altogether by a series of springs
K that are connected to a much larger rigid block mov-
ing with a constant velocity v . The importance of the
Burridge–Knopoff (BK) model so defined [35.12] is
given by the fact that it can also be treated analyti-
cally, and its solution gives a good understanding of
thermally activated effects that are also expected in
real-life situations (e.g., in earthquakes). In the BK
model, it can indeed be proven that the motion of each
small block is prevented by an energy barrier �E /
.F2

s �F2/, where F is the force acting on the large
block, and the coefficient of proportionality is deter-
mined by the values of K and k. In the course of time,
the value of F increases and �E decreases. Neglect-
ing thermal fluctuation, a block detaches when�ED 0,
but at a finite temperature T , one can introduce the
probability p that the block remains stuck and observe
that, according to the Kramers rate theory, the time
variation of this quantity is given by the master equa-
tion

dp

dt
D�f0 exp

�
��E

kBT

�
p.t/ : (35.19)

In (35.19), f0 is a prefactor (depending on !0, the damp-
ing coefficient � and the average distance between two
consecutive blocks). As a result, the friction force is
found to increase with the logarithmic sliding velocity.
This is also the case if the contact area is as small as
the junction formed by an atomically sharp tip driven
on a crystal surface, which is discussed in the next sec-
tion.
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35.3 Sliding Friction on the Atomic Scale

The Prandtl–Tomlinson (PT) model [35.13] differs
from the model in Fig. 35.3a for the fact that (i) the
block is replaced by a point massm, and (ii) the mass is
driven on a periodic (crystal) surface. For sake of sim-
plicity, we limit the discussion to the one-dimensional
motion on a sinusoidal potential with period a and am-
plitude U0 and, again, consider the quasi-static limit
only. Introducing the parameter

�D 4 2U0

ka2
(35.20)

it is easy to see that, if � < 1, the mass m follows the
driving spring continuously in a steady sliding with
negligible friction [35.14]. If � > 1, the motion con-
sists in an alternation of long stick phases and rapid slip
events between consecutive minima of the potential. In
this case the static friction force is

Fs D ka

2 

p
�2 � 1 : (35.21)

The kinetic friction force Fk can be estimated as the ra-
tio between the potential drop �U observed in the slip
phase and a. A simple analytical expression for Fk is
not possible, but it is interesting to observe that in a first
approximation, Fk / .�� 1/ when �! 1, and Fk / �
when �� 1. These conclusions hold if the damping
coefficient � is so high that m is pinned in the first
minimum encountered after slip. If this is not the case,
long jumps (corresponding to integer multiples of a)
are possible, the occurrence of which can be related
numerically to the values of �, � and the tempera-

a) b) c)

Fig. 35.4a–c Lateral force maps of (a) a (2�1) reconstructed Ge(001) surface. (b) A KBr monolayer grown on
NaCl(001), (c) parallel stacks of perylene diimide derivative molecules on a dolomite cleavage surface. These results,
corresponding to scan areas of a few nm2, can be well reproduced with the PT model. ((a) Reprinted with permission
from [35.15]. Copyright (2011) by the American Physical Society. (b) Reprinted with permission from [35.16]. Copy-
right (2011) by the American Physical Society. (c) Reprinted with permission from [35.17]. Copyright (2018) American
Chemical Society)

ture T . Various extensions to two-dimensional energy
landscapes, with the symmetries of natural or artificial
crystal surfaces, are available in the literature. Their va-
lidity is confirmed from lattice-resolved lateral force
maps, which nowadays can be routinely acquired us-
ing atomic force microscopy (AFM). In this technique,
a sharp probing tip is scanned over a solid surface in
a sequence of parallel scan lines. The tip is located at
the end of a flexible microcantilever, the bending of
which is determined by the normal force FN on the
tip, whereas its torsion corresponds to the lateral force
FL. In this way, the friction force acting on the tip
can be recorded as a function of the normal loading
and the sliding velocity v , and mapped over an entire
selected scan area. Examples of molecular-scale resolu-
tion achieved across monatomic step edges [35.15], on
Moiré patterns [35.16, 18] and on molecular thin films
on mineral surfaces [35.17] are given in Fig. 35.4. Note
that this resolution is usually only possible in ultrahigh
vacuum (UHV) conditions or with the probing tip com-
pletely embedded in water (in ambient conditions high
resolution being prevented by the formation of a water
meniscus between tip and sample).

The PT model can also be used to estimate how
atomic-scale sliding friction varies with the velocity and
temperature. In order to do that, one has again to con-
sider the energy barrier �E preventing a slip event. On
a sinusoidal potential �E depends on the spring force
F as �E / .const�F/3=2. The higher the velocity, the
lower the number of attempts to overcome the barrier,
and, again using the Kramers rate theory, it is found
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that the friction should increase logarithmically with the
sliding velocity [35.19]. However, this is only true if
the contact area and the related contact stiffness do not
change in the stick phase. If this is not the case, an oppo-
site trend is expected, which has indeed been observed
on SiO2 and NaCl at cryogenic temperatures [35.20,
21]. The origin of the contact aging processes on the
basis of this trend can be traced back to the forma-
tion and rupture of chemical bonds, and it obviously
depends on the system. The rate theory combined with
the PT model can also be used to prove that the friction
force decreases if the temperature increases. This can
be understood by simply observing that, the higher the
temperature, the larger the number of attempts to over-
come the energy barrier. This prediction has also been
confirmed experimentally [35.22].

The motion of a point mass elastically driven on
a crystal surface is the starting point for more complex
friction models focusing on finite but still tiny contact
areas. In some analogy with the BK model (Sect. 35.2),
one can consider a chain of point masses connected by

springs k1 and driven by an external spring k on a pe-
riodic potential. Several combinations are possible. In
the simplest case, corresponding to the so-called edge-
driven Frenkel–Kontorova (FK) model, the external
spring is connected to the point mass at the leading edge
of the chain (a detailed review of the FK model is given
in [35.23]). Recent nanomanipulation experiments per-
formed by Kawai et al. on polyfluorene chains [35.24]
and graphene nanoribbons [35.25] on a gold surface
could indeed be reproduced using the edge-driven FK
model. These experiments were performed in the so-
called noncontact mode, with the probing tip oscillating
in close proximity to the substrate but without touch-
ing it. From the variation in the resonance frequency
of the cantilever, mechanical force gradients (in the
normal direction) can be estimated and related to the
friction forces through the potential energy landscape
determined by integration. Stick-slip motion of single-
stranded DNA chains on graphene [35.26] has also been
investigated numerically by molecular dynamics com-
bined with the FK model.

35.4 Ultimate Limits of Nanotribology: From Noncontact Friction
to Abrasive Nanowear

How to reduce friction? Here we will try to give partial
answers considering only physical methods applicable
on the nanoscale. We begin by noting that the loga-
rithmic velocity strengthening (without aging) does not
occur at very low velocities, where back-jumps become
efficient and cause that, in the limit v ! 0, the lateral
force tends to zero [35.27]. Nevertheless, due to the
very low velocity values where such effect (so-called
thermolubricity) is expected, this is not a practical
method for reducing friction. According to (35.21),
the friction is also negligible when the PT parameter
�! 1. In this case the transition from stick–slip to
steady sliding can be observed experimentally [35.28],
but only with very low normal force values FN in the
order of 1 nN. Nevertheless, the energy barrier �E pre-
venting slip can also be reduced (on average) if FN

oscillates. In this way, the transition to steady sliding
can be easily observed if the excitation frequency fexc
is close to the resonance frequency of the tip in con-
tact with the sample surface [35.29]. Note that in this
case the average value FN can be considerably higher
than the (steady) value of FN causing the transition
without oscillations. Similar results are obtained if the
tip oscillates parallel to the sample [35.30]. On finite
contact areas, friction is significantly reduced if the
two contacting surface lattices are unmatched, i.e., they
are incommensurate or, if they are commensurate, their

principal crystallographic directions are not parallel.
Depending on the reciprocal orientation and/or the ra-
tio between the lattice constants, stick–slip or structural
lubricity [35.31] can be observed. Note that the last
one is often called superlubricity, but this term is not
universally accepted. Experimental verification of this
effect also came from AFM measurements performed
with a dedicated setup [35.32] and, more recently, from
nanomanipulation experiments [35.33]. In this context,
it should be pointed out that exceptionally low dissipa-
tive forces (in the order of 10�100 aN) can be measured
when two surfaces move past each other in UHV
without forming a real (repulsive) contact. Among the
possible mechanisms leading to these effects, one has
to distinguish between van der Waals, electrostatic and
phononic friction. To detect noncontact friction, one of
the two surfaces is usually oscillated, then the excita-
tion is stopped and the time decay of the oscillations is
measured. The resulting damping coefficients can be as
small as 10�13 kg=s, although giant noncontact friction
of 10�5 kg=s has been reported on charge density wave
systems [35.34].

Last but not least, it is also worth mentioning what
happens in the opposite limit of high loading forces
(usually of a few tens of nN), where abrasive wear
occurs. In contrast to friction, abrasive wear is still
poorly explained in a satisfactory analytical way, but,
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a) b)

T > TgT > Tg

Fig. 35.5 (a) Abrasive wear patterns on polysulfone above Tg (� 220 ıC). AFM scan size: 1�m. (Reprinted by per-
mission from [35.35]. Copyright 2009 by the American Physical Society). (b) Ripple patterns on solvent-enriched
polystyrene at room T . The loading force was deliberately increased in two areas corresponding to the letters U and
Z. (Reprinted by permission from [35.36]. Copyright (2019) by the American Physical Society)

similar to friction, AFM in UHV offers the possibil-
ity to investigate its time evolution in the cleanest
possible conditions. As an example, in an early exper-
iment of this kind it was found that when a groove is
scraped by an AFM tip on a brittle KBr surface, the
removed material recrystallizes in a periodic hilly pat-
tern surrounding the groove [35.37, 38]. Interestingly,
this result is not unique to alkali halides, but was also
reported on semiconductors [35.39] and especially on
polymer surfaces [35.40]. The regular ripple features
formed in the abrasive process can also be modeled
invoking the PT mechanism [35.41]. In this case, the
surface profile plays the role of variable surface poten-
tial. The longer the tip sticks at a given place on the
surface, the deeper is the potential well formed there.
Assuming that at time tD 0 the surface is perfectly flat,

a ripple pattern may develop or not depending on the
values of the lateral stiffness k, indentation rate N, slid-
ing velocity v and linear size of the tip a. The condition
for ripple formation is

v < C
N

ak
; (35.22)

where the parameter C is of the order of unity. Also, in
this case, abrasive wear can be suppressed by mechan-
ical oscillations applied during sliding, and the effect
is more pronounced in the proximity of the contact
resonance frequency [35.42]. In spite of its simplicity,
surface rippling can develop in more complex mogul
patterns (in polymers above the glass transition tem-
perature Tg) or can be tuned by changing the scan
conditions with dedicated scripts (Fig. 35.5).

35.5 Conclusions

To summarize, this short review has attempted to give
a flavor on two topics of current research in macro- and
nanotribology. Many questions are still open. What are
the lower limits of continuum mechanics? How does
the value of the friction coefficient depend on quantum
effects involving the electron clouds of the contacting
atoms? How reliable is molecular dynamics when used
to understand phenomena extended over several length

and time scales? The answers that the reader can find
in the specialized literature are only partial, and they
are often based on guessing rather than on rigorous
mathematical proofs. This is not necessarily a negative
conclusion, but should rather help to stimulate further
experimental and theoretical research on this fascinat-
ing multidisciplinary subject.
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36. Graphene

Ado Jorio , Edmar Avellar Soares, Roberto Paniago, Mario Rocca , Luca Vattuone

This chapter presents a review on different aspects
of graphene (Gr), the one-atom-thick two-
dimensional sp2 bonded carbon system. It starts by
describing the pristine structure of graphene, in-
cluding strain, layer stacking, and defects. Atomic
and interlayer vibrations are also discussed. Next,
the synthesis of graphene is addressed, includ-
ing growth by segregation, using silicon carbide,
molecular-beam epitaxy, and chemical vapor de-
position, the latter depending on the substrate,
including Ni(111), Ir(111), Rh(111), and Ru(0001).
The substrate effects are considered, address-
ing graphene on metals, on Gr=Ni.111/ (strongly
n-doped), and on Gr=Rh.111/ and Gr=Ru.0001/
(strongly corrugated Moiré patterns). Finally, the
chapter addresses metal intercalation and reac-
tivity in graphene, ending with a summary and
perspectives.

36.1 Structure .......................................... 1172
36.1.1 Pristine Graphene. ............................. 1172
36.1.2 Defective Graphene ........................... 1173
36.1.3 Lattice Vibrations ............................... 1173

36.2 Growth............................................. 1176
36.2.1 Graphene Growth by Segregation ........ 1176
36.2.2 Silicon Carbide .................................. 1176
36.2.3 Growth by MBE .................................. 1177
36.2.4 Growth by CVD................................... 1177

36.3 Graphene on Metal Surfaces .............. 1178
36.3.1 Graphene on Ni(111)—Strongly

n-doped .......................................... 1179
36.3.2 Graphene on Rh(111) and Ru(0001) ....... 1180
36.3.3 Graphene on Ir(111) ............................ 1182

36.4 Metal Intercalation ........................... 1182

36.5 Chemical Reactivity of Graphene........ 1183
36.5.1 Adsorption of Gases

at Freestanding Graphene . ................. 1183
36.5.2 Reactivity of Supported

Graphene Layers ................................ 1184
36.5.3 Chemical Reactivity

of Doped Graphene ........................... 1190
36.5.4 Reactions Under a Graphene Cover ...... 1191

36.6 Summary and Perspectives ................ 1192

References ................................................... 1192

This chapter addresses the basic aspects of graphene.
It is organized as follows: Section 36.1 describes
the structure of graphene, considering the pristine
lattice and the effect of strain (Sect. 36.1.1). Then
defects are considered (Sect. 36.1.2), as well as vi-
brations (Sect. 36.1.3), both intra- and interlayer.
Section 36.2 addresses graphene synthesis, consider-
ing growth by segregation (Sect. 36.2.1), from sil-
icon carbide (Sect. 36.2.2), molecular-beam epitaxy
(MBE) (Sect. 36.2.3), and chemical vapor deposition
(CVD) (Sect. 36.2.4). Section 36.3 discusses the de-
pendence of the CVD-grown structure on different
substrates, namely Ni(111)—Sect. 36.3.1, Rh(111), and
Ru(0001)—Sect. 36.3.2, Ir(111)—Sect. 36.3.3. Sec-
tion 36.4 addresses metal atom intercalation under
graphene. Section 36.5 deals with the reactive proper-
ties of graphene, and Sect. 36.6 provides a summary
and perspectives.

The term graphene was coined in 1962 by Boehm
et al. [36.2] to describe a one-atom-thick planar sheet
of sp2-bonded carbon atoms, densely packed in a two-
dimensional (2-D) honeycomb crystal lattice, basi-
cally a single atomic layer of graphite. Graphene has
been recognized as one of the most important materi-
als for next-generation technology applications [36.3]
due to its unique electronic (carrier mobility up to
200 000 cm2 V�1 s�1, at electron densities of � 2�
1011 cm�2 [36.4] 100 times better than silicon), me-
chanical (Young’s modulus 1 TPa, i.e., 5� larger than
stainless steel [36.5]), and optical (already some per-
centage absorption in the optical range for the mono-
layer) [36.6] properties. An isolated (single-layer)
graphene, as first demonstrated in 2004 by Noselov
et al. [36.7], can be obtained by peeling an already
existing bulk graphite crystal. The fact that it could
be produced by that surprisingly simple exfoliation
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Fig. 36.1 (a) Calculated band structure of graphene showing the occupied (yellow–green) and unoccupied (blue–red)
states, which touch each other without an energy gap at six K points in the first Brillouin zone; (b) simplified band struc-
ture near the K points and Fermi level-dependent charge carrier concentration. n- or p-type doping can create electron-like
or hole-like charge carriers. (From [36.1] © IOP Publishing. Reproduced with permission. All rights reserved)

method has stimulated much research on this material,
both fundamental and device-related.

One aspect that makes graphene so unique is that the
out-of-plane p orbitals hybridize touching only at the
Dirac points (K and K0 points of the two-dimensional
Brillouin zone) and have a linear dispersion (Fig. 36.1).

Thus the Fermi level falls at the Dirac point for
freestanding pristine graphene, making it a gapless
semiconductor. The carrier concentration may be eas-
ily modified, either by doping the layer with electron
donors or acceptors, or applying electric fields or ad-
sorbing gases.

36.1 Structure

Graphene is a one-atom-thick, perfectly two-dimen-
sional system made of carbon atoms arranged in a hon-
eycomb structure, where the atoms are bound to each
other by sp2 bonds. The strong sp2� bonds allow
unprecedented manipulation of this purely surface ma-
terial [36.8]. This section describes the structure of the
pure freestanding material, followed in the next sections
by the study of its interactions with the surface of sup-
ports.

36.1.1 Pristine Graphene

In an isotropic environment, monolayer graphene ex-
hibits a hexagonal symmetry belonging to the space
group P6=mmm (D1

6h), with two inequivalent C atoms
in the unit cell, sitting at sites usually named A and
B [36.9]. The graphene unit cell, defined by the vec-
tors a1 and a2, is illustrated in the left sketches of
Fig. 36.2a,b. Small modifications in the graphene struc-
ture may lead to different symmetry groups, as indi-
cated by the other schematics in Fig. 36.2a,b, some-
times related to other 2-D materials [36.10]. For ex-
ample, starting from hexagonal graphene (left panel in

Fig. 36.2a) and inducing a compressive strain along
the Ox-direction leads to a symmetry change to the
space group D19

2h (middle panel in Fig. 36.2a), which
is commonly observed for graphene under strain. Sub-
sequently, stronger uniaxial compression may drive
graphene into the space group D7

2h (right panel in
Fig. 36.2a), where the light and dark gray atoms are
in different levels along the Oz-direction, a structure
naturally observed in phosphorene (black P). A bi-
axial compressive homogeneous strain on hexagonal
graphene (Fig. 36.2b) may lead to a phase transition to
the D3

3d space group (right panel in Fig. 36.2b). Again,
light and dark gray atoms correspond to different levels
along the Oz-direction. Such structure is also observed in
phosphorene (blue P).

When stacking graphene to form many-layer sys-
tems, the most common is the so-called AB (Bernal)
stacking, where one sheet is displaced with respect
to the other, with corresponding carbon atoms mov-
ing from sites A and B when moving from one layer
to the next. N-layer graphene (N D number of layers)
has 2N atoms in the unit cell. Graphite (N!1) has
four atoms in the unit cell, usually in the AB stacking
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Fig. 36.2a–c Atomic structure of graphene and the effect of lattice distortions, uniaxial in (a) and hydrostatic
in (b) [36.10]. Vectors a1 and a2 indicate the unit cell, where the two atoms are located on sites A (left) and B (right). The
space group symmetries are given below the respective structures. When light and dark gray atoms are used, they indicate
C atoms at different levels along the Oz-direction. (c) Twisted bilayer graphene formed by two graphene sheets stacked
with a mismatch angle 	 between their crystallographic sheets. (Reprinted with permission from [36.11]. Copyright
(2011) by the American Physical Society)

arrangement. The point group symmetries for N-layer
graphene, with N even or odd, are the same as for bi-
layer and trilayer graphene, respectively, which are D3d

for N even and D3h for N odd [36.9]. The main symme-
try operations distinguishing these structures are (i) the
horizontal mirror plane, absent for N even, and (ii) the
inversion, absent for N odd.

Another interesting structure is generated by stack-
ing two graphene layers with a mismatch rotation angle
	 between the lattice structures in each layer, building
the so-called twisted bilayer graphene (tBLG) [36.11–
16]. The mismatch angle 	 produces a superstructure
that creates a Moiré pattern, which generates many
other interesting phenomena. The superstructure ex-
hibits a 	 -dependent periodicity described by the two
vectors
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36.1.2 Defective Graphene

From a topology standpoint, defects in two-dimensional
(2-D) systems can be either one-dimensional (1-D,
Fig. 36.3a–c; [36.17, 18]) or zero-dimensional (0-D,
Fig. 36.3d; [36.19]). 0-D defects in the 2-D graphene
lattice are vacancies, dopants, functional chemical
groups, crystallographic variations, such as 7-5-7
Stone–Wales defects; 1-D defects in 2-D graphene are
dislocations, sequence of 7-5-7-structures, and crystal-
lite borders which appear during growth, thus enclosing
a crystallite area, or simply the edge of a graphene
flake [36.20–22]. This simple geometrical distinction
changes defect functionality and their influence on
graphene properties. Moreover, defects in the sp2 hon-
eycomb carbon lattice dictate structural amorphiza-
tion from pristine graphene or three-dimensional (3-D)
graphite down to more complex structures, such as
amorphous carbon, carbon black, charcoal, biochar or,
to a greater extent, organic molecules [36.23–25]. The
example of sp3 formation induced by strain in graphene
will be discussed later.

36.1.3 Lattice Vibrations

The two unit-cell atoms in pristine monolayer graphene
moving in three-dimensional space generate six phonon
branches—three acoustic (A), with in-phase displace-
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Fig. 36.3a–d Transmission electron
microscopy (TEM (a) and (b)) and
scanning tunneling microscopy (STM
(c) and (d)) images of defects in
graphene [36.17–19]. (a–c) are line
defects [36.17]. The schematic in (c)
shows the atomic structure respon-
sible for the measured electronic
disturbance [36.18]. (d) Point defects
produced by ArC ion bombard-
ment on the top graphene layer in
a highly oriented pyrolytic graphite
(HOPG) [36.19]. The inset of (d) is
a zoom of the electronic disturbance
caused by a single ion impact. ((a,b)
From [36.17]. (c) Reprinted with
permission from [36.18]. Copyright
(2009) by the American Physical
Society. (d) Reprinted from [36.19],
with permission from Elsevier)

ments of the two unit-cell atoms, and three optical (O),
with out-of-phase displacements of the two unit-cell
atoms. The atomic displacements in the graphene plane
(i for in-plane) can be longitudinal (L) or transverse (T)
with respect to the phonon wavevector direction. The
atomic displacements perpendicular to the graphene
plane (o for out-of-plane) are transverse (T) phonons,
and they generally exhibit lower frequencies because
the out-of-plane restoring forces are much weaker than
the in-plane ones [36.26, 27].

Vibrations within the two-dimensional graphene
plane are usually characterized by relatively large fre-
quencies, and the stacking of multiple layers has minor
importance. The in-plane longitudinal optical (iLO) and
the in-plane transverse optical (iTO) phonons are de-
generate, representing the only first-order Raman-active
mode of graphene, called G band, belonging to the
double-degenerate irreducible representation E2g, ap-
pearing at 1584 cm�1 [36.26–29]. The relatively high
frequency of this optical phonon (� 0:2 eV) allows the
use of Raman spectroscopy to probe small environmen-
tal perturbations, including variations in strain [36.30],
doping [36.31], and temperature [36.32]. The out-of-
plane transverse optical (oTO) mode at the � point
is active in infrared absorption spectroscopy [36.9].

However, the polar character of this vibration is very
weak because graphene is monatomic, and infrared
spectroscopy is mostly used to measure the vibrations
from functionalization agents and other contaminants
in graphene [36.33, 34], in addition to direct electronic
effects near the K point [36.35, 36].

Interlayer vibrations exhibit much lower fre-
quencies, because the interlayer coupling in two-
dimensional materials is governed by van der Waals
bonds, which are much weaker than the in-plane
bonds [36.37, 38]. The physics of interlayer vibrations
is independent of the specific in-plane symmetry, being
general for two-dimensional materials with two layers
or more, and can be used to monitor the number of lay-
ers and to study the evolution from the two-dimensional
system to the bulk form [36.9]. There are two main
types of interlayer vibrations, corresponding to shear
(in-plane) and breathing (out-of-plane) motion of ad-
jacent layers [36.39–45].

Experimentally, due to momentum conservation
requirements necessary for achieving scattering by
phonons in the interior of the Brillouin zone, most
measurements rely on either neutron or x-ray inelastic
scattering to probe phonon dispersion [36.37, 38, 46].
The so-obtained dispersion is shown in Fig. 36.4.
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Fig. 36.4 Phonon dispersion for graphite as obtained from
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to two different sets of data, while the continuous line indi-
cates density functional theory (DFT) calculations ([36.38]
for details). (Reprinted with permission from [36.38].
Copyright (2007) by the American Physical Society)

Graphene, however, has a combination of factors
that give rise to unique effects, making it possible to
probe the phonon dispersion with inelastic light scatter-
ing in the visible range [36.11, 15, 16, 48–50].

Figure 36.5a shows a Raman spectrum obtained
from an ion-bombarded graphene sample [36.19, 47].
This spectrum shows the first-order allowed G band
(� 1584 cm�1) and the second-order (or two-phonon)
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Fig. 36.5 (a) Raman spectrum obtained from an ion-bombarded graphene sample with average distance between point
defects LD � 5 nm [36.47]. (b) Raman phase diagram for graphene amorphization. The left-hand side of the plot at
(AD=AG/D 0, with AD and AG the areas of D and G peaks, respectively, corresponds to the pristine structure. Fully amor-
phous material appears on the right-hand side of the plot. The solid/dashed lines provide the amorphization trajectories
for 1-D/0-D defects. ((a) Reprinted with permission from [36.47]. Copyright (2011) American Chemical Society)

G0 (� 2700 cm�1, also called 2-D band in the litera-
ture) and 2-D0 (� 3120 cm�1) bands. The spectrum also
shows three additional disorder-induced bands, namely
the D band (� 1350 cm�1), the D0 band (� 1620 cm�1),
and the combination DCD0 (� 2970 cm�1) [36.19,
26–28, 47]. The origin of the unlabeled feature near
2450 cm�1 has been a matter of debate in the litera-
ture [36.51–53].

It has been shown [36.19] that the D to G peak
area ratio (AD=AG) increases when increasing the num-
ber of defects, reaching a maximum value when there
is defect coalescence. After this point, the AD=AG ra-
tio decreases with the increasing number of defects,
and the line widths increase even more significantly.
The right panel of Fig. 36.5 shows a Raman-based di-
agram where the AD=AG ratio is plotted as a function of
the G-band line width (�G) [36.54]. Actually, AD=AG is
normalized by multiplying the measured values by the
fourth power of the excitation laser energy (E4

L), which
is known to turn the D to G area ratio independently of
the excitation energy (EL) utilized to generate the Ra-
man scattering [36.55]. Since both AD=AG and �G are
known to depend differently on the amount of point ver-
sus line defects [36.19, 47, 56], the phase diagram was
shown to span the possible amorphization trajectories
for graphene, from pristine (left-hand side of the plot
and (AD=AG/D 0) to highly amorphous (right-hand side
of the plot). The solid line is the trajectory for purely
one-dimensional defects, while the dashed line is the tra-
jectory for purely zero-dimensional defects [36.54].
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36.2 Growth

Since mechanical exfoliation of graphite only pro-
duces micrometer-sized graphene flakes, great effort
has been dedicated to producing graphene through
different methods. Epitaxial growth is an attractive al-
ternative, but achieving large graphene domains is still
a challenge. One of the first observations of the epi-
taxial growth of graphene dates back to 1975 [36.57].
Heating silicon carbide in ultrahigh vacuum (UHV)
causes silicon sublimation, and the nucleation of car-
bon atoms forming a graphene layer occurs. More
recently, chemical vapor deposition (CVD), molecular-
beam epitaxy (MBE), and surface segregation methods
have been developed to synthesize graphene mostly on
top of transition-metal surfaces. Optimization of those
methods seeks high-quality graphene which should
generally present large area and high crystallinity (few
defects), and in most cases should also be transferable
onto any substrate.

Here we focus on methods in which graphene is pre-
pared (grown) directly on surfaces. That implies that
either carbon already exists inside the substrate (diluted
or a substrate constituent, as in SiC) or is added by de-
position (CVD or MBE). Such methods have several
advantages: they are reproducible, they do not depend
on a pre-existing graphite crystal and, most importantly,
they permit the production of large areas, not to mention
the possibility of graphene functionalization, oxidation,
doping, and intercalation, which can be done during or
after the growth process. In the following section, we
discuss the main methods for graphene growth on poly-
crystalline and on single-crystalline substrates, and also
give some examples of metal–graphene intercalation to
form interfaces.

36.2.1 Graphene Growth by Segregation

Traces of carbon are inevitably present in most bulk
metals, and thermal annealing can drive carbon impuri-
ties to the surface, a phenomenon known as segregation.
This carbon can be used to grow graphene without the
need for any external carbon source, as demonstrated
for Ni, Co, Fe, and Cu-Ni polycrystalline films [36.58].
The mechanism of graphene formation has been de-
scribed as occurring in three steps: thermally induced
diffusion of dissolved carbon to the surface; creation
of growth nuclei by trapping of carbon atoms at grain
boundaries (2-D-defects) and at step edges; and finally,
graphene growth around those centers by lowering the
temperature. The carbon segregation method also has
the ability to produce multilayered graphene, in con-
trast to the single-layer limitation of the CVD method.
Ni, Co, and Fe show very efficient growth by this

method due to their high carbon solubility, while Cu,
with very low maximum carbon solubility (0:04%),
does not. In some experiments using single crystals,
interstitial carbon enrichment is accomplished by hy-
drocarbon (mostly ethylene) exposure at very high tem-
peratures. Eventually, the hydrocarbon source is closed,
and the substrate is slowly cooled in order to promote
graphene nucleation. Growth by carbon segregation has
been obtained on single-crystalline Ru(0001) [36.59–
61] (Fig. 36.6a,b) and Pt(111) [36.62], among oth-
ers. For Ru(0001), it has been shown that at 850 ıC,
a graphene island starts its growth and, in a time scale
of 90 s, achieves a length of ca. 30�m. Two-layer-
thick graphene has also been observed on ruthenium,
the second layer showing weak electronic coupling to
the metal.

36.2.2 Silicon Carbide

When a silicon carbide substrate is annealed at high
temperature, Si atoms (or species) selectively des-
orb from the surface, causing its carbon enrichment,
and under appropriate conditions, graphene is formed
(Fig. 36.7a). Because SiC is a wide-bandgap semicon-
ductor, graphene on commercial SiC substrates could
in principle be used for electronics applications. Films
grown in this way can be patterned using standard nano-
lithography, making them very promising for large-
scale applications. This technique has been developed
to grow epitaxial graphene monolayers on SiC(0001),
the Si-face of silicon carbide, typically at 1200 ıC and
in a UHV environment [36.64, 65]. Mono-, bi-, tri-, etc.,
layers are formed, depending on growth parameters like
temperature, heating rate, and pressure. Nevertheless,

a) b)

Fig. 36.6 (a) STM image of graphene=Ru.0001/ (50Å�
40Å, It D 1 nA, Vsample D � 0:05V) showing different
levels of apparent height, as well as atomic resolu-
tion. (b) Zoom-out showing the surface fully covered
by graphene (500Å� 400Å). (Reprinted with permission
from [36.59]. Copyright (2007) by the American Physical
Society)
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Graphene

SiC

Fig. 36.7 (a) Growth of epitaxial
graphene on SiC, via selective
sublimation of Si species (Si atoms
marked blue, C atoms marked black).
Atomic force microscopy image of
graphene grown on SiC(0001) by
annealing (b) in UHV at 1280 ıC and
(c) in Ar environment at 1650 ıC.
(From [36.63])

as compared with exfoliated graphene, SiC graphene
usually presents large numbers of defects, and con-
sequently a much lower electron mobility. It is also
possible to grow graphene at the Si(000N1) face (so-
called C-face), although in the literature, authors claim
it is more difficult to control the number of layers.
This aspect has to be further investigated. Even though
the thermal decomposition of SiC in UHV appears
promising for large-scale production, this method usu-
ally produces small grains (30�200 nm) with variable
thickness. The high annealing temperature needed to
provoke sublimation moreover causes drastic morpho-
logical changes at the surface. Some attempts have been
made to obtain morphologically superior graphene lay-
ers, for example by using high-pressure argon (1 bar)
and annealing SiC at 1650 ıC [36.63]. Despite the
higher temperature, this reduces the Si evaporation rate,
because part of the silicon atoms are reflected back
to the surface, delaying graphene formation, and al-
lowing surface reconstruction by the enhanced surface
diffusion. This method has enabled substantial surface
quality improvement to be achieved (Fig. 36.7b,c).

36.2.3 Growth by MBE

Graphene formation has also been obtained on sili-
con carbide substrates by molecular-beam epitaxy us-
ing a solid carbon source on both SiC basal-plane
surfaces [36.66, 67]. Because of the lower substrate
temperatures used, this method has the advantage of
not altering the SiC crystals, in contrast to the con-
ventional graphitization method in UHV. Carbon can
be generated by sublimation from a heated graphite
filament [36.66] or from an effusion cell containing

Hydrocarbons
decomposition

Nucleation Expansion

Fig. 36.8 CVD growth mechanics on
transition-metal surfaces

C60 [36.68], with the substrate held in the 850�1100 ıC
temperature range. It has been shown that by using vic-
inal SiC surfaces, well-ordered graphene nanoribbons
(10 nm wide) are grown [36.69], in that case with car-
bon atoms supplied by heating resistive carbon plates at
2200 ıC. Graphene growth was also successfully real-
ized by MBE on h-BN [36.70], Al2O3.0001/ [36.71],
Pt(111), and Au(111) [36.72]. The growth of graphene
from different solid carbon sources, such as polymeric
films, has been demonstrated as well. By spin-coating
poly(methyl methacrylate) (PMMA) thin films and
heating the substrate (800�1000 ıC) with a reductive
gas flow (H2=Ar), both pristine and N-doped graphene
were grown [36.73].

36.2.4 Growth by CVD

A very promising way to produce large areas of high-
quality graphene is the chemical vapor deposition
(CVD) method, which relies on the catalytic decom-
position of hydrocarbons on hot metal surfaces. The
mechanism of graphene growth by CVD (Fig. 36.8) in-
volves:

(i) Decomposition at the substrate surface
(ii) Graphene nucleation
(iii) Expansion.

However, the first step can be different for metals hav-
ing high carbon solubility (such as Ni and Fe), since
in that case it will diffuse into the hot substrate. As
the substrate cools, the dissolved carbon will segregate
to the surface, and grow graphene. Several transition-
metal substrates catalyze the formation of graphene.
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Successful CVD growth has been reported, e.g., for
Ni, Co, Ru, Ir, Pt, and Cu. The catalytic potential of
transition metals is considered to be related to their par-
tially filled d-orbitals and the formation of intermediate
carbon compounds. Furthermore, growth mechanisms
should be substrate-specific, and also dependent on sev-
eral substrate characteristics, such as carbon solubility,
tendency for carbide formation, grain boundaries, sur-
face crystallography, and surface cleanliness. In fact,
very little is established about the influence of all
these factors, such as the role of transition-metal car-
bides in graphene formation. Nickel-carbide, which is
metastable in bulk, can form an ordered surface car-
bide phase. It has been observed that on Ni(111), an
atomic-layer-thick Ni2C phase competes with graphene
growth [36.74]. On the other hand, it has been ar-
gued that graphene growth by CVD on group IVB–VIB
metals is facilitated by carbide formation [36.75]. Op-
timization of graphene growth is achieved by tuning
several variables, including the flow of hydrocarbon
gases, use of additional flow gases (e.g., Ar, H2), sub-
strate temperature, and cooling rate. Efforts have been
made to obtain highly crystalline graphene on polycrys-

talline Ni and Cu. Because of the wide availability and
low cost, the use of copper foils has been a standout
in graphene synthesis by CVD, producing large-area
and one-layer-thick graphene with excellent quality.
Temperatures ranging from 800 to 1050 ıC and hydro-
carbons ethylene and methane are usually employed.
Despite exhibiting very low reactivity with carbon, the
copper surface can bind weakly to carbon atoms. Be-
cause of the low carbon solubility and because the
graphene film acts as a diffusion barrier for other carbon
atoms, graphene formation on Cu is regarded as pre-
dominantly a surface process. Not only is the thickness
restricted to a single monolayer on polycrystalline cop-
per, but annealing promotes larger grains. It has been
observed that the highest-quality monolayer graphene
is grown on the (111)-facets, with higher area cov-
erage and short growth time in comparison with the
(100)-facet or higher-index facets [36.76]. This has
been attributed to the higher diffusion and improved ad-
sorption of carbon-containing species on Cu(111). The
state-of-the-art single-crystalline graphene obtained by
CVD are grains with lateral size of about 1mm and just
1 h of synthesis [36.77].

36.3 Graphene on Metal Surfaces

The epitaxial growth of large-area graphene sheets on
metal surfaces is one of the most promising methods
for technology applications. A thorough understanding
of the atomic and electronic properties of the graphene–
metal interface is therefore essential. The main driving
forces of these properties are the strength of the carbon–
metal interaction at the interface and the mismatch
between the graphene and the metal surface lattice con-
stants [36.78–80].

Several metal surfaces have been used as support for
graphene growth, most of them having hexagonal sym-
metry. The local high-symmetry adsorption sites for an
fcc(111) surface are presented in Fig. 36.9. In the atop

Ni 1st layer Ni 2nd layer Ni 3rd layer

hcpAtop Bridge fcc

Bridge fcc
hcpAtop

Side
view

(1 × 1)
structures

Graphene
Metal (S)
Metal (S-1)
Metal (S-2)

Fig. 36.9 Local adsorption sites of
graphene on fcc(111) and hcp(0001)
metallic surfaces

geometry, the center of the graphene hexagon lies on
top of the surface metal atoms, and the carbon atoms
sit on the substrate fcc- and hcp-hollow sites. In the
hcp configuration, the hexagon’s center is on top of the
second-layer metal atoms (hcp-hollow), and the carbon
atoms are on atop and fcc-hollow sites, respectively.
The center of the carbon–carbon bond lies on top of
the topmost surface metal atom in the bridge geome-
try. Finally, the carbon atoms are respectively on atop
and hcp-hollow sites in the fcc geometry. If there is
no mismatch between the graphene and the underlying
substrate, these sites define the (1�1) structures; other-
wise they appear locally in the Moiré structure.
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36.3.1 Graphene on
Ni(111)—Strongly n-doped

Among the most commonly used single-crystalline sub-
strates for graphene synthesis is Ni(111), with a surface
lattice constant of 2:49Å. Nickel therefore has the
smallest lattice mismatch with graphene (2:46Å). This
enables a commensurate epitaxial relationship between
graphene and the underlining substrate. Graphene
growth by CVD on metallic single crystals usually re-
quires previous in situ UHV surface preparation by
cycles of ion sputtering (most commonly ArC) and an-
nealing at high temperature. After an atomically clean
and well-ordered Ni(111) is obtained, graphene can be
prepared via thermal hydrocarbon decomposition at the
surface. This is typically done by establishing a partial
pressure (10�7�10�6 mbar range) of propene (C3H6)
in a UHV chamber for ca. 10min with the crystal
kept at 550 ıC, resulting in a complete graphene mono-
layer [36.81]. It has been observed that epitaxial growth
can be achieved up to 650 ıC, with higher temperatures
usually leading to the highest-quality graphene epitaxy,
while at temperatures below 500 ıC, undesired nickel
carbide is formed. Growth at still higher temperatures
(between 650�800 ıC) is achieved only if the carbon
content in the substrate is first enhanced. At these tem-
peratures there is a significant increase in the number
of rotated domains, as observed by low-energy electron
diffraction (LEED) [36.82].

In the case where propene is deposited at room tem-
perature and Ni(111) is post-annealed at temperatures
between 350 and 550 ıC, graphene islands are grown

a) b) c)

d) e) f )
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Fig. 36.10a–f Possible structural models for graphene on Ni(111): (a) top-fcc (hcp), (b) bridge-top (bridge), (c) top-hcp
(fcc), (d) bridge-hcp (bridge-hcp), (e) hcp-fcc (atop), and (f) bridge-fcc (bridge-fcc). The models are obtained by shifting
the graphene layer with respect to the Ni(111) surface in a direction along a C–C bond

instead of complete coverage of that substrate [36.83].
Such graphene islands are observed to be commen-
surate (1�1) with Ni(111) and show either triangular
or hexagonal shapes, depending on the reaction tem-
perature. Some edges appear as zigzags, while others
exhibit reconstructions, as demonstrated by atomically
resolved STM images [36.84]. Evidence of a one-to-
one relationship between edge type, graphene stack-
ing, and orientation of the graphene islands has been
noted.

As already pointed out, due to the small mismatch
between the graphene and the Ni(111) lattice constants
(about 1:3%), graphene grows assuming the substrate
periodicity resulting in a (1�1) structure. Most exper-
imental and theoretical investigations on the structure
of Gr=Ni.111/ have considered six possible structural
models, which are presented in Fig. 36.10.

The first structural determination of the
Gr.1�1/=Ni.111/.1�1/ interface was performed
by Gamo et al. [36.86] using LEED. In this work, the
hcp model was the one that best fit the experimental
LEED-IV curves. However, first-principles calculations
based on the DFT approximation, including the van
der Waals interactions, predicted that hcp and bridge
models were energetically degenerate and that both
structures could coexist on the surface [36.87]. The first
experimental evidence of this coexistence came from
a high-resolution x-ray photoemission spectroscopy
(HR-XPS) study [36.88]. The graphene domains in
the fcc structure were also observed on the surface
in STM experiments [36.89] and in a subsequent
XPS study [36.90], where the relative coverage of
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Fig. 36.11 Pendry
R-factor RP as
a function of
the hcp domain
concentration for
the 12 different
LEED experi-
ments. (Reprinted
with permission
from [36.85].
Copyright (2014)
by the American
Physical Society)

the different structures was shown to depend strongly
on the details of the graphene preparation procedure.
In a more recent structural determination combining
LEED, photoelectron diffraction (PED), and DFT
calculations, the hcp and bridge domains were found
to coexist, and the structures of both were successfully
determined [36.85]. The RP-factor (a quantity defined to
quantify the agreement between the experimental and
theoretical LEED-IV curves) [36.91] as a function of
the hcp domain concentration is presented in Fig. 36.11
for the 12 different LEED experiments. The best-fit
models range from pure hcp domains (black lines)
to pure bridge domains (blue lines). The experiments
where a coexistence of both domains better reproduces
the experimental LEED-IV curves are plotted in red. No
evidence of the fcc structure was observed in this study.

A summary of the Gr.1�1/=Ni.111/.1�1/ struc-
tural parameters is presented in Table 36.1 and
Fig. 36.12. The main structural features are the inter-
layer distance between graphene and the topmost Ni
layer of 2:11Å, and the very small height difference
(0:05Å) between the two carbon atoms of the graphene
sublattices. This small interlayer distance, compared

Table 36.1 The most relevant structural parameters for the Gr.1�1/=Ni.111/.1�1/ interface (given in Å)

Distance Old LEED
(hcp)
[36.84]

LEED
(hcp)
[36.89]

LEED
(bridge)
[36.89]

PED
(hcp)
[36.89]

DFTCvdW
(hcp)
[36.89]

DFTCvdW
(bridge)
[36.89]

dC–C 0:05 0:05˙ 0:03 0:07˙ 0:05 0:04 0:01 0:00
dC–Ni1 2:11˙ 0:07 2:11˙ 0:03 2:13˙ 0:05 2:12 2:11 2:05
dNi1–Ni2 1:96˙ 0:07 2:01˙ 0:01 1:98˙ 0:05 2:01 2:05 2:05
dNi2–Ni3 2:09˙ 0:07 2:04˙ 0:03 2:03˙ 0:04 2:04 2:04 2:04
dNi3–Bulk 2:03 2:03˙ 0:05 2:03˙ 0:04 2:04 2:04 2:05

Distance Old LEED
(hcp)
[36.84]

LEED
(hcp)
[36.89]

LEED
(bridge)
[36.89]

PED
(hcp)
[36.89]

DFTCvdW
(hcp)
[36.89]

DFTCvdW
(bridge)
[36.89]

dC–C 0:05 0:05˙ 0:03 0:07˙ 0:05 0:04 0:01 0:00
dC–Ni1 2:11˙ 0:07 2:11˙ 0:03 2:13˙ 0:05 2:12 2:11 2:05
dNi1–Ni2 1:96˙ 0:07 2:01˙ 0:01 1:98˙ 0:05 2:01 2:05 2:05
dNi2–Ni3 2:09˙ 0:07 2:04˙ 0:03 2:03˙ 0:04 2:04 2:04 2:04
dNi3–Bulk 2:03 2:03˙ 0:05 2:03˙ 0:04 2:04 2:04 2:05

with graphite interlayer distances, is a consequence
of the strong interaction between C and Ni atoms at
the interface. In particular, there is strong n-doping of
graphene due to electron transfer from the Ni 4s to
the Gr � states, and angle-resolved photoemission elec-
tron spectroscopy (ARPES) experiments performed on
this interface clearly show a gap opening on the Gr �
band [36.78].

36.3.2 Graphene on Rh(111) and Ru(0001)

Graphene growth on Rh(111) is also possible by
CVD by exposing it to hydrocarbons (e.g., ethyne:
C2H2) in UHV. However, for this system, the temper-
ature window is much narrower (740�780 ıC), with
lower-temperature synthesis inducing rhodium carbide
growth. STM images exhibit large graphene domains
crossing several substrate steps without visible de-
fects and also forming a Moiré structure caused by
the lattice mismatch [36.92, 93]. The corrugation of
graphene=Rh.111/ measured by STM and AFM was
between 0.5 and 1:5Å, depending on the imaging
conditions. The growth of high-quality single-layer
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Fig. 36.12a–b Side view of the hcp (a) and bridge models (b) for the Gr.1�1/=Ni.111/.1�1/ interface

graphene on rhodium has also been reported by low-
pressure CVD (2�10�7 mbar, 90L exposure) using 3-
pentanone (CH3�CH2�CO�CH2�CH3) with the sub-
strate at 790 ıC [36.94].

Growth of graphene on Ru(0001) is usually per-
formed by carbon segregation [36.60], firstly exposing
a clean Ru(0001) surface to 10�7 mbar of ethylene
or propylene at room temperature, followed by an-
nealing to 1030 ıC [36.95]. Due to the large misfit
between the graphene and the surface lattice constants
and the strong interaction of carbon and metal atoms
at the high-symmetry adsorption sites, the growth of
graphene on Ru(0001) always leads to the formation
of strongly corrugated Moiré patterns [36.60, 78, 79,
96, 97]. For the Gr=Ru.0001/ interface, the lattice mis-
match is about 9:0%, and most of the structural details
have been revealed by LEED, surface x-ray diffrac-
tion (SXRD), STM, and ab initio calculations [36.59,
98–105]. Nowadays, the widely accepted structure is
the Gr.25�25/=Ru.0001/.23�23/, which means that
25 graphene unit cells are contained in 23 Ru(0001)
surface unit cells. All the structural studies agree that
graphene has considerable corrugation of about 1:5Å
(from the LEED analysis), and the minimum graphene–
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Fig. 36.13a–e Summary of results reported in the literature for the Gr.25�25/=Ru.0001/.23�23/ interface. (a) LEED
pattern at 112 eV showing single-domain graphene with superstructure spots due to Moiré pattern. (b) A three-
dimensional surface structure model. (c) Experimental STM image acquired at 0:05V bias voltage and 1 nA tunnel
current. (d) Simulated STM image, and (e) schematic drawing of graphene and Ru-surface layers derived from LEED
I(V) analysis, values are given in Å (Reprinted from [36.79], with permission from Elsevier)

metal distance is about 2:1Å. A summary of the results
reported in the literature for this complex system is pre-
sented in Fig. 36.13.

The large modulation exhibited by the
Gr.25�25/=Ru.0001/.23�23/ interface has been
used as a template for self-organized growth of
different types of nanostructures [36.106]. The re-
gions in the Moiré structure at different heights with
respect to the underlying substrate have different
surface potentials and behave differently with regard
to nucleation centers. A textbook case is the depo-
sition, at room temperature, of C60 molecules on
the Gr.25�25/=Ru.0001/.23�23/ interface. In the
low-coverage range of 0:04�0:4ML, STM images
reveal the successive occupation of the adsorption sites
within the Moiré structure. First, individual molecules
populate the hcp valley sites, followed by an additional
six molecules in a close-packed arrangement. Next, the
fcc valley sites are occupied, followed by the Moiré
hill sites. Around 0:4ML, six additional close-packed
molecules are imaged around the hill sites [36.107].
A correlation between the site occupation and the vari-
ation in the absorption energies between the different
sites in the Moiré structure can be established.
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Another good example of self-organized growth at
the Gr=Ru.0001/ interface is the deposition of iron
phthalocyanine (Fe-Pc) molecules [36.108]. At lower
coverage, the Fe-Pc molecules preferentially adsorb in
the fcc valley sites. After saturation of the fcc sites, the
molecules adsorb at the edge of the Moiré sites, avoid-
ing the hcp valley hollows.

36.3.3 Graphene on Ir(111)

The growth of epitaxial graphene on Ir(111) was in-
vestigated extensively by Coraux et al. [36.109, 110]
using STM, employing two preparation procedures:
(i) room-temperature ethyne (C2H2) adsorption fol-
lowed by thermal decomposition (600–1200 ıC), and
(ii) direct exposure of the hot substrate (600–1050 ıC).
The morphologies are distinct, the first route leading
to graphene nanoislands with controllable size, de-
pending on the growth temperature. The second route
enables 100% coverage and very high structural qual-
ity above 930 ıC. Because of the 9% surface lattice
mismatch with Ir(111), both routes result in single-
layer graphene with a Moiré superstructure, so that
the positions of the C atoms relative to the under-
ling metal atoms change periodically. The interaction
between graphene and Ir(111) is very weak, which
may cause the appearance of misoriented domains.
In general, synthesis at lower temperatures leads to

a) b)

Fig. 36.14 (a) STM image (2500Å� 1250Å, 0:10 V,
30 nA) of graphene=Ir.111/, showing Moiré superstruc-
ture crossing several Ir steps. (b)Atomically resolved STM
(50Å�50Å, 0:04V, 30 nA) across a step edge. (Reprinted
with permission from [36.109]. Copyright (2008) Ameri-
can Chemical Society)

rotated domains, while higher growth temperature in-
duces preferred orientation, forming the Moiré struc-
ture with periodicity of .10�10/=.9�9/, as shown
in Fig. 36.14. In comparison with other metal sub-
strates, Ir(111) shows one of the highest graphene–
substrate separations (3:4Å), characterizing a weakly
interacting system. For strongly interacting metals such
as Ni(111), Rh(111), and Ru(0001), the graphene–
metal separation is about 2:2Å. That is also a rea-
son why the graphene is shown crossing step edges
on the Ir(111) substrate while maintaining structural
coherency.

36.4 Metal Intercalation

The intercalation of a different material layer between
the graphene and substrate can lead to the fabrica-
tion of novel low-dimensional structures, in many cases
significantly altering the interface interaction. That
has been evidenced, for example, by interfacial reac-
tion with oxygen, which decouples the graphene from
Ru(0001) [36.111], originally exhibiting a strong inter-
action at the graphene–metal interface. Therefore, inter-
calation can in some cases result in quasi-freestanding
graphene, which could potentially be transferred to an-
other material.

An epitaxial interface with a certain metal, onto
which graphene does not grow directly, can be pro-
duced by metal intercalation. It has been observed for
the graphene=Ni.111/ system intercalated by Au that
the � bands recover the typical linear dispersion near
the K point, resembling a nearly free layer [36.112].
Cs intercalation between graphene and Ni(111) has the
effect of enlarging the distance between the graphene
sheet and the substrate, achieving quasi-freestanding
graphene as well [36.113, 114]. It was also shown that
the intercalation of Al between the graphene layer and

Ni(111) surface is able to detach the graphene from the
substrate. After intercalation, the graphene=Al=Ni.111/
interface shows a (2�2) reconstruction [36.115].

One of the obstacles to the effective use of graphene
in electronics is the lack of an energy gap. It has
been shown that bandgap opening can be obtained by
epitaxial growth on a SiC substrate [36.116], or by
the patterned adsorption of atomic hydrogen onto the
Moiré superlattice positions of Gr=Ir.111/ [36.117].
There are several examples of Gr=metal-intercalated
systems showing substantial gap opening at the Dirac
point of graphene, including Gr=Cu=Ir.111/ [36.118],
Gr=Pb=Pt.111/ [36.119], Gr=Bi=Ir.111/ [36.120], and
Gr=Ag=Ni.111/ [36.121]. Moreover, the graphene
binding energy can be altered by means of alkali metal
and halogen intercalation, which induces n-doping and
p-doping of graphene, respectively. It has been shown
that the Dirac point can be tuned almost continuously
between strong n-type doping for Li, and strong p-type
doping for F [36.122].

Protection of metal surfaces is another well-
known property of graphene/metal systems. It has been
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demonstrated both experimentally and theoretically that
graphene layers on Cu, Ni, and Cu=Ni alloys protect the
underling substrate from corrosion. The possibility of
intercalating different metallic layers between graphene
and an original substrate opens up a wide range of op-
tions in this matter and in interface magnetism as well.
In general, metal intercalation produces modifications
of the crystallographic and electronic structure of the
system.

The intercalation of metal monolayers such as
Au, Ag, Cu, Fe, and Sn underneath a graphene
sheet grown on Ni(111) has been the object of sev-
eral investigations. The intercalation of one or two
Fe monolayers (ML) is accomplished by deposi-
tion of this nominal thickness on freshly prepared
graphene=Ni.111/, followed by annealing at 320 ıC
for 15min [36.123]. At this temperature (and heat-
ing time), interfacial alloying effects are negligible,

leading to a graphene=Fe=Ni.111/ intercalated sys-
tem. The mechanism of metal–atom intercalation is
not completely understood, but it is believed to oc-
cur through grain boundaries and structural defects.
For 1- and 2ML films, iron atoms assume commen-
surate fcc stacking on the Ni layer, with graphene
maintaining the same registry as for graphene=Ni.111/.
Moreover, the carbon distance to the last iron layer
for graphene=Fe=Ni.111/ is very similar (2:1Å) to the
graphene=Ni.111/ system [36.123]. Fe-intercalation
was also produced on graphene=Pt.111/; in that case
the iron strongly modified the graphene band struc-
ture by lifting its band spin degeneracy [36.124].
Co-intercalation has also been obtained for graphene
on Ir(111) [36.125]. This graphene-covered system
showed unconventional magnetic properties, much dif-
ferent from pristine cobalt films, suggesting magnetic
interaction with graphene.

36.5 Chemical Reactivity of Graphene

The reactive properties of graphene were recently re-
viewed [36.1]. Adsorption of gases is important in fab-
ricating highly sensitive sensors, removing undesired
molecules in environmental applications, or inducing
a gap opening for electronic applications. The impor-
tance of this topic is manifested in the growing number
of papers in the literature each day.

36.5.1 Adsorption of Gases at
Freestanding Graphene

Due to its electronic configuration, graphene is ex-
pected to be chemically inert. However, pioneering
experiments [36.126] have demonstrated that it can be
used as a very sensitive sensor for various simple gases,
and that the latter can be regenerated by annealing to
423K. The nature of the adsorption site on graphene
may well be connected to defects or dopants rather than
to adsorption at pristine sites, since the sensing activ-
ity was demonstrated to be suppressed after removing
the contaminants introduced by the use of nanolithog-
raphy [36.127].

Several theoretical papers have addressed the gas–
graphene interaction, calculating for this purpose the
adsorption energy of simple molecules such as CO,
H2O, NO, and NH3 on freestanding graphene. While
the actual result depends on the adsorption site, molec-
ular orientation, and critically on the calculationmethod
used (see [36.128] for H2O), the values obtained are al-
ways quite low, at most 47meV for H2O, 31meV for
NH3, 14meV for CO, 67meV for NO2, and 29meV

for NO [36.129]. Nevertheless, the charge transfer for
the different gases, albeit small, came out with the
correct sign, whereby H2O and NO2 behave as elec-
tron acceptors, and NH3, CO, and NO as donors. This
small charge transfer causes significant n- or p-doping
of graphene [36.1] because of the vanishingly low car-
rier concentration at the Dirac point. Doping therefore
results in a measurable change in the resistivity.

The adsorption energy of the simple molecules
mentioned above on unsupported graphene should
be significantly larger at doped sites and at de-
fects [36.130]. For example, for NO and NO2 at N-
doped sites, the adsorption energy is predicted to be 341
and 325meV, respectively [36.131]. Similarly, doping
with Al increases the latter values significantly for CO,
CO2, and O2. In general, doping with heteroatoms such
as Al, Cr, or Mn has a larger effect for O2 than N- or
B-doping [36.132].

The adsorption energy of simple gases is also
predicted to be larger at di-vacancies: for exam-
ple, it should be as high as �8:44, �4:53, �13:83,
and �3:86 eV for O2, N2, B2, and CO, respec-
tively [36.133]. Another theoretical paper suggested
that graphene vacancies could be healed by sequential
exposure to CO and NO. The former gas would thereby
adsorb at the vacancy, while NO would react with it to
NO2, leaving a C atom which could eventually repair
the vacancy. Similarly, controllable N-doping should
be achievable by vacancy creation (e.g., by an electron
beam) and subsequent exposure to NO at room temper-
ature [36.134].
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As an example of an environmental application, we
cite the use of graphene for the removal of bisphe-
nol A (BPA), a monomer used for the production of
epoxy resins and harmful to living organisms, from
aqueous solutions, with the remarkable adsorption ca-
pacity of 182mg=g [36.135]. The process is exothermic
by 34 kJ=mol but, thanks to the entropic contribution to
the free energy, adsorption can also take place sponta-
neously around room temperature. The large adsorption
affinity of graphene for BPA was explained by the inter-
action of its single-layer planes with aromatic rings and
the residual oxygen-containing groups, which can form
�–� and hydrogen bonds with the benzene rings and
the hydroxyl groups of BPA.

Graphene powders obtained from the reduction of
graphene oxide have demonstrated a hydrogen adsorp-
tion capacity of the order of 0:1wt% at 298K. The latter
is expected to increase up to 0:72wt% at 100 bar given
a measured isosteric heat of adsorption value between 4
and 5:9 kJ=mol [36.137].

At least one review paper has recently appeared
that covers the topic of environmental application of
graphene composites for water remediation and gas ad-
sorption [36.138]. The material employed, however, is
often not graphene, but graphene oxide, which is much
more reactive than graphene itself and has very different
electronic properties. For example, experiments have
shown that NH3 can be effectively removed by modify-
ing graphene oxide with polycations or nanoparticles.
These materials are undoubtedly promising for applica-
tions.

Adsorption of organic molecules on graphene flakes
has also been investigated. In this case, low values of the
chemisorption energy are found (Table 36.2).

In Fig. 36.15, the adsorption enthalpy versus in-
creasing surface coverage is shown for three organic
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0.08

500 nm

0.10

∆Hads (kcal mol–1)

Coverage (× 100%)

–7

–9

–11

–13

–15

Fig. 36.15 Adsorption enthalpies
(�Hads) of acetone, toluene, and
hexane on graphene flakes as
a function of coverage. In the inset
a SEM image of the graphene flake
is shown. (Reprinted with permission
from [36.136]. Copyright (2013)
American Chemical Society)

Table 36.2 Experimentally determined adsorption en-
thalpies for several organic molecules on graphene
flakes [36.136]

Molecule �Hads

(kcal=mol)
Acetone �8:2˙ 0:3
Acetonitrile �7:6˙ 0:3
Dichloromethane �5:9˙ 0:5
Ethanol �7:3˙ 0:7
Ethyl acetate �11:5˙ 0:2
Hexane �12:2˙ 0:2
Toluene �13:5˙ 0:3

Molecule �Hads

(kcal=mol)
Acetone �8:2˙ 0:3
Acetonitrile �7:6˙ 0:3
Dichloromethane �5:9˙ 0:5
Ethanol �7:3˙ 0:7
Ethyl acetate �11:5˙ 0:2
Hexane �12:2˙ 0:2
Toluene �13:5˙ 0:3

molecules. It was found to decrease with exposure
and to become independent of coverage above �
2% coverage. This process was modeled theoreti-
cally, simulating the graphene layer with a coronene
molecule. About 60% of the adsorption energy was
found to be provided by dispersive forces, while the
second major contribution came from electrostatic
interactions.

As long as freestanding graphene is considered,
strong chemisorption at pristine graphene sites can be
obtained only in solution for highly reactive radicals
(e.g., aryl), in vacuum for atomic hydrogen or using
plasmas.

36.5.2 Reactivity of Supported
Graphene Layers

Most studies on graphene reactivity have been per-
formed for layers grown on a reactive substrate or
transferred on a support by different methods. Such lay-
ers may thus show effects associated with mechanical
strain and are influenced by the possibly strong interac-
tion with the support.
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Effect of Mechanical Strain
Mechanical strain can be applied to graphene by
stretching the supporting substrate. The effect on the re-
activity was probed with three different aryl molecules:
4-nitrobenzenediazonium (4-NBD), 4-bromobenzene-
diazonium (4-BBD), and 4-methoxybenzenediazonium
(4-MBD) [36.139]. The reaction occurs in two steps:
first, a delocalized electron from an occupied level of
graphene is transferred into an unoccupied level of the
diazonium cation, giving rise to an aryl radical; the lat-
ter then binds to the graphene lattice, modifying the
local hybridization state from sp2 to sp3. Such modi-
fication causes an increase in the defect-related D band
in the Raman spectrum (Sect. 36.1.2). The ratio of the
intensities of the D and G bands can thus be used to
monitor the process. Since functionalization induces
doping, the Raman spectrum also exhibits a shift of G
and 2-D peaks (see table in the inset of Fig. 36.16b).
We remind the reader here that p-type doping causes
an upshift of the frequencies, while n-type doping has
the opposite effect, for both G and 2-D modes (see
Fig. 36.16). It is apparent that the increase in the ratio
of the peak intensities ID=IG with functionalization dose
occurs more rapidly for the strained sample, and also
that the final concentration of the functionalized sites is
then larger, thus proving that straining effectively mod-
ifies the reactivity of graphene with respect to covalent
functionalization.

Mechanical strain can also be obtained by deposit-
ing nanoparticles on the substrate. For this purpose,
monolayer graphene was deposited on a Si wafer dec-
orated with SiO2 nanoparticles (NPs) and then exposed

to aryl radicals. Using micro-Raman mapping, the lat-
ter were found to selectively react with the regions of
graphene strained by the underlying NPs [36.140].

Role of the Support in Determining
the Chemical Reactivity of Graphene

Since in real systems graphene is rarely freestanding
and is almost always supported on a substrate, the ques-
tion that naturally arises is whether the interaction with
the substrate can affect the reactivity of the graphene
layer.

Burghaus and coworkers [36.141] investigated ad-
sorption of water on graphene supported on Cu and on
SiO2 under controlled UHV conditions. In Fig. 36.17
we show the temperature desorption spectroscopy
(TDS) rates recorded by these authors after different
exposures to water for graphene on silica (Fig. 36.17a)
and on a Cu foil (Fig. 36.17b).

The following are apparent: (a) For graphene=SiO2,
the only TDS feature shifts initially to lower tempera-
tures with increasing exposure (see the red dashed line
in Fig. 36.17a) and then remains constant. The lead-
ing edges at low temperature and low coverage are not
aligned, yielding a straight line with positive slope in an
Arrhenius plot (not shown), indicating deviation from
zero-order kinetics. The latter is restored at higher ex-
posures, since water then starts to condense. (b) Also,
for graphene=Cu, only one TDS peak is evident. It shifts
slightly to greater temperatures, however, with increas-
ing exposure. The exponential rise of the peak at low
temperature and the common leading edges are indica-
tive of ice sublimation and zero-order kinetics.
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High-resolution
electron energy loss
spectra recorded af-
ter exposure to CO
graphene grown on
(a) polycrystalline
Cu and (b) Ni(111)
under different
conditions

Thedeviation fromzero-orderdesorptionkinetics for
water adsorption on graphene/SiO2 at lower exposures is
indicativeof ahydrophilic interaction andof surfacewet-
ting.On the contrary,water adsorption ongraphene/Cu is
consistent with hydrophobic interactions, similar to the
case ofwater on graphene/Ru [36.142]. The authors con-
cluded that graphene wettability is inversely correlated
with the wettability of the support, i.e., if the support is
hydrophobic, graphene shows wetting behavior, and if
the support is hydrophilic, it shows nonwetting behavior.

The influence of the substrate on graphene reactiv-
ity was also investigated using CO as a probe under
controlled UHV conditions [36.143]. The results are
summarized in Fig. 36.18.

It is apparent that in the high-resolution energy loss
(HREEL) spectra:

1. No signature of CO adsorption is observed upon
exposure of pristine graphene at room temperature
(RT).
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2. On the contrary, at liquid nitrogen temperature,
a loss at 256meV forms, corresponding to the CO
stretch mode, which is apparent upon exposure of
graphene grown on Ni(111) but not on polycrys-
talline Cu. The additional losses present for the
latter system are due to incomplete dehydrogena-
tion of the molecules used to produce the graphene
layer and are also present before CO exposure (see
lowest trace).

3. If isolated defects are introduced in the graphene
layer by a small ion bombardment dose with 100 eV
NeC ions (Gr�), the subsequent exposure to CO
at RT generates two electron energy losses for
graphene grown on Ni(111), but not for graphene
on Cu.

These results clearly indicate that graphene on Cu is
inert with respect to CO adsorption, while graphene on
Ni(111) is reactive.

If the sample is heated, the CO-related features dis-
appear at quite different temperatures in the absence
and in the presence of defects. In the former case, the
heat of adsorption is estimated to be 0:35 eV=molecule
at 1=3ML, and 0:58 eV=molecule in the low-coverage
limit. These values, the presence of the molecule-
surface stretch, and the redshift of the CO stretch
frequency with respect to the gas phase value provide
evidence of weak molecular chemisorption. Out of the
different configurations that Gr can take on Ni(111), the
top-fcc (hcp) configuration (Sect. 36.3.1) was proven to
have the highest reactivity to CO. The active site was
identified with the carbon atom placed in the fcc posi-
tion [36.144].

The reactivity of graphene on Ni(111) has also been
investigated experimentally using water as probe gas.
Following exposure at RT, decomposition and hydrogen
production occur [36.145].

The interpretation of the results for CO adsorp-
tion on sputtered graphene is not straightforward. Two
CO stretch features are present in the HREEL spec-
tra, suggesting the existence of both single (loss at
253meV) and doubly coordinated (loss at 237meV)
CO admolecules. If the vacancy itself were reactive,
as suggested by several theoretical investigations for
freestanding graphene [36.129], adsorption should also
occur for sputtered graphene on Cu, contrary to experi-
mental evidence.

Both energy losses of CO on Gr�=Ni.111/ disap-
pear upon annealing between 350 and 400K. Indeed,
this temperature range and the observed vibrational fre-
quencies compare well with those of CO=Ni.111/. It
was thus concluded that CO adsorption does not occur
at the vacancy itself, but that, thanks to the presence of
the vacancy, CO has intercalated between graphene and

the Ni substrate. This straightforwardly explains the in-
ertness of Gr� on Cu, since the heat of adsorption of CO
on this metal is too low to allow for stable adsorption.

Interestingly, if the Gr�=Ni.111/ system is annealed
to induce CO desorption and then is exposed again at
RT, the newly obtained CO coverage is smaller than
for the first uptake. This indicates that part of the va-
cancies were repaired in the previous cycle and are
therefore unreactive. For this reason, it was suggested
that a Boudouard reaction between two adsorbed CO
molecules takes place on the Ni substrate, producing
CO2 (which desorbs) and leaving one carbon atom that
can repair the vacancy. This process is enabled with
high efficiency thanks to the confinement of the CO
admolecules in the space between the graphene layer
and nickel surface, providing an example of a reaction
under cover (see dedicated section below). The role of
vacancies in the chemistry of graphene is thus not as
straightforward as was suggested by pioneering theo-
retical studies for freestanding graphene. The substrate
does indeed play a key role in determining the chemical
reactivity of the graphene layer.

Other results indicate an active role of vacancies for
functionalization. For example, enhanced reactivity to-
ward selective oxidation of the amino group and the
subsequent integration of the nitrogen atom within the
graphene network was reported for graphene deposited
on SiC [36.146]. The effect was ascribed to the ex-
cess charge at carbon dangling bonds at single-atomic
vacancies. Graphene deposited on silicon carbide thus
behaves differently from graphene on metals. The dif-
ference is presumably due to the formation of bonds
between the C at the edge of the vacancy and the metal-
lic substrate.

For water adsorption, theory predicts a different re-
activity for vacancies drilled on graphene grown on Cu
and Pt [36.147]. The C atoms close to the vacancy back-
bond to the metallic substrate in both cases, but since
the Pt–C bond is stronger than the Cu–C bond, it is
energetically convenient for H2O to dissociate at the va-
cancy site of graphene on Cu, but not when the substrate
is Pt.

The role of the substrate in graphene reactivity is
also evident in the efficacy of covalent functionaliza-
tion. The presence of large surface charge fluctuations
induced by the substrate, for example, enhances the
reactivity of aryl diazonium molecules with graphene
supported on SiO2 and Al2O3 [36.148], while adsorp-
tion is negligible on alkyl-terminated and hexagonal
boron nitride (hBN) surfaces.

A review on the functionalization of graphene
derivatives, including graphene oxide (GO), hydro-
genated graphene (graphane), and graphene fluoride
(fluorographene), was recently published [36.149].
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Controlling the Bandgap by Adsorption
It is well established that the absence of a bandgap
is one of the major factors preventing the direct use
of graphene in nanoelectronic devices. A bandgap
can be artificially engineered through the introduction
of defects [36.151], doping with adatoms [36.152],
electrical gating [36.153–155], or the adsorption of
gases [36.156].

The latter case was demonstrated using ambient
humidity [36.150]. Graphene adlayers were grown by
chemical vapor deposition (CVD) on copper (Cu) and

coated with a thin poly(methyl methacrylate) (PMMA)
film. The Cu substrate was eventually chemically dis-
solved and the graphene film transferred onto a Si sub-
strate with an approximately 300 nm-thick insulating
SiO2 layer. Photolithography was then used to pattern
four electrodes (Ti=Au, 3=30nm) on the top surface
of the transferred graphene film. The experimentally
measured change in resistance with time for different
absolute humidities (measured in weight of water con-
tent with respect to weight of air) is shown in Fig. 36.19.
It is apparent that the resistance increases with time
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and that the increase is greater the higher the humid-
ity. Interestingly, water adsorption occurs reversibly. To
prove the opening of a bandgap, the authors measured
the conductivity at a fixed humidity level as a function

of temperature, obtaining the gap values shown in the
right panel of Fig. 36.19.

Theory also predicts the possibility of obtaining
a tunable bandgap by introducing a periodic modula-
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tion of the graphene lattice [36.159]. The feasibility of
this approach was demonstrated [36.117] by exposing
graphene on Ir(111) to atomic hydrogen. This system
exhibits a Moiré pattern that survives H adsorption,
as demonstrated by STM. Photoemission experiments
have shown the opening of a bandgap upon H adsorp-
tion, as shown in Fig. 36.20.

36.5.3 Chemical Reactivity
of Doped Graphene

Despite the presence of a large body of theoretical work
suggesting the role of doping in promoting chemical
reactivity, only a few experimental investigations have
been performed. Two examples, addressing the role of
n-doping for the oxygen reduction reaction (ORR) and
for the stabilization of adsorbed CO, will be discussed.

For the former reaction, the electrochemical perfor-
mance was investigated for pristine and N-doped highly
oriented pyrolytic graphite (HOPG) and for graphene
nanosheets (NGS). The results are shown in Fig. 36.21.
Clean HOPG and edge HOPG indicate the undoped
pristine and defect-rich surfaces, respectively, while
grap-HOPG and pyri-HOPG correspond to substitu-
tional and pyridinic N dopants. Cyclic voltammetry
(CV) under oxygen saturation conditions shows that the
pyri-HOPG sample provides the highest current density.
The scheme in the lower part of the same figure shows
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Fig. 36.22 (a) Evolution of HREEL spectra in the region of the CO stretch upon annealing after exposing N-doped
graphene=Ni.111/ to CO. Two losses are apparent: the one at 256meV is also present for pristine graphene=Ni.111/,
while the one at 238meV forms only for N-doped layers. (b) Coverage of the two CO species (CO238 and CO256) as
a function of annealing temperature. (Reprinted from [36.158], with permission from Elsevier)

that two alternative mechanisms are active for the reac-
tion, involving four or 2C 2 electrons, respectively. O2

initially adsorbs at the C site next to pyridinic N. In the
four-electron mechanism, a proton attaches to the O2,
forming O�OH. Two further protons then react, leading
to water formation by cleavage of the O–OH bond leav-
ing OH groups at the surface, which are then reacted
away by the fourth H. In the other reaction mechanism
(2C 2 electrons), an H2O2 intermediate forms due to
the reaction of O�OH with a proton, which is then
reduced to water by two further protons upon readsorp-
tion.

In another experimental investigation, the effect
of N-doping in promoting adsorption was studied for
CO chemisorption at graphene supported on Ni(111).
N doping was attained by low-energy ion bombard-
ment [36.161], and the so-obtained layer was ex-
posed to CO in UHV conditions at low tempera-
ture. HREELS inspection demonstrated that in the
presence of N, a further CO moiety, characterized
by a CO stretch at 238meV, forms in addition to
the one vibrating at 256meV also present for pris-
tine graphene=Ni.111/ [36.158] (Fig. 36.18). Such
species is characterized by a higher desorption energy
(0:85 eV=molecule) than that of CO adsorbed at pris-
tine graphene sites (0:54 eV=molecule), as indicated by
the temperature evolution of the spectra upon anneal-
ing, shown in Fig. 36.22. The stabilization of adsorption
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Fig. 36.23 (a) Arrhenius plots of the CO2 formation rate k on the Pt(111) surface and graphene=Pt.111/ from 525 to
625K. The reaction gas mixture consists of 20 Torr CO and 10Torr O2. (b) Calculated reaction barriers for the oxidation
of CO on Pt(111) (left) and Gr=Pt.111/ (right), respectively. Values in brackets are in electron volts. (c) CO conversion
as a function of reaction temperature over the Pt nanoparticles on SiO2 and graphene-covered Pt nanoparticles at SiO2

catalysts; (d) Arrhenius plots of the CO oxidation reaction rate (between 80 and 120 ıC) over the Pt nanoparticles at
SiO2 and graphene-covered Pt nanoparticles at SiO2. (Reproduced from [36.160] with permission of The Royal Society
of Chemistry)

provided by N doping is effective not only at low cover-
age, but also at saturation. The adsorption energy at N
sites is then 0:50 eV=molecule, i.e., 0:16 eV=molecule
more than at pristine graphene sites.

36.5.4 Reactions Under a Graphene Cover

Reactions occurring under cover are particularly in-
teresting, since the space between graphene and the
catalytically active support acts like a nanoreactor,
where chemistry takes place with a hindered ability for
the reactants to desorb. The activation barriers of the
reactions may be reduced as well. An example of a re-
action under cover was mentioned above for defective
graphene on Ni(111), where the Boudouard reaction

was shown to proceed with much higher efficiency than
for CO adsorption on bare Ni(111) [36.162].

In Fig. 36.23, the results for the CO oxidation re-
action on bare Pt(111) and under graphene cover on
Pt(111) are compared [36.160, 163–165]. It is appar-
ent that, while the formation rate is always higher on
Pt(111), the slope of the Arrhenius plot, i.e., the ac-
tivation barrier, is lower for the monolayer graphene-
covered Pt(111) surface (Fig. 36.23a). Theory confirms
a reduction of the activation barrier from 0:66 to 0:51 eV
(Fig. 36.23b). The comparison becomes even more in-
teresting for bare and graphene-covered Pt nanoparti-
cles (Fig. 36.23c,d), since the activation barrier is then
reduced from 85 to 50 kJ=mol, and the reaction rates are
always higher for Gr-covered nanoparticles.
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36.6 Summary and Perspectives

The fascinating physical properties of graphene have
established its reputation as the most famous two-
dimensional crystalline structure. Given its only one-
atomic-layer thickness and outstanding mechanical and
electronic properties, one can only imagine how vast its
use will be in the future, replacing existing technologies
and materials. Considering applications in areas such
as electronics, composites and coatings, sensors, spin-
tronics, photovoltaics, and even biomedical devices,
a good understanding not only of pristine graphene
but also of defective and interactive graphene is indis-
pensable. This need has stimulated the development of
various preparation methods, growth on top of different
substrates and in different forms, and functionaliza-
tion and interfacing with various materials. In pursuit
of a detailed characterization of its physical proper-
ties, continuous improvements in both experimental
and theoretical surface science methods have taken
place.

Very recently, the importance of twisted bilayer
graphene with very low rotation angle (near 1 degree

and below) has increased significantly. A low twist an-
gle between the two stacked crystal networks in bilayer
graphene enables self-organized lattice reconstruction
with the formation of a periodic domain, the pres-
ence of strain solitons, topological points [36.166], and
the eventual observation of strong correlation and su-
perconductivity [36.167]. The control of the interlayer
twist angle in two-dimensional van der Waals (vdW)
heterostructures falls into a new reserach field baptized
twistronics.

The ways that electronic, chemical, and mag-
netic properties are influenced by different substrates,
dopants, and forms (nanoribbons, edge structures, etc.)
are hot topics at the moment. In addition, graphene has
generally served as a prototype material for the devel-
opment of nanometrology. Thus it is used as a reference
material for the detailed study of the the properties of
nanotools. As the basics of graphene science are be-
ing established, engineers will continue to engage in
expanding the development of graphene-based applied
science and technology.
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37. Silicene

Eric Salomon, Daniel Beato-Medina, Paola De Padova, Thierry Angot, Guy Le Lay

We introduce silicene, the Si-based analog of
graphene, an emerging two-dimensional topo-
logical insulator, and its realization by epitaxial
growth on the favored silver (111) substrate. We
describe the structural, electronic and vibronic
properties of monolayer silicene, and the growth
and electronic properties of multilayer silicene.
We next address the hydrogenation and oxida-
tion of these new silicon allotropes. We further
report the fabrication of the first field-effect tran-
sistors made with a silicene channel. Finally, we
discuss exotic forms of silicon at zero and one
dimension, namely benzene-like nanodots and
pentasilicene-like nanoribbons, before drawing
enticing perspectives.
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The 2016 Nobel Prize in Physics was awarded to
David J. Thouless, F. Duncan M. Haldane and J.
Michael Kosterlitz “for theoretical discoveries of topo-
logical phase transitions and topological phases of
matter” [37.1]. The subject of this chapter, silicene, is
a hallmark of an emerging new two-dimensional (2-
D) topological state of quantum matter, an atom-thin
2-D elemental topological insulator (TI) characterized
by the quantum spin Hall effect (QSHE) [37.2, 3]. It is
made solely of silicon atoms arranged in a low-buckled
honeycomb structure, as shown in Fig. 37.1 for free-
standing silicene [37.4–6], similar to but different from
graphene, which is basically flat [37.7].

Topological insulators represent a fascinating re-
cently discovered class of quantum states of matter with
insulating bulk but helical conducting surface or edge
states. Topological refers to a mathematical concept that
describes the invariant property of objects during an
adiabatic evolution process. Typically, as pedagogical
classical examples, an orange cannot be deformed con-
tinuously into a donut (with, per se, a hole), but you can
transform a donut into a mug. The topology of an object

Fig. 37.1 (a) Perspective, (b) top and (c) side views of free-
standing silicene. A and B represent the two sublattices,
vertically displaced by 
D 0:44Å, the buckling I

is characterized by an integer associated with the inte-
gral of its curvature. A trivial insulator (like vacuum)
has an integer value of zero; a TI (equivalently, a quan-
tum spin Hall insulator (QSHI)) has a value of one.

It turns out that the quantummechanical wave func-
tions in momentum space of crystals have properties
similar to the curvature of a donut. Within a bulk energy
gap, TIs possess gapless boundary states, spin-locked
due to the protection of the time-reversal symmetry:
the propagation direction of the surface electrons is ro-
bustly linked to their spin orientation, as illustrated in
Fig. 37.2.

B

A A

B

A

B

a)

c)

b)

Δ = 0.44 Å
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Conductance channel
with spin-down carriers

Conductance channel
with spin-up carriers

Fig. 37.2 Edge states in the quantum spin Hall insulator.
Schemes of the spin-polarized edge channels (From [37.8].
Reprinted with permission from AAAS)

Graphene was the first material proposed to
be such a QSHI governed by spin–orbit coupling
(SOC) [37.10], opening a bandgap in such 2-D Dirac
semimetals. It exemplified a theoretical toy model al-
ready proposed in 2-D honeycomb lattice systems by
Haldane in 1988 [37.11]. However, the spin–orbit in-
teraction in graphene is so weak (� 10�3 meV) that the
QSHE can only occur at unrealistically practical low
temperatures, at variance with silicene, with a SOC gap
value of 1:55meV [37.3, 12], which makes it a robust
TI up to � 15K.

As further stated by Ma and coworkers [37.13],
2-D TIs are immune to all the scattering of elec-
trons in the presence of nonmagnetic impurities, lead-
ing to dissipation-less transport edge channels, while
Majorana fermions, which besides their fundamental
physical importancemay play an important role in topo-
logical quantum computation schemes, should appear
when the material comes in contact with a supercon-
ductor.

Moreover, as emphasized by Persichetti et al.
[37.14], silicene, like graphene, is a Dirac material
in which electrons near the K and K0 points of the

Drain
Top gate

Source
Atomic layer

SiO2

Si substrate

Fig. 37.3 The reduction of the channel thickness is at the center of the nanoelectronic device scaling scenario. Ultimate
thickness downsizing with atomically thin layers could be one of the most important options for aggressive scaling be-
yond the 5 nm technology node, offering excellent electrostatic control (From [37.9] © IOP Publishing. Reproduced with
permission. All rights reserved)

Brillouin zone behave as relativistic massless particles
because of the linear dispersion around the Fermi level.
The velocity of the charge carriers, estimated to be
of the order of 105�106 m=s [37.5], is also compara-
ble to that in graphene. However, silicene (and ger-
manene) shows peculiar physical properties that make
it better suited than graphene in the race for ultimate
thickness scaling of nanoelectronic devices [37.9]. In-
deed, it offers perfect compatibility with the current
Si-based technology of semiconductor processing, and
more importantly, its buckled structure makes it more
flexible than that of graphene because of the absence
of strong  -bonds enforcing planarity. This buckling,
along with the resulting much larger SOC, makes it eas-
ier to create a required energy bandgap in such a Si
(and Ge) 2-D crystal without degrading its electronic
properties.

As seen in Fig. 37.3, to pursue Moore’s law, and to
push scaling towards the 5 nm gate length in the fabri-
cation of field-effect transistors (FETs), the use of low-
dimensionality materials, especially channels based on
intrinsically 2-D structures to mitigate so-called short
channel effects and related power dissipation issues,
could be imperative [37.9, 15].

Such reasons explain why, boosted by the first real-
izations of silicene in 2012 [37.16–18], the research on
silicene has become the hottest front in physics after the
Higgs boson, the neutrino and gravity ones, according
to a Thomson Reuters citation-based study covering the
years 2011 to 2014, as seen in Table 37.1.

In this chapter, we will present the basic concepts
on silicene, its synthesis by epitaxial growth, the char-
acterization of its structural, electronic and vibrational
properties on the favored silver (111) template, and
then the growth and electronic properties of multilayer
silicene. Next, we will address the hydrogenation and
oxidation of these Si-based nanostructures and the fab-
rication of the first FETs made with a silicene channel.
Finally, novel exotic forms of low-dimensional silicon
will be described, before drawing conclusions and of-
fering intriguing perspectives.
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Table 37.1 Development trend of the top 10 research fronts in physics (Reprinted by permission from [37.19])

Rank Research fronts Core papers Citations Mean year of core papers
1 Observation of Higgs boson 2 1905 2012
2 Global neutrino data analysis 12 2350 2011.8
3 Nonlinear massive gravity 32 1814 2011.8
4 The growth and properties of silicene 25 1859 2011.7
5 MoS2 and transistors 20 3147 2011.5
6 Spin–orbit-coupled Fermi gases 43 3246 2011.4
7 Alkali-doped iron selenide superconductors AxFe2-ySe2 35 2995 2011.2
8 Graphene plasmonics 15 1711 2011.1
9 Topological Mott insulators 33 2326 2011
10 Hydrodynamics of relativistic heavy ion collisions 29 2020 2011

Rank Research fronts Core papers Citations Mean year of core papers
1 Observation of Higgs boson 2 1905 2012
2 Global neutrino data analysis 12 2350 2011.8
3 Nonlinear massive gravity 32 1814 2011.8
4 The growth and properties of silicene 25 1859 2011.7
5 MoS2 and transistors 20 3147 2011.5
6 Spin–orbit-coupled Fermi gases 43 3246 2011.4
7 Alkali-doped iron selenide superconductors AxFe2-ySe2 35 2995 2011.2
8 Graphene plasmonics 15 1711 2011.1
9 Topological Mott insulators 33 2326 2011
10 Hydrodynamics of relativistic heavy ion collisions 29 2020 2011

37.1 The Concept: Freestanding Silicene

Ten years before the isolation of graphene, two pio-
neers had already shown, through density functional
theory (DFT) calculations, the “possibility of stage cor-
rugation in Si and Ge analogs of graphite” [37.4],
in other words of freestanding silicene, so coined in
2007 [37.5], and germanene, the germanium counter-
part. The stability of the low-buckled structure with
respect to phonons was demonstrated in 2009 [37.6],
together with the cone-like dispersion of the � and
�� states near the Fermi level at the corners of the
2-D Brillouin zone, as shown in Fig. 37.4. For sil-
icene, the 0:44Å buckling corresponds to a bond an-
gle of 	 D 116:2ı, which gives a spD degree of hy-
bridization (DD�1= cos.	/D 2:27/ closer to sp2, as
in graphene, than to sp3 in normal crystalline sili-
con [37.20].

For nearly two decades, until the very first synthesis
of silicene on Ag(111) in 2012 [37.16], practically no
one believed in the possibility of graphene-like silicon:
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Fig. 37.4 Band structures of silicene and germanene in the low-buckled (LB) geometry
(Reprinted with permission from [37.6]. Copyright (2012) by the American Physical Society)

a spectacular illustration is given in Fig. 37.5, which
shows, according to the Web of Science (WOS), upon
searching for silicene for the period from 2007, when
the term silicene was introduced [37.5], to the end of
November 2016, a sudden jump in the number of papers
and citations in 2012/2013.

As underlined in the introduction, the SOC opens
a bandgap at the Dirac point of silicene and its group
14 cousins, namely germanene and stanene (also some-
times called tinene), which exhibit SOC of respectively
1.55, 23 and 73meV (compared with only 8�eV for
graphene), facilitating the 2-D material transition from
semimetallic to a QSH insulator [37.21, 22]. Other
properties are worth mentioning. We stress, to name
a few, the electrically tunable bandgap [37.23], a pos-
sibility of phonon-mediated superconductivity [37.24],
and the predicted very high mobility for both electrons
and holes (�e and �h) at room temperature (RT), as
shown in Table 37.2 [37.25].
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Fig. 37.5a,b Report reflecting citations (a) to source items (b) indexed within the Web of Science Core Collection with silicene
as topic for the period 2007 to November 28th, 2016

37.2 Silicene Synthesis and Characterization

The first synthesis of silicene on a silver (111)
single-crystal surface proceeds from earlier investi-
gations of the inverse system, namely Ag=Si(111),
during the study of the growth mechanisms of the
noble metal=semiconductor heterostructures, i.e., Ag,
Au=Si(111), Ge(111), as illustrated in Fig. 37.6.
Ag=Si(111) is the most prototypical system, grow-
ing in the Stranski-Krastanov mode. The interface is
atomically abrupt, and, past the formation of a Si(111)-
.
p
3�p3/R30ı 2-D superstructure, three-dimensional

Ag(111) islands develop in parallel epitaxy with
a magic relationship: four Ag–Ag nearest-neighbor dis-
tances in the Ag(111) contact plane matching nearly
exactly three Si–Si nearest-neighbor distances within
the Si(111) surface plane [37.26]. This inspired the idea
to try to grow silicene the other way around.

Success came when depositing Si onto a Ag(111)
surface held at about 200 ıC. Such a process results in
the observation of a highly ordered 2-D layer, with the
aspect of a very nice flower pattern in scanning tunnel-

Table 37.2 Predicted mobility at 300K (105 cm2=Vs)
along the zigzag and armchair directions (Reprinted by
permission from [37.25], © RSC 2014)

Material Electron mobility Hole mobility
Graphene 3.39 3.22

3.20 3.51
Silicene 2.58 2.23

2.57 2.22
Germanene 6.09 6.39

6.24 6.54

Material Electron mobility Hole mobility
Graphene 3.39 3.22

3.20 3.51
Silicene 2.58 2.23

2.57 2.22
Germanene 6.09 6.39

6.24 6.54

ing microscopy (STM) imaging, which did not appear
directly at all as a graphene-like arrangement but which
could be interpreted as revealing a hidden honeycomb
structure (Fig. 37.7).

Typically, three unit lattice vectors of silicene
matched perfectly four unit lattice vectors of the
Ag(111) surface, forming a Ag(111)-.4�4/ reconstruc-
tion with respect to the silver substrate, but a puckered
.3� 3/ superstructure in terms of silicene. In a semi-
nal paper published in 2012, we name this archetype,
most energetically favorable silicene phase, in short,
.3�3/=.4�4/ [37.16]. A linearly dispersing band, with
possibly a gap opening, was measured in angle-resolved
photoelectron spectroscopy (ARPES) experiments at
the K/K0 points of the surface Brillouin zone and thence
eventually assigned to a branch of a Dirac cone. Later,
however, it was shown to be a hybridized band resulting
from a significant interaction of the monolayer silicene
sheet with the Ag(111) surface [37.27–29].

The .3� 3/=.4� 4/ silicene phase on Ag(111) was
soon confirmed [37.17]. Further diffraction studies by
reflection high-energy positron diffraction (RHEPD)
showing that 95% of the surface of the substrate was
covered by this unique structure [37.30], by dynami-
cal low-energy electron diffraction (LEED) [37.31], and
lastly by grazing incidence x-ray diffraction [37.32],
firmly established the proposed atomic geometry, ini-
tially proposed by Vogt et al., following DFT calcula-
tions [37.16].

Other superstructures are formed on the Ag(111)
surface at higher temperatures. A .

p
7�p7/=.

p
13�
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a)

b)

Fig. 37.6a,b Ag(111) crystallites in parallel orientation on
the Ge (or, similarly, Si). (a) (111)-.

p
3�p3/R30ı-Ag

surface superstructure detected in situ by reflection high-
energy electron diffraction (RHEED): pattern along the
h11N2i azimuth (N: normal substrate streaks, S: 1=3 or-
der superstructure streaks). (b) In situ-prepared carbon
replica observed ex situ after extraction in HF solution by
transmission electron microscopy (TEM): one observes the
imprints of (111) Ag crystallites, which have been attacked
by HF, on the Si(111) substrate (Reprinted from [37.26],
with permission from Elsevier)

p
13/ one, using the same notation convention as for

the .3� 3/=.4� 4/ phase, is also a slightly expanded
silicene phase, existing by symmetry in four equivalent
domains as depicted by Resta et al. [37.33] and shown
in Fig. 37.8.

Interestingly, at low temperatures, a vortex-like ap-
pearance is manifested in such domains upon STM
imaging (Fig. 37.9) [37.34]. Still, the continuity of the
honeycomb array is preserved, but with very different
local buckling configurations [37.35]. We tentatively
assign this spectacular behavior to the very different
thermal expansion coefficients of the silver substrate,
which behaves normally upon cooling from the growth
temperature of � 493 to � 4K, and that of the sil-

a) b)

c)

Fig. 37.7 (a) The flower pattern appearance of the
archetype .3�3/=.4�4/ silicene phase formed on Ag(111)
at � 200 ıC. (b) Top and (c) perspective views of the
atomic structure of the puckered silicene sheet

icene overlayer, initially slightly stretched, which most
probably possesses a negative thermal expansion coef-
ficient at low temperatures [37.36], and consequently
behaves like a synergetic combination of silicon atoms
and graphene-like structure, both silicon and graphene
having negative thermal expansion coefficients. Then,
the vortex pattern would result from a complex buck-
ling relaxation process of the strain accumulated upon
cooling.

A distorted 2-D sheet forming a pseudo “(2
p
3�

2
p
3)” reconstruction with respect to the Ag(111)

substrate, with local honeycomb appearance in STM
imaging, is covering most of the surface at high tem-
peratures [37.37]. It is at the verge of a dewetting
process with formation of three-dimensional (3-D) sili-
con crystallites [37.38], and might possibly correspond
to a surface alloy [37.39].

Just two months after the publication of the sem-
inal paper on the archetype .3� 3/=.4� 4/ silicene
phase on Ag(111), another important silicene phase,
formed this time by segregation of Si atoms through
a metallic ZrB2 thin film epitaxially grown on a Si(111)
template, was reported [37.18]. This is a .

p
3�p3/

reconstructed silicene monolayer matching a .2� 2/
reconstructed ZrB2 (0001) surface; in our notation
it is a .

p
3�p3/=.2� 2/ phase. Such a .

p
3�p3/

silicene reconstruction, now matching a .
p
7�p7/ su-

percell, i.e., a .
p
3�p3/=.p7�p7/, was also found

on an iridium (111) surface [37.40]. Later, 2-D Si
nanosheets with local hexagonal structure were re-
ported on a MoS2 surface [37.41]. However, the very
high buckling, leading to a metallic nature, makes an
assignment to silicene questionable. Instead, the for-
mation of germanene on the same substrate appears
more reliable [37.42]. Clearly, the growth of silicene
(and germanene or stanene) on a semiconductor or an
insulator is highly desirable for practical applications
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Fig. 37.8 The four domains (encircled
in red) expected for the .

p
7�p

7/=.
p
13�p13/ phase. Left:

STM topography image acquired at
room temperature; a second-layer
.
p
3�p3/ domain appears in green

(filled states, Ubias D�1:18V; I D
0:33 nA). Right: Ball model (silicon
atoms are in blue, silver atoms in
yellow) of the four distinct domains.
The silicene .

p
7�p7/R˙19:1ı

unit cells in coincidence with the
Ag(111)-.

p
13�p13/R˙ 13:9ı unit

cells are in orange; the silicene-.1�1/
unit cells are in magenta and the
Ag(111)-.1� 1/ cells are in green
(From [37.33])

1 nm
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a) b)

c) d)

Fig. 37.9 (a) Vortex structure of
the .
p
7�p7/=.

p
13�p13/

silicene phase at 4K. (b) One vortex
surrounded by six lozenges, which
represent six different domains, as
illustrated in (c), where the black
rhombus is analogous to the model
in (d) (Reprinted with permission
from [37.35]. Copyright (2013) by the
American Physical Society)

in electronics. Yet, even though predictions have been
made on the stability of van der Waals (vdW) het-
erostructures made of silicene, germanene or stanene

with hexagonal boron nitride (h-BN) [37.43], such hy-
brid structures have not been convincingly realized until
now.

37.3 Multilayer Silicene

Beyond the first .3� 3/=.4� 4/ monolayer (ML), at
the same growth temperature of � 200 ıC, a layered
arrangement in successive flat terraces is observed, as
displayed in Fig. 37.10 [37.44]. All terraces possess the
apparently same .

p
3�p3/R30ı reconstruction with

respect to freestanding silicene seen in the correspond-
ing LEED pattern. Topographic profiles recorded on the
.
p
3�p3/R30ı reconstruction point to a periodic lat-

tice constant of 0:64˙ 0:01 nm, meaning that there is
in reality a � 4% contraction of the reconstructed cell
with respect to .

p
3�p3/ times that of the unit cell of

freestanding silicene [37.44–46].

Profiles along the dashed white lines in the figure
also indicate a step height between successive terraces,
from the second to upper ones, of � 0:3 nm. If growth
is performed at slightly higher temperatures, where the
first ML shows an admixture of .3� 3/=.4� 4/ and
.
p
7�p7/=.

p
13�p13/ phases, the next layers still

possess the .
p
3�p3/ reconstruction, but with different

orientations, as seen in Fig. 37.11 [37.47]. These ori-
entations follow those of the domains of the initial first
ML already displayed in Fig. 37.8. It is thus likely that
each first layer within each domain is reconstructed up-
on growth of the second and further layers on top of it.
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Fig. 37.10 STM topographic image (44� 44 nm2, Ubias D
�1:14V, I D 0:54 nA), after deposition of several MLs
of Si onto the .3� 3/=.4� 4/ first-layer silicene sheet.
Three well-ordered terraces can be seen showing the .

p
3�p

3/R30ı arrangement. The first .3� 3/=.4� 4/ silicene
layer is still visible at the bottom. Top-left inset: corre-
sponding LEED pattern clearly dominated by the .

p
3�p

3/R30ı spots (Reprinted from [37.44], with the permis-
sion of AIP Publishing)

The actual nature of the .
p
3�p3/ reconstruction

of multilayer silicene has been, and still is, in strong
debate. On the one hand, several groups state that the
so-called multilayer silicene is just a Si(111) thin film
grown with silver atoms at its very surface acting as
a surfactant [37.48–51]. Then the .

p
3�p3/ structure

would be just the well-known Si(111)-.
p
3�p3/R30ı-

Ag surface reconstruction completed at 1ML coverage,
represented by the honeycomb-chained-triangle (HCT)
model at room temperature (Fig. 37.12a,b), following
dynamical fluctuations of the most energetically favor-
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a) b) Fig. 37.11 (a) 42 nm� 42 nm STM
micrograph of multilayer silicene
in differently oriented domains,
all showing the .

p
3�p3/R30ı

reconstruction. Tunneling parameters:
It D 0:27 nA, Ubias D�1:12mV
(occupied states). The blue, black and
red arrows represent three, out of five,
domains with different orientations.
(b)Corresponding LEED pattern taken
at 75 eV together with a simulation
of a LEED pattern of .

p
3�p3/

reconstructed multilayer silicene in
five different orientations

able inequivalent triangle (IET) configuration obtained
at low temperatures [37.52].

On the other hand, the first ARPES measurements
obtained by De Padova et al. on a multilayer silicene
exhibit a cone-like band structure and a reported Fermi
velocity of 0:3�106 m s�1, a value much lower than the
1:3�106 m s�1 measured in the case of Si(111)-.

p
3�p

3/R30ı-Ag [37.54, 55]. Also, several STM measure-
ments showed that the in-plane lattice parameter of
multilayer silicene (around 6:4Å) is a few percent
smaller than the expected one for the Ag-terminated
Si(111) surface reconstruction (6:65Å) [37.47, 53, 56–
59]. Furthermore, a very recent work performed by
Li et al., and based on scanning tunneling microscopy
and spectroscopy as well as Raman spectroscopy,
demonstrates that a silicene multilayer can be grown
with an atomically resolved buckled honeycomb struc-
ture (Fig. 37.12c,d), excluding the possibility of a Ag-
terminated Si(111) surface [37.53]. Hence, the con-
troversial sets of data raising the question about the
possibility of growing a new layered silicon allotrope
were clarified.

Finally, the issue was recently solved by De
Padova et al. [37.46], who carried out energy-dispersive
grazing incidence x-ray diffraction (ED-GIXRD) and
Raman spectroscopy measurements comparing multi-
layer thin films to Si(111)-.

p
3�p3/R30ı-Ag samples

used as a reference.
Figure 37.13 displays a summary of the ED-

GIXRD data recorded for three different samples. In
the case of the .

p
3�p3/ multilayer film grown at

� 200 ıC, the first-order in-plane reflection appears at
qxy D 0:970˙ 0:005Å�1, demonstrating a cell size of
the multilayer film of 6:477˙ 0:015Å, in fair agree-
ment with the STM determination. Interestingly, in
the case of both the film grown at 300 ıC and the
Si(111)-.

p
3�p3/R30ı-Ag sample, the in-plane first-
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Fig. 37.12a–d Schematic illustrations of (a) the HCT structure and of (b) the inequivalent triangle (IET) model for the
atomic structure of the Si(111)-.

p
3�p3/R30ı-Ag surface. Solid lines indicate the unit cell, and dashed lines represent

chained Ag triangles. The top layer of the surface is composed of Ag triangles that are chained to each other, whereas
the next layer consists of Si trimers. (Reprinted by permission from [37.52], © Elsevier 1999) (c) High-resolution STM
image revealing that the

p
3�p3 multilayer silicene is constructed from a primitive 1� 1 honeycomb structure (as

indicated by the yellow honeycomb, 1� 1 HC). The black dashed line represents the
p
3�p3 unit cell .

p
3�p3 UC).

The AB NA buckled structure is reflected by the brightness of the Si atoms. The green, blue and red balls labeled in thep
3�p3 silicene unit cell denote the top, middle and bottom silicon atoms, respectively (2 nm� 2 nm, V D�3mV,

I D 4 nA). (Reprinted by permission from [37.53], © ACS 2016) (d) Height profile corresponding to the red dashed
line in (c). The inset is a side view of the AB NA buckled structure corresponding to the height profile. (Reprinted with
permission from [37.53]. Copyright (2016) American Chemical Society)

order reflection appears at qxy D 0:944˙ 0:005Å�1,
i.e., a cell size of 6:655˙ 0:015Å. All this demon-
strates that the multilayer film grown at low tempera-
ture possesses an in-plane lattice parameter markedly
different from and smaller than that of a usual
diamond-type Si(111) arrangement, whether terminated
by a Si(111)-.

p
3�p3/R30ı-Ag superstructure or even

by an intrinsic Si(111)-.
p
3�p3/R30ı reconstruc-

tion (aSi.111/-
p
3 D 6:655˙ 0:015Å) [37.60, 61]. Hence,

these measurements, along with a systematic shift
of the main Raman peak with respect to Si(111)-
.
p
3�p3/R30ı-Ag, have demonstrated the existence,

in this low-temperature growth regime, of a new lay-
ered metastable structure of silicon, which we call
multilayer silicene [37.44, 46]. If, instead, growth is
performed at higher temperatures approaching 300 ıC,

diamond-type Si(111) crystallites terminated by the
Si(111)-.

p
3�p3/R30ı-Ag superstructure are effec-

tively formed [37.48, 62–65].
Hence, the conflicting issues described above are

somehow reconciled: whether multilayer silicene is
formed on Ag(111) substrates depends crucially on
the actual growth temperature, a parameter which is,
unfortunately, often not very well controlled. This is
also observed during annealing experiments. An in situ
Raman spectroscopy study clearly demonstrates that
a structural phase transition from epitaxial .3� 3/=.4�
4/ silicene takes place at� 300 ıC (Fig. 37.14) [37.66],
in agreement with earlier results [37.37, 67].

This is obvious from the disappearance of the
A modes found at 175 and 216 cm�1, as well as the E
mode found at 514 cm�1 at RT described in [37.68] and
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Fig. 37.14 (a) Series of Raman spectra of .3� 3/=.4� 4/ silicene measured at various temperatures. At about 300 ıC,
the spectral line shape fundamentally changes following a phase transition due to a dewetting process. (b) AFM image
(2�m� 2�m) of the bare initial Ag(111) surface. (c) AFM image (2�m� 2�m) after annealing up to 500 ıC of the
.3� 3/=.4� 4/ silicene monolayer, resulting in small islands (in red) with an average size distribution of (10˙ 8) nm,
distributed on the Ag(111) surface. (d) Raman spectra of the epitaxial silicene before and after annealing to 500 ıC, both
measured at room temperature (From [37.66] © IOP Publishing. Reproduced with permission. All rights reserved)

its replacement by a dominant L(T)O bulk silicon mode
at 520 cm�1, due to the formation of Si 3-D crystallites
observed by atomic force microscopy (AFM).

Here it is worth mentioning that a single-domain
epitaxial monolayer silicene sheet with .

p
3�p3/

structure was recently obtained on ZrB2(0001) tem-
plates [37.69]. As could be anticipated, further growth
on top generated pure .

p
3�p3/ layered films, in-

deed, without the issues raised with the Ag(111) sub-
strates [37.70].



Part
I|37.4

1208 Part I Current Topics In Surface Science

37.4 Functionalization and Encapsulation

The intrinsic low buckling in freestanding silicene pre-
serves the massless Dirac fermion character of the
charge carriers and their extremely high mobility. Yet,
SOC and symmetry breaking of the A and B sub-
lattices (Fig. 37.1), as well as reconstructions, which
are observed until now on all metallic substrates, can
eventually open a bandgap. Indeed, the opening of
a bandgap is further facilitated by the reactivity of sil-
icene due to its buckled or puckered structures, with
intermediate sp2=sp3 hybridizations. A striking exam-

a) b)

Fig. 37.15 (a) 11 nm�18 nm STM image of .3�3/=.4�4/
silicene exposed to cracked molecular hydrogen at room
temperature for 480 s; Itunnel D 0:55 nA, Ubias D�515mV
(filled states). (b) 4 nm� 7 nm zoom-in; the asymmetric
unit cell is enclosed in the blue rhombus, while the sym-
metric one is highlighted by the red rhombus
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× 1/300
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Fig. 37.16 HREELS spectra of
hydrogenated monolayer .3� 3/=.4�
4/ silicene for different exposure times
to atomic hydrogen

ple is given by the in situ hydrogenation of the .3�
3/=.4� 4/ monolayer phase on Ag(111). Figure 37.15
displays an STM image of monolayer silicene after
atomic hydrogen exposure [37.71]. Interestingly, upon
hydrogen adsorption, the .3� 3/=.4� 4/ periodicity is
preserved, but the symmetry between the two rhombi
halves is broken, as depicted in Fig. 37.15.

In effect, a new reconstruction, labeled � -.3� 3/,
formed by the repetition of asymmetric unit cells (see
the blue rhombus in Fig. 37.15a) is visible. Their minor
diagonals split those rhombi into two different triangles.
One of them is entirely occupied by six bright protru-
sions, whereas the other one only displays one bright
protrusion located at its center. The explanation behind
the new structure probably relies on modified buckling
and would be evidence of a structural phase transition
from the silicene-.3� 3/-˛ phase to the silicene-.3�
3/-ˇ phase, more stable after hydrogenation, as first
demonstrated by Qiu et al. [37.72]. In addition, let us
mention that upon adsorption, the surface corrugation
increased by approximately 10 pm, reflecting a modifi-
cation of the Si buckling [37.71].

Another stimulating point is that for relatively high
hydrogen exposure doses, the surface can be fully
passivated with respect to oxidation, as demonstrated
by high-resolution electron energy-loss spectroscopy
(HREELS) measurements. As exhibited in Fig. 37.16,
the HREELS spectrum of silicene exposed to low doses
of hydrogen (60 s) is dominated by peaks at 98meV
(790 cm�1) and 249meV (2009 cm�1), which can be
readily attributed to the Si–O and Si–H stretching, re-
spectively. This demonstrates that the silicene-.3� 3/
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surface is reactive and could easily be contaminated
during the experiment. On the other hand, after a longer
exposure time (480 s) to hydrogen, the spectrum no
longer exhibits peaks related to the Si–O, but only the
Si–Hmodes [37.71]. This shows that the silicene-.3�3/
can be fully passivated and that it is possible to protect
it from contamination, or at least oxidation, through ex-
posure to atomic hydrogen.

Controlled hydrogenation or halogenations should
allow bandgap tuning and, furthermore, could lead to
ferromagnetic properties [37.73–75]. Indeed, the tuning
of a sizable energy gap is on thewish list to pushMoore’s
law beyond the 5 nm node, where 2-Dmaterial channels
most likely will become indispensable [37.9, 76].

Regarding oxidation, on the one hand, Du et al.
reported a quasi-freestanding silicene layer that could
be successfully obtained through oxidization of bilayer
silicene on the Ag(111) surface, the oxygen atoms
intercalating into the underlayer silicene, resulting in
isolation of the top layer of silicene from the sub-
strate [37.77]. On the other hand, thicker multilayer
silicene films were shown by De Padova et al. to be
resistant to ambient air exposure for at least 24 h: pro-
tected by an ultrathin native-oxidized skin, the rest of
the body underneath is fully protected [37.78].

Although not as resistant, monolayer epitaxial sil-
icene on Ag(111) can be efficiently preserved by Al-
and Al2O3-based encapsulation [37.79].

37.5 Devices

The encapsulation of the first silicene layer has been
crucial for the successful fabrication of the first-ever
field-effect transistors with ambipolar characteristics
based on a monolayer silicene channel and operating at
room temperature [37.80]. This achievement was made
possible by the smart fabrication process depicted in
Fig. 37.17.

Remarkably, the derived mobility of the charge
carriers for both electrons and holes was about
100 cm2 V�1 s�1, which is quite low compared with es-
timated intrinsic values for freestanding silicene (�
105 cm2 V�1 s�1) [37.25]. However, it is of the same
order of magnitude as the carrier mobility in single-
layer MoS2 [37.81], which suggests that the devices
are promising candidates for 2-D transistors. The low
mobility is attributed to strong scattering from acoustic
phonons and to grain boundary scattering.

It was emphasized that plenty of room remained
to achieve higher mobility and better device perfor-
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Fig. 37.17 (a) The transfer characteristics of a back-gated field-effect transistor with a silicene channel exhibiting am-
bipolar behavior. (b) Schematic of the fabrication process of the silicene device with source/drain contacts defined in the
native silver film (From [37.80])

mance, for example by optimizing silicene growth, en-
gineering and characterizing the interfaces, and tuning
and enlarging the bandgap (e.g., by surface adsorp-
tion), fabricating and protecting the monolayer silicene
gate (which is exposed to air in the present devices),
and probably using multilayer instead of monolayer
silicene [37.82]. It turns out that in the last case, mo-
bility twice as large was obtained, � 200 cm2 V�1 s�1,
but somewhat to the detriment of the IOn=IOff ratio
because of the semimetallic Dirac character of the ma-
terial [37.83].

In spintronics, exciting possibilities have been pro-
posed. One is the design for a silicene-based spin filter
that should enable the spin-polarization of an output
current to be switched electrically, without switching
external magnetic fields [37.84]. Another one suggests
very promising applications by edge-state manipula-
tions, leading typically to a giant magnetoresistance and
a perfect spin filter [37.85].
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37.6 Exotic Forms of Silicon in Zero and One Dimension

When using a silver (110) substrate exposing a lower-
symmetry surface with a rectangular 1� 1 unit cell
to deposit a submonolayer amount of silicon at room
temperature, one obtains two types of perfectly de-
fined novel Si nano-objects, whose atomic structures
have remained elusive for more than a decade. As
seen in Fig. 37.18, identical zero-dimensional Si nano-
dots (SiNDs) coexist with an ensemble of highly per-
fect, massively parallel one-dimensional Si nanorib-
bons (SiNRs) with the same width of just 0:8 nm, all
aligned along the [1N10]-direction of the surface. While
the SiNDs possess the symmetry of the (110) surface,
the SiNRs obviously break this symmetry, showing
a �2 reconstruction along the [1N10]-direction, but with
a glide shift of their two rows of protrusions.

Recently, thorough DFT calculations have unveiled
the hidden atomic structures [37.86]. The SiNDs sit on
two Ag vacancies and consist of a hexasilabenzene-
like molecule to which 4 Si atoms are symmetrically
attached, as shown in Fig. 37.19. Here we stress that to
the best of our knowledge, a hexasilabenzene molecule,

8.0 nm

Fig. 37.18 40 nm�
40 nm STM image
of a collection of
Si nanoribbons
with sparse Si
nanodots upon
deposition of Si
onto the Ag(110) at
room temperature.
Itunnel D 0:35 nA,
Ubias D�50mV
(filled states)

0 10 20
d (Å)

1.5

0

z (Å)

a) b)

c)

Fig. 37.19 (a,b) Top and perspective
views of the nanodot structure with
2Ag vacancies. (c) Simulated STM
topographic image and line profile
along the solid line (From [37.86])

i.e., the silicon analog of benzene, has never been syn-
thesized up to now.

The presence of the two vacancies points to the
propensity of the noble metal (110) surfaces to recon-
struct. Typically, the Au(110) surface is spontaneously
reconstructed with a 2� 1 superstructure explained by
a missing rowmodel, while Ag(110) is unreconstructed,
but just at the verge of a missing row reconstruc-
tion [37.87]. Each SiNR generates such a missing
row by changing the silver surface free energy. It is
lying over the missing row with a unique, striking
arrangement of Si pentagonal tiles, creating an un-
precedented strip of pentasilicene, which we named
a single strand, as seen in Fig. 37.20. Again, to the
best of our knowledge, this is the first time that
a pentasilicene-like structure, i.e., of the Si counter-
part of a strip of pentagraphene [37.88], has been
synthesized. Remarkably, the amazing atomic arrange-
ment theoretically proposed for the single-strand SiNRs
was very rapidly confirmed by synchrotron radiation
grazing incidence x-ray diffraction measurements on
a highly perfect array of double-strand SiNRs, all
1:6 nm in width [37.89], obtained by lateral compaction
of single-strand ones upon deposition (or annealing) at
� 200 ıC, realizing a 5� 2 grating with a pitch of just
2 nm [37.90].

Finally, let us quickly mention that several works
have reported on the functionalization of SiNRs using
atoms or molecules. While adsorption of atomic hydro-
gen results in an etching of the surface, adsorption of
molecules appears to modify the electronic properties
of the SiNRs by opening a bandgap depending on the
molecular species [37.91–94]. These results, in differ-
ent ways, appear to be potentially interesting from the
perspective of future nanoelectronic devices.
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Fig. 37.20a–d Optimized geometry
of the pentagonal missing row
model. (a–c) Top, side and simulated
topographic STM image for the SiNR
phase prepared at room temperature.
(d) Perspective view of a pentasilicene
strand without the silver surface.
(From [37.86])

37.7 Perspectives and Conclusion

Beyond graphene, which descends from graphite, re-
searchers have initially looked for existing semicon-
ductor lamellar crystals that could be peeled to the
ultimate monolayer limit, typically transition metal
dichalcogenides. The first fabrication of a transistor
with a 2-D single-layer MoS2 channel was realized
in 2011 [37.81]. Next, black phosphorus, a layered
elemental P allotrope, was rediscovered [37.95], lead-
ing to high-performance field-effect transistors based
on few-layer crystals with thickness down to a few
nanometers [37.96].

However, it was only in 2012 that the first arti-
ficial elemental analog of graphene, namely silicene,
was synthesized [37.16–18]. Soon after, boosted by this
discovery, a cornucopia of novel elemental synthetic 2-
D materials including germanene, stanene, plumbene,
borophene, blue phosphorene, arsenene, antimonene

and bismuthene were shown to possibly exist, and have
been eventually realized [37.97]. Strikingly, just three
years after the advent of silicene, the first FETs with
a monolayer silicene channel were fabricated [37.80].

All this opens exciting prospects, indeed, especially
for silicene, and the group 14 novel synthetic 2-D mate-
rials, which are directly compatible with the Si-based
electronics industry [37.98]. Because these emerging
artificial elemental 2-D materials are so young, their
properties and potential applications are barely explored
[37.99]. Yet, we think that several of them are meant for
a bright future, as they will offer fascinating prospects
for future nanoelectronics, optoelectronics, spintronics,
for quantum computing and flexible devices.

Will one of them be the next silicon? Silicene, the
novel 2-D silicon allotrope, and its elemental cousins
are clearly in the race.
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38. Cluster-Assembled Carbon Thin Films

Luca Giacomo Bettini, Massimiliano Galluzzi , Alessandro Podestà , Paolo Piseri, Paolo Milani

The supersonic cluster beam deposition (SCBD) of
neutral carbon clusters produced in a pulsed mi-
croplasma cluster source (PMCS) is an effective
technique for producing nanostructured carbon
(nsC) thin films with controlled nanostructures. The
use of carbon clusters as building blocks allows the
synthesis of carbonaceous materials with struc-
tural properties that are determined not only by
the characteristics of the clusters but also by their
organization upon deposition. NsC films produced
by SCBD/PMCS grow in a ballistic deposition regime
where incoming particles land on the growing in-
terface and do not diffuse significantly. This growth
regime leads to remarkable statistical scale invari-
ance of the evolving interface at which the carbon
clusters aggregate in larger and larger superunits.
Due to negligible stress accumulation during the
low-energy deposition process, nsC films with
thicknesses of between a few tens of nanometers
and a few micrometers can be routinely deposited
onto and will adhere to almost any kind of surface.
This deposition approach enables the production
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of carbon thin films characterized by low density,
high surface roughness, and high porosity, making
them promising materials for use in the fabrication
of devices such as electrolyte-gated transistors,
supercapacitors, and photocatalytic systems for
sustainable energy technologies.

Carbon is one of the most versatile elements. Its valence
atomic orbitals can hybridize into alternative orbitals
(commonly known as sp1, sp2, and sp3 hybrid orbitals),
and it can aggregate in many different allotropic forms
exhibiting a variety of different physicochemical prop-
erties [38.1, 2]. Besides the bulk forms of sp2- and
sp3-bonded carbon atoms, i.e., graphite and diamond,
there are a vast number of intermediate forms of carbon
in which sp1-, sp2-, and sp3-hydridized carbon coex-
ist, such as fullerenes, graphene, carbon nanotubes, and
carbynes [38.1, 3].

Carbon-based materials fabricated by assembling
carbon nanoobjects (nanostructured carbons) are con-
sidered among the most promising systems for a wide
variety of applications, ranging from energy produc-
tion and storage to catalysis and biomedicine [38.4, 5].
The increasing use of nanostructured carbons in real-
world applications is due mainly to their high surface

area, nanoscale porosity, chemical inertness, and low
cost [38.6].

The need for nanostructured carbons with optimized
characteristics integrated into complex devices calls
for the development of synthesis technologies that en-
able not only the fabrication of materials with tailored
nanostructures but also the deposition of nanostruc-
tured carbons in the form of thin films, as this allows
nanostructured carbons to be integrated into platforms
produced with planar fabrication methods.

Supersonic cluster beam deposition (SCBD) is
a versatile bottom-up approach for the synthesis of
cluster-assembled nanostructured carbon (nsC) thin
films with controlled structural properties [38.3, 7, 8].
Depositing clusters from a supersonic beam makes it
possible to grow nanostructured materials in which
the physicochemical properties of the pristine clus-
ters are preserved [38.9]. This memory effect is ob-
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tained when the kinetic energy of the clusters in the
supersonic molecular beam is low enough to avoid sig-
nificant structural reorganization upon deposition but
high enough to activate cluster bonding to the substrate
and prevent cluster diffusion. In this low-energy clus-

ter beam deposition regime, the growth of thin films
can be viewed as the random stacking of particles (just
as for ballistic deposition), leading to materials that
exhibit granular and porous nanostructure and low den-
sity [38.10].

38.1 Supersonic Cluster Beam Deposition

The supersonic cluster beam deposition (SCBD) of
carbon clusters produced in the gas phase is a well-
established approach for the production of carbon thin
films [38.3, 7, 11, 12]. Owing to the so-called memory
effect, the meso- and nanostructure of the resulting
thin films are reminiscent of those of the free clus-
ters [38.3, 7, 11, 12]. Moreover, the ballistic deposition
regime typical of the SCBD process enables the growth
of nsC with high porosity and surface corrugation, low
density, and well-controlled thickness [38.7, 11, 13, 14].

The growth of nsC thin films using SCBD is typi-
cally achieved using two differentially evacuated cham-
bers operating in the high-vacuum regime, as depicted
in the sketch shown in Fig. 38.1a. The deposition
process involves four main steps: (i) carbon cluster for-
mation, (ii) cluster extraction, (iii) cluster transport, and
(iv) cluster deposition [38.7, 11, 12, 14, 15]. The carbon
clusters are typically produced in a pulsed microplasma
cluster source (PMCS) coupled to the SCBD apparatus,
as shown in Fig. 38.1a [38.7, 15]. The PMCS, which
is presented schematically in Fig. 38.1b, is a cluster
source based on the pulsed vaporization of bulk elec-
trodes. In order to form carbon clusters, a rod of the
graphite to be vaporized is inserted into the small cavity

a) b)

PMCS

Focusing
system

Expansion
chamber

Skimmer

To vacuum
To vacuum

Deposition
chamber

Sample
holder

Copper
anode

Pulsed
valve

Graphitic rod

Fig. 38.1a,b Schematic representations of (a) a typical apparatus for supersonic cluster beam deposition and (b) a pulsed
microplasma cluster source for carbon cluster deposition and generation

inside the ceramic body of the PMCS. A pulsed valve
injects an inert gas such as helium into the cavity to pro-
mote an electrical discharge between the cathode (i.e.,
the graphitic rod) and a copper anode placed inside the
source. The discharge, driven by a high-voltage pulse
(typically between 600 and 800V), lasts 60�90ms and
results in the ablation of a very small region of the
graphite target. The gas-phase carbon atoms from the
sputtered target are then quenched by collisions with the
helium gas, nucleate, and condense inside the cavity of
the source, forming an aerosol of carbon clusters that is
eventually transported out of the PMCS in a seeded su-
personic expansion [38.11, 14]. The separation effects
attainable in aerosol flow dynamics permit the cluster
size distribution produced in the PMCS to be refined,
and the particles are concentrated by a series of aero-
dynamic lenses [38.11, 12, 14]. After passing through
the aerodynamic focusing system, the carbon cluster
aerosol undergoes supersonic free-jet expansion and en-
ters the expansion chamber, forming a molecular beam.
Finally, the central part of the beam is selected by
a skimmer and eventually reaches a substrate placed
on the sample holder in the deposition chamber [38.11,
14].
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38.2 Surface Morphology of Cluster-Assembled Carbon Thin Films

Figure 38.2a shows a representative topographic map,
acquired by atomic force microscopy (AFM), of a nsC
film of thickness 220 nm (the thickness is measured
with high precision by scanning the AFM tip across
a sharp step on the film produced by masking the
substrate during cluster deposition). The surface mor-
phology of the nsC film is characterized by high specific
area and roughness and by the presence of a fine
raster of nanometer-sized grains, which are typical of
cluster-assembled films deposited by SCBD [38.16–
18]. The rough and granular nature of the film is a
consequence of the deposition of the building blocks
(the carbon clusters), which are typically nanosized
according to their mass distribution [38.19]. Clusters
impact with low kinetic energies per atom on the
growing interface, thus avoiding substantial fragmen-
tation [38.19]. Upon deposition, the more unstable
and reactive carbon clusters may undergo aggregation
and/or coalescence [38.10]. The resulting morphology
is statistically scale invariant (self-affine) across sev-
eral orders of magnitude in length: from the size of the
pristine clusters produced by gas-phase aggregation in-
side the cluster source and the size of the surface grains
formed after deposition and film growth right up to the
size of the largest morphological features observed in
Fig. 38.2a (which are micrometer-sized for the thick-
est films shown in Fig. 38.2b) [38.18, 20]. The rms
roughness Rq, calculated as the standard deviation of
the surface heights (typically measured from AFM scan
traces extending over an area of 5�m� 5�m), gen-
erally increases with film thickness, as clearly shown
in Fig. 38.2b (from bottom to top). The roughening of
the growing interface is known to be regulated by scal-
ing laws (the Family–Vicsek scaling relations) that are
typical of a variety of growing interfaces [38.21–24]
and result in a statistically scale-invariant topography.
The scaling laws govern the evolution of morphologi-
cal parameters such as the rms roughness and the lateral
correlation length, i.e., in practical terms, half the max-
imum (average) size of the largest morphological fea-
tures that develop during film growth, such as the super-
grains visible in the AFM maps of Fig. 38.2b [38.21].

Fig. 38.2 (a) A representative 2-D view of the surface
morphology of a nsC film of thickness 220 nm. A fine
raster of surface nanometer-sized grains is visible. (b) Im-
ages depicting how the surface rms roughness of the nsC
film varies as a function of increasing film thickness (the
thickness varies from 36 to 500 nm and the rms roughness
varies from 9 to 65 nm from the bottom to the top image;
the scan area in each image is 2�m�1�m, and the vertical
range is 600 nm) I

Despite the disordered surface morphologies of
cluster-assembled carbons, as well as the randomness
of the deposition process, the existence of a scaling law
for roughness evolution allows precise control over the
morphological properties of the nsC thin films. This
is achieved by simply adjusting the deposition time,
since the film thickness increases linearly with the de-
position time at a constant deposition rate. Quantitative
analysis of AFM topographies has shown that the evo-
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lution of the rms roughness Rq with the thickness h
of the nsC film obeys the power law Rq � hˇ, with
ˇ D 0:84˙ 0:19 (Fig. 38.3a). The value of the growth
exponent ˇ is larger than expected for a purely ballistic
deposition growth model (for which ˇ D 0:33), which
is typical of deposition processes in which the added
particles land on and stick to the growing interface
without diffusing significantly [38.21, 24]. Incidentally,
the growth of cluster-assembled metal oxide films de-
posited by SCBD (either titania or zirconia) obeys the

Fig. 38.3 (a) Scaling of the rms roughness of the surface
of a nsC film deposited via SCBD. The linear fit obtained
for the log–log plot highlights the power law character of
the evolution of roughness with film thickness (deposition
time). The evolution of the surface roughness conforms
to a scaling law that is compatible with the ballistic de-
position regime; (b) nsC film thickness as measured by
AFM versus the film thickness measured by QCM assum-
ing a material density of 1 g=cm3 J

scaling laws of the ballistic deposition regime [38.16,
17]. Pinning and quenched noise mechanisms may be
key to understanding the scaling of nsC film morpho-
logical properties, in contrast to nanostructured metal
oxides [38.23]. It has indeed been observed that larger
clusters can act as pinning locations, locally quenching
the evolution of the growing interface [38.20].

The surface granularity revealed by the AFM maps
shown in Fig. 38.2 reflects the structure of the bulk ma-
terial, which exhibits a low density, is highly porous,
and has a high surface area. The density of the nsC film
was calculated by comparing the nominal film thickness
measured by a quartz crystal microbalance (QCM, con-
figured assuming a nominal material density of 1 g=cm3

and that the acoustic impedance data of graphite are
applicable) placed close to the sample during deposi-
tion with the film thickness measured ex situ by AFM
(Fig. 38.3b). Assuming that the same mass of nsC per
unit area is deposited on the QCM and the sample, and
that the AFM provides an accurate measurement of the
film thickness, the inverse of the slope of the curve
shown in Fig. 38.3b was found to represent the cor-
rection factor to the nominal density assumed for the
QCM measurement. A density of about 0:5 g=cm3 was
therefore estimated for nsC. This is about one-fourth of
the density of graphite (� 2:2 g=cm3), confirming the
porous nature of the nsC deposited by SCBD. This ex-
plains why nsC is attracting considerable interest in the
context of functional devices where high porosity at the
nanoscale and a large specific surface area are benefi-
cial.

38.3 Cluster-Assembled Carbon Nanocomposites

The preservation of cluster nanostructure when the
clusters land on the growing interface during SCBD
enables the deposition of a wide variety of carbon
nanocomposites by the controlled introduction of het-
erospecies into the cluster-assembled carbon matrix.
Cluster-assembled thin films of carbon nanocompos-
ites have been effectively produced via different ap-
proaches based on the SCBD/PMCS method, including
(i) the application of He-based gas mixtures as sput-
tering gases instead of pure He [38.25, 30], (ii) the

utilization of a PMCS equipped with a multicomponent
cathode [38.27, 31], and (iii) the use of multiple simul-
taneous SCBD processes to deposit clusters of different
materials produced in separate sources [38.29]. The
aforementioned strategies provide high versatility in
terms of the variety and the concentrations of materials
embeddable in the nsC, thus enabling the highly tun-
able introduction of nanoparticles, dopant atoms, and
graphitization catalysts into the carbon matrix, which
in turn allows the structural and electrical properties
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Fig. 38.4 (a) Densely packed graphitic planes and onion-like particles present in a nsCNx film obtained by mixing NH3

and He (reprinted from [38.25], with permission from Elsevier), (b) foam-like carbon obtained by adding metallorganic
Mo to the He (from [38.26]), (c) TiOx nanoinclusions dispersed in the nsC matrix (reprinted from [38.27], with the
permission of AIP Publishing), (d) Ni nanoparticles embedded in nsC and surrounded by equally spaced graphitic shells
(reprinted with permission from [38.28]. Copyright (2003) by the American Physical Society), and (e) tubular onion-like
carbon structures consisting of concentric curved graphitic sheets that formed in Ni-containing nsC thin films upon mild
thermal treatment (From [38.29]. © IOP Publishing. Reproduced with permission. All rights reserved)

of nsC thin films to be tailored according to require-
ments.

Dopant inclusion in nsC films has been achieved
by operating the PMCS with nitrogen-containing gases,
such as N2 and a He-NH3 mixture instead of pure
He [38.25], and by mixing metallorganic compounds
such as molybdenum(V) isopropoxide and cobalt(II)
methoxyethoxide with the He carrier gas before it en-
ters the source [38.30]. In this way, molecules in the
buffer gas are cracked by the electric discharge and add

N, Mo, and Co atoms to the condensing carbon vapor,
favoring the growth of carbon clusters with a higher
degree of organization than seen for undoped clus-
ters. The availability of nitrogen atoms in the reaction
chamber of a PMCS operated with a graphite target
leads to the formation of a cluster-assembled CNx film
with a nanostructure characterized by the coexistence of
interwoven graphitic planes, onion-like nanoparticles,
and multiwalled nanotubes embedded in an amorphous
carbon matrix (Fig. 38.4a; [38.25]), whereas supplying
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a very low concentration of Mo or Co produces nsC thin
films rich in spongy schwarzite structures consisting of
fully connected 3-D sp2 networks with a topology typ-
ical of negatively curved graphene layers (Fig. 38.4b)
and with pore sizes that depend on the metallic precur-
sor (e.g., narrower and larger pores were reported for
Co and Mo doping, respectively) [38.30].

The loading of metal and metal oxide nanoparticles
into nsC thin films has been obtained by either oper-
ating a PMCS with a carbon-metal composite cathode
or using two cluster sources, one with a carbon and one
with a metal cathode. In the former case, a mixed super-
sonic beam seeded with both carbon and metal clusters
is produced; in the latter, two incident supersonic beams
are formed, and the carbon and metal clusters are finally
mixed on a substrate located at the intersection of the
beam trajectories. Mixed cluster beams obtained using
metal-graphite composite cathodes have been success-
fully used to uniformly disperse noble and transition
metals into nsC in order to realize thin films with
different metal abundances, particle sizes, and dilu-
tions [38.31]. Nanocomposite nsC thin films containing
noble metals such as Au, Pt, and Pd at concentrations
of between 2 and 20 at:% and with metal nanoparti-
cle diameters between 1 and 15 nm show very similar
structures and carbon networks to those of of pure nsC
thin films. Conversely, the inclusion of transition met-
als (e.g., Ti and Ni) drastically alters the nsC matrix
as these metals catalyze the formation of crystalline
sp2 nanostructures. Titanium-containing nsC thin films

show the presence of TiOx nanoinclusions; the size of
these nanoinclusions increases according to the Ti con-
tent in the film, ranging from a few nm for the lowest
concentration (ca. 3 at:%) up to 10�15 nm for higher
concentrations (9�11 at:%). Titanium-containing nsC
thin films also exhibit more ordered carbon structures—
open and defective graphitic cages—than pure nsC
(Fig. 38.4c; [38.27, 31]). Interestingly, these thin films
undergo significant metallization under exposure to
a focused vacuum UV photon beam, enabling complex
metallic patterns to be drawn with submicrometric res-
olution on the films [38.27, 32]. More of the ordered
graphitic structures are formed when the carbon clus-
ters are grown in the presence of <2 at:% Ni atoms,
and the resulting nanocomposite Ni:nsC films contain
sp2-hybridized ribbon-like, onion-like, and cage nano-
structures with small (2�7 nm) metal particles embed-
ded (Fig. 38.4d; [38.28, 31]). Ni:nsC nanocomposites
with different volumetric Ni concentrations (0�35%)
have also been deposited by appropriately adjusting the
relative intensities of nickel and carbon-cluster beams
produced in different PMCSs [38.29]. Due to the low-
energy deposition regime applied, the inclusion of pre-
formed Ni nanoparticles in the nsC does not increase
the graphitic order of the carbon matrix. Nevertheless,
upon mild thermal treatment at 300 °C, the embed-
ded metals promote the formation of curved graphitic
sheets, and the Ni:nsC thin films become rich in tubular
onion-like structures with lengths of up to several tens
of nanometers (Fig. 38.4e; [38.29]).

38.4 Cluster-Assembled Carbon Thin Films for Energy Applications

Nanostructured materials with high surface-to-volume
ratios have enhanced interfacial properties that are ben-
eficial in a number of emerging energy storage and
conversion technologies (e.g., photovoltaics, batteries,
fuel cells, and photocatalytic systems) where the device
performance is typically governed by surface-mediated
physicochemical processes [38.33]. The synthesis of
nanostructured materials with controlled structural and
morphological properties is the key to understanding
these processes, and paves the way for the develop-
ment of efficient and green energy technologies [38.33,
34]. The need to transition to a sustainable energy
scenario is currently being accelerated by the Inter-
net of Things paradigm in which an enormous number
of smart devices and sensors are linked together in
communication networks; this requires efficient energy
management, often including energy harvesting and
storage functions [38.35]. The ability to produce and
deposit functional materials with well-controlled nano-

structures is crucial to the development of devices that
integrate systems capable of harvesting energy from the
environment, storing it, and delivering the power re-
quired to switch on functional units such as sensors and
transceivers.

Electrochemical cells are important enabling tech-
nologies for renewable energy as well as energy man-
agement, conversion, and storage [38.36]. These tech-
nologies rely on interfacial processes that strongly
depend on the morphological characteristics of the
interfaces between electrodes and electrolytes. Elec-
trochemical cell development would thus benefit from
the fabrication of nanostructured electrodes with engi-
neered interfacial properties.

Carbon thin films with high surface-to-volume ra-
tios are used extensively as electrode materials in
a number of emerging electrochemical systems due
to their chemical inertness, high electrical conductiv-
ity, low density, and relatively low cost [38.6]. These
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systems typically take advantage of the large specific
surface area of the employed carbons to promote the
storage and/or exchange of charge at the electrode–
electrolyte interface. However, the techniques com-
monly used to fabricate porous carbons are not readily
compatible with thin film deposition processes and/or
micropatterning techniques, and are therefore unsuit-
able for the development of micro and on-chip in-
tegrated energy devices, as required by the rapidly
growing market of autonomous miniaturized electronic
systems. The use of aggressive chemical and thermal
treatments to improve the carbon porosity is another
issue that limits the integration of carbon electrodes
into diverse substrates that would greatly increase their
range of applications, such as polymers and paper.

The miniaturization and integration of carbon elec-
trodes requires an ability to synthesize porous carbon
thin films by high-throughput techniques that allow fine
control over the physicochemical characteristics of the
material and compatibility with standard microfabrica-
tion processes and substrates.

The assembly of carbon clusters via SCBD is
a promising approach with demonstrated applicabil-
ity to the production of carbon-based materials and
electrodes with structural and morphological proper-
ties that are beneficial for electrochemical applications.
Moreover, the deposition of nsC thin films at room
temperature and under clean high-vacuum conditions,
which is characteristic of the SCBD method, leads to
novel opportunities in the context of integrating highly
porous carbon electrodes into diverse platforms.

38.4.1 Microsupercapacitors

Electric double-layer capacitors, also known as super-
capacitors (SCs), are energy storage devices that play
an important role in encouraging the widespread adop-
tion of renewable energy sources. SCs store energy in
the electric double layer formed upon the electrostatic
separation of charges at the interface between a po-
larizable (and typically carbon-based) porous electrode
and an ion-conducting electrolyte [38.37]. Due to the
reversibility and speed of the double-layer formation
mechanism, SCs can be quickly and almost endlessly
charged and discharged, offering a much higher power
density and much longer cycle life than electrochemical
batteries [38.38]. SCs are extensively used in a vari-
ety of applications, such as electric vehicles and grid
storage, and have great potential to replace batteries
or to be used in combination with energy harvesters
to power microelectronic devices and develop self-
sustainingminiaturized devices [38.39]. The integration
of microsupercapacitors into more complex systems
that include energy harvesters and functional devices is

nsC
Pt
Mylar

H3C

H3C
N+

CH3

CH3 CF3O O

OO

F3C

N–

SS

Fig. 38.5 Schematic of a planar microsupercapacitor fab-
ricated by the SCBD of nsC electrodes on a flexible Mylar
substrate (Reprinted from [38.41], with permission from
Elsevier)

a valuable strategy for developing autonomous systems.
However, the fabrication of porous carbon electrodes
with controlled and optimized properties (e.g., shape,
thickness, porosity, morphology, and structure) remains
a challenge.

The deposition of nsC thin films by SCBD is an
effective approach to the synthesis of carbon elec-
trodes with promising electrochemical energy storage
properties [38.29, 40–42]. NsC thin films with thick-
nesses in the range between 100 nm and 1�m have
been reported to exhibit an electric double-layer ca-
pacitance of about 80 F=g in the aqueous and organic
electrolytes commonly employed in the production of
SCs [38.42, 43], and similar capacitances have been
measured upon soaking the nsC in ionic liquids fea-
turing a bis(trifluoromethanesulfonyl)imide anion and
imidiazolium- or ammonium-based cations [38.40,
41]. NsC thin films have been also successfully inte-
grated into prototype microsupercapacitors fabricated
by SCBD on glass and polymeric substrates [38.40, 41,
44]. As reported in Fig. 38.5, SCBD-generated micro-
supercapacitors consist of two coplanar nsC electrodes
that are deposited using stencil masks and have areas
of 0:2�1 cm2 and thicknesses in the range between
100 and 500 nm. The electrodes are then soaked with
a thin layer of ionic liquid serving as electrolyte. The
resulting devices exhibit a specific capacitance of about
10 F=cm3 and have been demonstrated to operate in
a flat or bent configuration at 3V with long cycling sta-
bility (over 2�104 cycles) even at temperatures up to
80 °C, as well as to have a volumetric specific power
and energy of 10�14W=cm3 and 2:5�10mWh=cm3,
respectively [38.40, 41].

Although they are nonoptimized prototypes, the
energy storage performance of microsupercapacitors
based on nsC thin films is of interest for different de-
vices that, if properly designed and connected, could
bring about miniaturized autonomous systems [38.45].
Moreover, compared to other forms of carbon that
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have been employed as electrode materials in microsu-
percapacitors (e.g., carbide-derived carbons, onion-like
carbons, and graphenes [38.39]), nsC thin films have
the key advantage of being inherently porous and de-
positable in a single step, avoiding the need for com-
plicated postdeposition processing, such as sintering,
chemical activation, and binder mixing.

38.4.2 Electrolyte-Gated Transistor

In the race to produce autonomous electronic devices,
electrolyte-gated transistors (EGTs) are attractive plat-
forms owing to their very low voltage operation [38.46].
EGTs make use of electrolytes instead of conventional
gate dielectrics and exploit electrolyte–channel inter-
faces with high electrical double-layer capacitance to
modulate currents across several orders of magnitude at
relatively low gate voltages. The use of porous carbon-
based material with a high specific surface area as the
gate electrode enables operation below 1V and ren-
ders the presence of an external reference electrode to
monitor the channel potential unnecessary, thus sim-
plifying the structure of the device [38.47, 48]. Indeed,
carbon gate electrodes with high capacitance can elec-
trostatically store an amount of charge that can, if coun-
terbalanced in the transistor channel, lead to channel
doping and current modulation [38.47, 48]. Moreover,
the integration of porous carbon gate electrodes into
EGTs enables these systems to be used as energy stor-
age structures, resulting in a class of devices known as
transcaps, where the charge stored at the gate interface
permits the transistor to be operated without an external
power supply [38.49]. The coupling of a transistor with
a capacitor within the same structure could therefore
yield a very interesting energy device for autonomous
electronic and bioelectronic systems, but this remains
a challenging approach due to the lack of effective
fabrication techniques that enable the deposition and in-
tegration of porous carbon thin films into EGTs [38.49].

Recently, cluster-assembled nsC thin films
with a thickness of about 750 nm were success-
fully integrated as gate electrodes into planar
and flexible poly(3,4-ethylenedioxythiophene)
polystyrene sulfonate (PEDOT:PSS)-based organic
electrochemical transistors patterned by orthogonal
lithography on a Mylar substrate using poly(sodium 4-
styrenesulfonate) (PSSNa) gel as an electrolyte [38.50].
The large specific surface area of a nsC thin film de-
posited by SCBD allows a considerable amount
of charge to be stored in the electric double layer
formed at the gate–electrolyte interface, enabling the
doping/dedoping of the transistor channels by the
counterbalanced charge at the channel–electrolyte
interface. The electrical characteristics of the devices
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Fig. 38.6 Transfer curve of an electrolyte-gated transistor
that is based on a PEDOT:PSS channel and employs a nsC
thin-film gate electrode and a PSSNa-based gel electrolyte.
The inset of the figure is a SEM image of the nsC gate
electrode. (Reprinted by permission from [38.50])

present very good drain-source current modulation at
low voltages (the gate voltage was varied between �0.8
and 0:8V) with an on=off ratio of about 60 (Fig. 38.6).
Moreover, due to the high electric double-layer ca-
pacitance of nsC thin films, the device can also act as
a hybrid supercapacitor with efficient charge retention
and satisfactory energy storage characteristics. The
resulting system can maintain the applied voltage
for a short period of time (ca. 10 s), allowing the
operation of the transistor and the modulation of the
current without an external power supply [38.50]. This
demonstrates that the deposition of carbon clusters
by SCBD is a suitable approach for the fabrication of
flexible EGTs and transcaps featuring carbon-based
gate electrodes.

38.4.3 Photocatalytic Systems

Photocatalytic processes are extensively used in a va-
riety of applications, such as hazardous waste remedi-
ation, hydrogen production, and photoelectrochemical
energy conversion [38.51]. Metal oxide semiconductors
(e.g., TiO2, WO3, ZnO) are among the most thoroughly
investigated photocatalysts due to their ability to use
photogenerated charge to initiate redox reactions in ad-
sorbed species, their high chemical stability, and their
low cost [38.52]. Although the photocatalytic activity
of these materials results from a synergistic effect of
several physicochemical properties, considerable effort
is being directed into enlarging their surface-to-volume
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Fig. 38.7 (a) SEM
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of the cluster-
assembled TiO2:C
nanocomposite
formed using a nsC
thin film as substrate
for the deposition of
TiO2 nanoparticles,
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acid solution
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and (d) incident
photon-to-current
efficiency spectra
acquired under
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illumination in 1M
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assembled TiO2

and TiO2:C as
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ratio via nanostructuring to favor the adsorption of the
compounds to be reduced and/or oxidized.

To use a nanosized photocatalyst practically, it must
be embedded into an appropriate support material with
a high surface area (e.g., a porous membrane): so to
maximize the mass-transfer to the catalyst, to allow
photons reach the active material, and to minimize the
loss of catalyst into the environment [38.53]. Moreover,
as nanoparticle-based metal oxide materials typically
suffer from poor electronic connectivity due to the rel-
atively high number of grain boundaries present in
the system [38.54], conductive support materials are
needed to facilitate the transport of the electric charge at
the interface with the photocatalyst. Carbon thin films
with high specific surface areas and electric double-
layer capacitance are promising support materials for
metal oxide photocatalysts [38.55].

The use of cluster-assembled nsC thin films of thick-
ness 200 nm as substrate layers for the deposition of
TiO2 nanoparticles was recently reported to be an effec-
tive strategy for the fabrication of TiO2-based materials
with high photocatalytic activity. This approach yields

TiO2:C nanocomposite thin films with high surface cor-
rugation (Fig. 38.7a,b) and greater surface roughness
and electric double-layer capacitance thanmaterials that
consist of the same amount of TiO2 nanoparticles only
and are deposited using the same technique on flat sub-
strates [38.56]. The beneficial effect of the structure
of the nanocomposite on its photocatalytic activity was
proven by the significantly increased activity of the
TiO2 nanoparticles embedded in the nsC in the oxidative
photodegradation of salicylic acid (Fig. 38.7c) and the
production of hydrogen via photoelectrochemical water
splitting (Fig. 38.7d; [38.56]).

These improvements demonstrate that the SCBD-
based fabrication of photocatalytic materials through
the deposition of TiO2 nanoparticles on nsC thin films
not only allows the surface morphology and porosity
of the nanoparticle-assembled TiO2 to be adjusted to
enhance mass transport to the surface of the photocata-
lyst, but it also improves the electrical properties of the
photocatalyst, thus facilitating the transfer of the pho-
togenerated charge from the TiO2 nanoparticles to the
adsorbed species.
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38.5 Conclusions

The assembly of carbon clusters produced in a pulsed
microplasma cluster source (PMCS) and deposited
by supersonic cluster beam deposition (SCBD) has
emerged as a very effective approach for growing car-
bon thin films. SCBD enables neutral carbon clusters
to be manipulated through supersonic expansion and
aerodynamic focusing, thus permitting the deposition of
carbon thin films with controlled nanostructures. Pre-
cise control over the conditions applied during cluster
production, extraction, and deposition is crucial not
only in basic research but also to meet the requirements

imposed by applications. Cluster-assembled carbon thin
films produced via SCBD exhibit low density, high sur-
face roughness, and high porosity—characteristics that
potentially make these films useful in a wide range of
devices, such as electrolyte-gated transistors, superca-
pacitors, and photocatalytic systems. These properties,
together with the compatibility of SCBD with standard
planar microfabrication processes, are key to the devel-
opment of energy storage and conversion devices that
require the integration of extremely thin films of nano-
structured carbon.
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39. Nuclear Methods in Surface Science

Daiichiro Sekiba

Some techniques in ion beam analysis (IBA), pro-
foundly related to surface science, interfaces, and
thin films, are introduced. In particular, this chap-
ter details Rutherford backscattering spectrometry
(RBS) and elastic recoil detection analysis (ERDA)
as well as their high-resolution varieties, and nu-
clear reaction analysis (NRA), as well as recent
progress that has allowed, e.g., the extension of
the realm of applications to ambient conditions.
These techniques have a long history that overlaps
with the development of nuclear and elemen-
tal particle physics. Indeed, one could say that
IBA is a byproduct of these branches of physics.
Therefore, the principles of linear accelerators are
also briefly mentioned in this chapter. The ad-
vantages of IBA derive from the swiftness of the
probe ion beams produced by particle accelerators.
The resulting very short interaction time ensures
a precise description of differential cross section in
RBS and ERDA while neglecting inelastic collisions
since no chemical reactions can occur. Similarly,
the cross section of NRA is well determined by nu-
clear physics and is not affected by environmental
factors. These characteristics allow the absolute
quantification of elemental compositions, includ-
ing of hydrogen, on as well as under solid surfaces
without the need to refer to any standard sam-
ple. Finally, it is noteworthy that IBA intrinsically
offers nanoscale depth resolution because of the
stopping power of the target material, which is
an important concept defined in this chapter also
in relation to the recent development of particle
radiotherapy for oncological treatments.
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39.1 Methods Employing Swift Ion Collisions

The most widely used ion beam analysis (IBA) tech-
niques employing swift ions for solid-state physics
are particle-induced x-ray emission (PIXE), particle-
induced ”-ray emission (PIGE), Rutherford backscat-
tering spectrometry (RBS), elastic recoil detection anal-
ysis (ERDA), and nuclear reaction analysis (NRA).

Among these, RBS, ERDA, and NRA offer good depth
resolution and can be easily applied to surface and in-
terface studies, provided that the experiment is designed
appropriately. In particular, RBS is sensitive to the rel-
atively heavy elements present in the sample, while
ERDA and NRA are suitable to detect light elements
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including hydrogen. Therefore, ERDA and/or NRA in-
vestigations are usually performed simultaneously with
RBS due to the complementary information that can be
retrieved. These techniques are compatible, since the
detector used for RBS does not affect ERDA and NRA
measurements.

Despite their long history, such methods are still
undergoing improvements in terms of their depth res-
olution and detection limits. The reason why these
traditional methods remain important is that IBA offers
the unique advantage of enabling absolute quantifica-
tion of elemental composition without the need for
calibration samples. These techniques thus enable the
identification of novel compounds in solid chemistry
samples and the derivation of information on their sur-
face properties.

This chapter does not cover low-energy ion scatter-
ing (LEIS), also known as ion scattering spectroscopy
(ISS), even though this technique plays an important

role in surface science studies. The most distinct dif-
ference between ISS and the other above-mentioned
IBA techniques is that it makes use of low-kinetic-
energy ions (up to some keV), which makes the in-
teraction time with the target atoms long enough to
enable chemical interactions, inhibited for swift ions.
For this reason, the scattering process in ISS is usu-
ally inelastic, and information can be retrieved only
by comparison with trajectory simulations. ISS data
interpretation is still being improved, e.g., by in-
cluding the electronic interaction between probe ions
and targets. From the experimental side, a recent de-
velopment is the use of spin-polarized beams (SP-
ISS) for surface investigation, which delivers valu-
able information on materials that exhibit a substan-
tial spin–orbit interaction. ISS has been recently re-
viewed by Brongersma et al. [39.1]. For information
on SP-ISS, the papers by Suzuki [39.2, 3] are recom-
mended.

39.2 Accelerators

In IBA, an electrostatic accelerator, with a terminal
voltage of 0:1�10MV, is used. Synchrotrons or cy-
clotrons, which can accelerate charged particles up to
� 100MeV, are rarely employed in IBA for materials
science applications, while they are often used for med-
ical purposes, such as oncological therapy [39.4]. The
latter takes advantage of the knowledge and experience
gathered in the long history of IBA. The study of parti-
cle radiotherapy from the physics viewpoint is therefore
useful not only for medical doctors but also for IBA sci-
entists.

Two types of accelerator are usually employed for
IBA: the tandem type (Fig. 39.1a) and the single-end
type (Fig. 39.1b) [39.5]. The former is suitable for high-
energy beams, while the latter is used for relatively low
energies when a high beam current is required. Most
IBA apparatuses consist of an ion source, a terminal
shell kept at a high positive voltage, and a measure-
ment system (target and detectors). We first describe the
tandem-type accelerator setup. Since the ion source cre-
ates negative ions and IBA users are interested in many
different elements of the Periodic Table, the task of the
ion source is to produce negative ions of each desired
element; For example, in the case of oxygen (O) or
chlorine (Cl) beams, one can use a sputtering-type ion
source, which consists of an oven, employing usually
cesium (Ce), an ionizer, and a target (Fig. 39.1c). Solid
Ce is inserted into the oven, and Ce vapor is generated
by sublimation when heating the oven. The hot ionizer
creates CeC ions that are attracted toward the target (of-
ten called the cathode) in which the desired element is

included. When the CeC ions sputter the cathode, neg-
ative ions of the desired element are produced and then
accelerated by the repulsive force due to the negative
electric voltage applied to the cathode. When the nega-
tive ions reach the external part of the ion source, they
are further affected by the negative voltage applied on
the ion source. Usually, this negative voltage lies in the
range from�50 to��100 keV. Compared with photon
sources used, e.g., in photoemission, the disadvantage
of an ion source is its instability. The user must ac-
curately control the heating power of the Ce oven and
ionizer to stabilize the ion beam current.

If the user wants to employ inert gases such as He
or Ne, other specific ion sources are used. The princi-
ples of operation of such ion sources for inert gases are
completely different from those of the sputtering type.
The ion source for the inert gas has a Li oven to gener-
ate Li vapor by sublimation, although sometimes alkali
metals other than Li are used instead. Negative ions of
inert gases are usually produced by direct collision of an
electron beam with the Li vapor. After negative ions of
the inert gas are generated, the acceleration mechanism
is the same as for the solid cathodes used for other ele-
ments. At many facilities, the accelerators have several
ion sources to enable various types of experiment.

The negative ions are guided by magnets toward the
entrance of the accelerator. The accelerator is usually
contained in a large tank of SF6 gas at � 0:8MPa
to avoid discharge. A part called the terminal shell
is placed at a high (positive) voltage at the center
of the accelerator and connected to its entrance and
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Fig. 39.1
(a) Tandem-
type electrostatic
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(c) Schematics
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solid target, which
generates the de-
sired negative ions.
(d) Schematics of
charge conversion
process in the
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exit by acceleration tubes, which are usually made
of ceramic with resistor divider circuits. When the
negative ions reach the entrance of the accelerator, they
start being accelerated by the attraction to the positive
voltage of the terminal shell. In the terminal shell,
several electrons are removed from the negative ions by
a stripper foil (carbon) or stripper gas (Ar) (Fig. 39.1d).
The particles then become positive ions and are again
accelerated by the repulsive force from the terminal
shell. This process is called charge conversion. Thus,
by using this trick of charge conversion, a tandem-type
accelerator can provide a high-energy beam starting
from a single terminal shell.

Any IBA technique usually requires monochro-
matic beams. The user must thus pay attention to the
fact that ions with various valences can coexist after
the occurrence of charge conversion. They have, of
course, different energies. Therefore, an analyzer mag-
net (Fig. 39.1a,b) is inserted downstream of the acceler-
ator so that users can select the desired energetic parti-
cles.

On the other hand, a single-end-type accelerator
contains an ion source in a terminal shell. The ion
source produces positive ions instead of the negative
ones produced by a tandem-type accelerator. This rep-
resents a great advantage from the point of view of
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the beam current, because in most cases, the creation
of positive ions is much easier than that of negative
ions.

There are two methods to obtain the high volt-
age applied to the terminal shell, viz. Van de Graaf

and Cockcroft–Walton type accelerators [39.6–8]. Both
methods are still in common use for a wide range of
terminal voltages. Nowadays, in particular the Van de
Graaf type is operated using a pellet chain [39.9] in-
stead of a rubber band.

39.3 Stopping Power

The intrinsic high depth resolution of RBS, ERDA, and
NRA is based on the stopping power of the target ma-
terials towards the probe ions. The typical value for
common materials (semiconductors and/or metals) is
several keV/nm.When selecting energies of� 100 keV,
referred to as medium energy in this field, the stopping
power becomes an order of magnitude larger. In RBS
and ERDA, the depth resolution is determined by the
combination of the energy resolution of the detector,
the stopping power, and the relative angle between the
surface normal and the beam incidence direction. For
NRA, the key factors are the resonance energy width
and the energy straggling of the incident beam.

There is no established general theory to calcu-
late the stopping power. It is a complicated function
of the electronic stopping power and the nuclear stop-
ping power. When the incident ions are swift enough,
the electronic stopping power dominates. Usually, RBS,
ERDA, and NRA are performed in this energy region,
in which the electronic stopping power varies almost
linearly and moderately, so that the user can easily con-
vert an ion energy loss into a depth from the surface.
If the target region is limited to a shallow subsur-
face region or to an interface below a thin film, the
change of the stopping power is negligible and it can
be treated as constant. The nuclear stopping power be-

comes important when the velocity of the incident beam
is small; e.g., the sputtering process in secondary-ion
mass spectroscopy (SIMS) [39.10] and/or the efficiency
of radiotherapy are greatly affected by the nuclear stop-
ping power. Practically, in RBS, ERDA, and NRA, one
uses tabulated values of experimentally measured stop-
ping powers. Today, such data are well known and users
can easily extract the necessary stopping power us-
ing the Stopping and Range of Ions in Matter (SRIM)
code [39.11].

When users need the stopping power of a new com-
pound, it can be obtained by Bragg’s rule to a good
approximation [39.12] under the condition that the elec-
tronic stopping power is dominant. Briefly, the stopping
power of a compound is calculated by the summation of
each element included with a weight connected to the
particle density. This calculation can also be performed
by the SRIM code [39.11].

While measurements on devices with operation
have been intensely developed in many fields, an
accurate database of stopping powers for gas atmo-
spheres and liquids is required for the field of IBA.
Indeed, efforts are still being devoted to the measure-
ment of the stopping power for various gas and liquid
phases [39.13–15]. These data are also important for the
medical field, e.g., for particle radiotherapy.

39.4 Principles of RBS and ERDA

Most nuclear methods in surface science employ an
energetically monochromatic ion beam accelerated by
an electrostatic accelerator. Usually ions with energies
from several hundred keV up to MeV are used. One
can choose the desired elements as accelerated ions,
as mentioned above. RBS is one of the oldest meth-
ods using high-energy particles. When Rutherford and
his collaborators found the nucleus of gold (Au) by the
incidence of ’ particle, the principle of RBS was al-
most established [39.16]. As often used in kinematic
explanations (Fig. 39.2), the parallel beam produced
by a double-slit system is guided to a scattering cham-
ber. Suppose that the masses and kinematic energies of
the incident and target particles in the laboratory frame

are M1, E0, and M2, 0, respectively, before the colli-
sion.

After the collision, the kinematic energy of the scat-
tered particle E1 becomes as follows in the laboratory
system, where the factor in front of E0 is often called
the k-factor. The scattering angle 	 is measured with
respect to the beam incident angle.

E1 D

0
B@
M1 cos 	 C

q
M2

2 �M2
1 sin

2 	

M1CM2

1
CA

2

E0 � kE0

One of the most useful advantages of RBS is that the
differential cross-section �.E; 	/ is almost independent
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Fig. 39.2 Schematics of elastic collision with Coulomb
potential and measurement of particle energies. The probe
beam comes from the left through the double x–y slit
system, which reduces its angular divergence. The beam
current is monitored by a beam chopper to normalize the
number of incident probe particles. In the case of the au-
thor’s laboratory, a simple combination of a rotating Cu
wire (3Hz) and a digital current integrator is used. The
current read on the Cu wire is calibrated using a Faraday
cup placed at the end of the beam line. Both scattered and
recoiled particles are usually detected by a solid-state de-
tector (SSD) or surface barrier detector (SBD). The SSD
measures the particles’ energies from the electric current
pulses that are proportional to the number of electron–hole
pairs created inside the p–n junction of the SSD. The elec-
tric current pulses are treated in series by a preamplifier
and shaping linear amplifier, then finally read by a com-
puter through a multichannel analyzer (current digitizer).
The principle of SSD is described in detail in [39.17]

of the chemical composition of the target. This is due
to the swiftness of the incident particle, which does not
have enough time to form chemical bonds with the tar-
get materials. In other words, RBS, ERDA, and other
nuclear methods can be used to determine the absolute
elemental compositions without any other information
except the stopping power data table, which is well
established. The differential cross-section can thus be
written as a function of the atomic number of the inci-
dent (Z1) and target (Z2) particles as

�.E; 	/D
�
Z1Z2e2

2E

�2
1

sin4 	

�

�
cos 	 C

q
1� .M1=M2/

2 sin2 	

�2

q
1� .M1=M2/

2 sin2 	
:

It is apparent that RBS is more sensitive to the heav-
ier elements present in the sample. However, due to the

increase of the cross section at low energy, it is neces-
sary to pay attention to the beam energy: if the velocity
of the incident particle is not large enough, the measure-
ment could be destructive. Nondestructiveness is indeed
one of the main advantages of RBS, ERDA, and NRA.
While RBS is affected by small statistics errors if the
mass of the target particles is heavier than the matrix,
ERDA is more useful to quantify lighter elements in the
matrix. The fundamental kinematics of ERDA is com-
mon to that of RBS (Fig. 39.2). The kinematic energy
of the recoil particle with mass ofM2 is written as

E2 D 4M1M2 cos2 �

.M1CM2/
2
E0 � krecoilE0 :

Here, the recoil angle � is measured from the beam in-
cident direction. The differential cross-section is also
almost matrix independent and described as

�.E; �/D
�
Z1Z2e2 .M1CM2/

2M2E

�2
1

cos3 �
:

A difficulty in ERDA is the choice of an appropriate
stopper foil to be placed in front of the SSD or SBD.
As can be easily imagined, usually other, nonrelevant,
particles enter the detector for ERDA, for example, for-
ward scattered incident particles and recoils of other
elements in the matrix. To remove such noninteresting
particles, one uses a stopper foil, taking advantage of
the different stopping powers of the different elements
in the material of the stopper foil. As a typical case, to
observe hydrogen on the surface and in subsurface re-
gions, 2:5-MeV He ions are used. In this case, Al foil
with tD 10�m or Mylar foil with tD 12�m are typi-
cally used as stoppers [39.18]. The author recommends
Mylar foil, because Al thin foil sometimes has pinhole
defects.

It is noteworthy that the differential cross-sections
for RBS and ERDA described above are based on
Rutherford scattering due to the Coulomb potential.
When the atomic numbers of both the incident beam
and target are small, the Coulomb barrier is over-
come and the interaction occurs between the nuclei.
In this limit, the non-Rutherford cross-section should
be applied. Non-Rutherford cross-sections have been
determined experimentally for the most widely used sit-
uations and are available on the Internet [39.19]. As an
example, the author often uses the cross-sections de-
termined experimentally by Baglin et al. [39.20] and
Besenbacher et al. [39.21] to quantify the amount of
H and D (deuterium), respectively, by ERDA with
2:5-MeV He2C beam [39.22]. IBA users should thus
make a simple estimate before performing an experi-
ment to determine whether the Coulomb barrier can be
overcome or not.
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RBS and ERDA are usually performed simultane-
ously in the same measurement. By doing so, one can
determine the ratio of heavy metals and light elements

precisely after first determining the solid angle ratio be-
tween the two detectors for RBS and ERDA by using
well-known materials.

39.5 Application of RBS and ERDA

Here, an example of RBS and ERDA from the au-
thor’s experience is summarized. The metal compound
formed by Mg and Ni is known to be a hydrogen-
absorbing material. Apart from the high concentration
of hydrogen, a metal–insulator transition also occurs
due to hydrogen absorption and desorption [39.23–
25]. However, after repeated absorption–desorption cy-
cles, the ideal properties are lost. The change in the
Mg-Ni thin film after repeated hydrogen absorption–
desorption cycles was thus investigated by RBS and
ERDA [39.26]. Figure 39.3a shows the RBS setup us-
ing 1:6-MeV 4HeC ions as the probe beam. The results
and schematics of the sample are shown in Fig. 39.4.

SSD for RBS

Sample (Pd/Mg-Ni/DLC/Si)a)

45°

80 mm
30°

1.6-MeV 4H+

SSD for ERDA

Sample (Pd/Mg-Ni/Si)b)

15°

80 mm
30°

2.5-MeV 4H2+

Stopper foil
(Mylar: t = 12 μm)

SSD for RBS

Samplec)

80 mm
30°

1.6-MeV 4H+

SSD for ERDA

Even though the thin films deposited by the sputter-
ing process are similar to each other, the well-separated
depth profile and the change in each of the elements
C, O, Si, Mg, Ni, and Pd can be observed. This sen-
sitivity can be understood based on the k-factor in
the kinematics equation, which implies that the heav-
ier elements contribute in the higher energy region.
After repeated hydrogen absorption–desorption cycles,
mainly the width (or thickness) of the Mg depth pro-
file is modified. Furthermore, a small amount of oxygen
appears in the degraded sample. A simple analysis us-
ing simulations and ERDA measurements (mentioned
below) demonstrates that these changes are induced by
the formation of Mg hydride and Mg oxide under the
Pd cap layer. For the analysis with simulations, the
SIMNRA code may be useful for both RBS and ERDA
as well as NRA [39.27].

The reader may wonder why the angle of incidence
of the beam onto the sample is set at 45ı (Fig. 39.3a):
This technique is used to obtain higher depth resolution
by increasing the track length of both the incident and
scattered particle. In other words, grazing incidence and
grazing emission are needed.

When investigating the elemental composition of
a single-layer film, a simple arrangement such as that

Fig. 39.3a–c Setup of simultaneous RBS-ERDA mea-
surements. (a) RBS setup for relatively high depth resolu-
tion, that is, with grazing incidence and grazing emission.
Both the probe particle and the scattered particles pass the
long track, so that the energy deposition per unit depth is
increased. There is no special meaning for the value of
the energy (1:6MeV) of the incident beam, except that
the accelerator of the author’s laboratory is then stable.
(b) Typical setup for RBS-ERDA simultaneous measure-
ments. Although in this schematic the beam incident angle
and the recoil emission angle with respect to the surface
normal are identical, this is not a compulsory requirement.
The beam energy (2:5MeV) is rather critical when He ions
are used as probe particles. This value is useful to avoid the
detection of forward scattered He ions thanks to the stop-
per foil placed in front of the SSD for recoil (in this case,
H ions). (c) The simplest setup for RBS. The advantages of
this setup are that a probe beam with a large diameter (i.e.,
large beam current) can be used while the energy separa-
tion for each element in the sample is large J
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shown in Fig. 39.3c is sufficient. When the thickness
of the Mg-Ni film is relatively small (� 40 nm), the
change of the depth profile after repeated hydrogen
absorption–desorption cycles can be well distinguished
using the setup shown in Fig. 39.3a.

Fig. 39.4 RBS spectrum taken on the Mg-Ni metal com-
pound before and after repeated hydrogen absorption–
desorption cycles. The setup shown Fig. 39.3a was used,
so that the grazing incidence (of the probe ion) and grazing
emission (of the scattered ion) enable high depth resolution
(see the caption of Fig. 39.3a). DLC indicates diamond-
like carbon, corresponding to sp3-rich amorphous carbon
(Reprinted from [39.26], with the permission of AIP Pub-
lishing) J

Figure 39.5 shows the ERDA and RBS spectra si-
multaneously recorded for samples as shown in the
inset in Fig. 39.4. The experimental setup is changed
as shown in Fig. 39.3b. One can see that the depth
resolution becomes worse when changing the setup,
but hydrogen quantification is now attained. The re-
sults reveal that a lot of hydrogen is included in the
degraded sample after repeated hydrogen absorption–
desorption cycles. Comparison of the simultaneously
recorded RBS and ERDA measurements enables a di-
rect determination of the hydrogen concentration in the
degraded film. More details can be found in [39.26].
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Fig. 39.5 (a) ERDA and (b) RBS spectra taken simultaneously on the Mg-Ni metal compound before and after repeated
hydrogen absorption–desorption cycles using the setup shown in Fig. 39.4b (Reprinted from [39.26], with the permission
of AIP Publishing)

39.6 Advanced ERDA

In conventional ERDA, various different operational
modes may be implemented, known as dE–E telescope
ERDA and ToF–E telescope ERDA, where ToF signi-
fies time of flight, while E indicates the kinetic energy
of the recoils. Both techniques are used mainly for
the identification of light elements. In principle, ERDA

(and also RBS) can distinguish the elements in the sam-
ple based on the energy deposited into the detector.
However, such measurements are often carried out on
samples containing several different light elements such
as Li, B, C, N, O, and F. Because the energy of recoil
depends on both the atomic number and the depth from
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Fig. 39.6 Setup of a simultaneous
RBS and dE–E telescope ERDA
system with � 40-MeV 35Cl7C
beam. P10 gas is a mixture of 90%
argon and 10% methane (Reprinted
from [39.28], with permission from
Elsevier)

the sample surface, it is difficult to identify the elements
from the recoiling particle energy alone. Telescope-type
ERDA determines the element and particle energies by
using two detectors, so even if the recoils of different
elements, for example, O and N, have the same ki-
netic energy, the element and kinetic energy can still
be determined at the same time. In the case of dE–E
telescope ERDA, the recoils penetrate a first detector
(gas ionization chamber) and deposit about 5�10% of
their kinetic energy, indicated by �E or dE. Then the
particles that penetrate the gas ionization chamber are
stopped by a second detector (an SSD in the case shown
in Fig. 39.6), which determines the residual kinetic en-
ergy. Therefore, �ECEres is often also called the total
energy (Etotal). The point is that elemental identification
now becomes possible based on the different interac-
tions with the Ar gas. In other words, even thoughN and
O have the same kinetic energy, they generate a differ-
ent number of ArC and e� pairs during their penetration
through the gas ionization chamber. For the first detec-
tor, usually ionization chambers filled with Ar gas are
used. Sometimes, a thin SSD is used to separate H and
D from relatively thick samples [39.29]. Because the
interaction between the Ar gas and the recoil of each
element is different, one can distinguish the elements
from the �E values even when the Etotal values are the
same.

Figure 39.6 shows schematics of the author’s setup
for simultaneous RBS and dE–E telescope ERDA
analysis [39.28]. This system was developed for mea-
surements of metal oxynitride thin films on various
substrates. The length of the gas ionization chamber
is 50mm. The energy resolution of a typical gas ion-
ization chamber is 100�200 keV. Therefore, the energy
loss difference between O and N during their penetra-

tion of the gas ionization chamber filled with 6000Pa
Ar should be greater than 500 keV. The length of the
gas ionization chamber was determined to satisfy this
condition. When using 40-MeV 35Cl7C as the incident
beam, the typical kinetic energy of O and N recoils is
� 25MeV. Thanks to the simulation, the length of the
gas ionization chamber is determined unambiguously.
Usually the multianion or multiligand system consists
of a relatively heavy metal at the center of the unit cell
and some surrounding light elements. As may be imag-
ined, the ratios between the metal and light elements are
determined by simultaneous RBS and dE–E telescope
ERDA measurements. Figure 39.7 shows some exam-
ple two-dimensional dE–E histograms taken on oxides
and multianion systems [39.30–36].

On the other hand, while dE–E telescope ERDA can
identify the difference between the interactions of the
individual elements with the Ar gas, ToF–E telescope
ERDA allows one to distinguish the light elements by
the recoil. In general, if the mass (or element) of re-
coil is different, the velocity is also different, even
though some recoils may have the same kinetic en-
ergy. Figure 39.8a shows a two-dimensional map of
energy versus time of flight taken on a sample con-
taining multiple light elements [39.37]. Improving the
mass and depth resolution of such measurements has
attracted much attention over the years. In Fig. 39.8a,
the isotopes 6Li and 7Li show well-separated lines. By
extracting the lines of each element, one can reproduce
their depth profiles individually, as shown in Fig. 39.8b.
In the same paper, readers can find a depth profile
with depth resolution of� 1 nm. Figure 39.8c, d shows
a typical setup for ToF–E telescope ERDA, where the
velocities of the recoils are acquired by measuring the
time of flight between the two detectors.
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Fig. 39.7a–d dE–E
histograms taken
on (a) InOxFy
film (tD 125 nm)
deposited on
YWZrO2 substrate;
(b) thick LiTaO3

plate; (c) CoOxNy

film (tD 90 nm)
deposited on
MgAl2O4 sub-
strate, and (d) SiO2

film (tD 47 nm)
deposited on Si
wafer. Here, Eres

means .Etotal � dE/
and t indicates
the film thick-
ness (Reprinted
from [39.28], with
the permission of
AIP Publishing)

The ToF detectors usually consist of a carbon foil,
electrostatic mirror, and microchannel plate (MCP). Re-
cently, very thin (50�100 nm) SiN membranes have
been used instead of carbon foils. The SiN mem-
branes usually have a coating of low-work-function
material to enhance the secondary-electron emission.
MCPs detect the secondary electrons emitted from the
carbon foil due to the recoil penetration. The detec-
tions of the secondary electrons by the two detectors
are used as the start and stop signals. Compared with
dE–E telescope ERDA, ToF–E telescope ERDA mea-

surements can be performed with lower-energy probe
ions. It is noteworthy that, even though H is also
well detected in Fig. 39.8a, the data obtained for H
by ToF–E telescope ERDA are not suitable for ac-
curate quantification. The detection efficiency of H
in ToF–E telescope ERDA is not stable and depends
on the condition of the carbon foil and/or SiN mem-
brane surfaces [39.37, 38]. Recently, the combination
of ToF–E and dE–E has also been suggested to achieve
better mass and depth resolution near surfaces [39.39,
40].

39.7 Outline of HRBS, HERDA, and MEIS

Followingthe development of smaller transistors and
thin insulator layers, ion beam analyzers equipped with
higher depth resolution have been suggested. As men-
tioned above, the determination of the elemental depth

profile in ion beam analysis, in general, is performed
based on the stopping power. In this respect, the strat-
egy to improve the depth resolution involves the flowing
steps:
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Fig. 39.8 (a) Two-dimensional map of energy versus time of flight taken on LiLaO by ToF–E telescope ERDA with
16-MeV 63Cu beam. (b) Depth profile of each element extracted from data reported in panel (a). (c) Overview of ToF–E
telescope ERDA setup (CFD: constant fraction discriminator, TDC: time-to-digital converter). (d) Picture of second time
detector and SSD, written as PIPS (passivated implanted planar silicon). This is a description of a product of Canberra
Co. (present name MIRION Technology Co.) (Reprinted from [39.37], with permission from Elsevier)

1. Maximize the energy loss of the incident and/or
emitted particles per unit depth. For this purpose,
there are two possibilities: using grazing incidence
of the primary ions or grazing emission of the
scattered ions or recoils. Another practical solu-
tion is to make use of so-called medium-energy
(100�500 keV) projectiles.

2. The detection of scattered ions (in RBS) and recoils
(in ERDA) should be improved to � 0:5 keV. The
group of Mannami and Kimura have proposed the
combination of a 90ı sector magnetic spectrome-
ter with a position-sensitive detector (PSD) for both
RBS [39.41] and ERDA [39.42]. Usually a position-
sensitive microchannel plate (MCP) is employed
as the PSD. The setups for high-resolution RBS
(HRBS) and high-resolution ERDA (HERDA) are
quite similar. In the case of HRBS, scattering an-
gles of 60ı–90ı are often used, while recoil angles
of 25ı–30ı are suitable for HERDA, as shown in
Fig. 39.9 [39.43]. The user can determine the ap-
propriate detection angle mainly by increasing the

cross-section while avoiding interference between
the target elements in the spectra. In the case of
HERDA, the degradation of the depth resolution
due to kinematic broadening becomes crucial, so
a small electrostatic quadrupole lens (singlet lens is
enough) is placed in front of the 90ı magnetic sec-
tor lens to compensate for the broadening [39.42,
43]. The group of Mannami and Kimura achieved
monolayer depth resolution on the PbTe(001) sur-
face by RBS (Fig. 39.10), and the author’s group
proved that nearly monolayer depth resolution can
be attained for H on an amorphous carbon film
by HERDA [39.43]. In the case of Mannami and
Kimura, the exit angle of the scattered ion is set at 2ı
from the surface plane, and the 300-keV 4HeC beam
is generated by a single-end accelerator. This study
demonstrated unambiguously that the topmost layer
of PdTe(001) is Te rich.

Medium-energy ion scattering (MEIS) is a method
quite similar to HRBS, and the energy region of the
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Fig. 39.9 Arrangement of HERDA system. The recoil an-
gle is set at 30ı from the beam incident angle (Reprinted
from [39.43], with permission from Elsevier)

projectile is common to these techniques. Tradition-
ally, the two methods are distinguished according to
the detection type. One method employs a magnetic
lens for the detector and is called HRBS, while the
technique using an electrostatic lens is usually called
MEIS. MEIS was developed first. In a sense, HRBS is
a kind of variation of MEIS. The advantage of MEIS,
in which an electrostatic lens is used, is that it can
use a set of toroidal lenses and a two-dimensional
PSD as shown in Fig. 39.11 [39.44], which enables
the blocking condition to be found easily. MEIS was
originally developed with the intention of surveying the
crystallographic structure of surfaces by scanning the
channeling and blocking patterns, as briefly explained
in the next section. The reader can find details on the
MEIS setup and principles in the good review by van
der Veen [39.45]. Recently, MEIS has often been used
as HRBS or HERDA to determine the depth profile of
light elements at interfaces.
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Fig. 39.10 (a) The relationship between the exit angle of the scattered ion and depth resolution. �i indicates the ions
obtained from the i-th layer atoms counted from the sample surface. (b) The obtained high-resolution RBS spectrum on
PdTe(001) surface (Reprinted from [39.41], with permission from Elsevier)

39.8 Ion Channeling and Blocking in MEIS, HRBS, and RBS

The channeling effect is frequently used in the frame-
work of RBS to determine the surface relaxation and/or
strain of lattices, not only along the surface normal but
also in the surface plane. Channeling is induced when
the beam incident angle lies within the acceptance angle
with respect to some crystallographic direction. In this
case, the incident particle is guided by multiple forward
scattering into the bulk. Therefore, the RBS yield is ex-
tremely reduced under channeling conditions [39.47].

Before discussing surface strain, it is worth in-
troducing a simple but still impressive and famous
example concerning channeling and blocking, i.e., the
direct observation of surface melting by MEIS [39.46].
Figure 39.12a shows how to proceed. When the surface
and subsurface region is a well-ordered crystalline lat-
tice, a sharp scattering yield from the topmost layer, the
so-called surface peak, is present. On the other hand, if
some molten layer exists at the surface, the surface peak
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(Reprinted from [39.44], with permission from Elsevier)

broadens to a width corresponding to the melted layer
thickness. Frenken and van der Veen carried out MEIS
experiments on the Pb(110) surface [39.46]: a signifi-
cant and rather abrupt broadening of the surface peak at
600K (Fig. 39.12c, 600:5-K curve) was observed, indi-
cating the occurrence of surface melting. Since the line
shape could not be adequately reproduced by a simple
Monte Carlo simulation including more than 40 Pb lay-
ers (see the dashed line in Fig. 39.12c notated as M),
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Fig. 39.12a–c Energy spectra obtained in shadowing, blocking geometry for (a) a well-ordered crystal surface and
(b) a crystal covered by a liquid surface film. (c) Experimental energy spectra calibrated with respect to the yield of
the plateau region in the random spectrum at different temperatures (Reprinted with permission from [39.46], © 1985 by
the American Physical Society)

the superposition of M and of the shifted 561-K curve,
noted as I, was tested, revealing that such a superposi-
tion well reproduces the 600:5-K curve in Fig. 39.12c.
This finding implies that the topmost and/or second
layer start to melt already at 560K (Fig. 39.12c, 561-K
curve), and that such an intermediate or interface layer
always exists between the solid region and the com-
pletely melted region. The melting layer constructing
line M included � 16:5 molten Pd layers. It was thus
clearly revealed that the solid–liquid transition at the
surface starts at� 40K below the bulk melting point of
Pb.

Using MEIS and HRBS, it is also possible to ob-
serve strain. While scanning the beam incident angle
around the channeling directions, one can find dips in
the RBS yield for each channeling axis. Figure 39.13
shows the simple explanation for the relationship be-
tween the surface relaxation and/or strain and the shift
of the channeling dip angle [39.48]. The same effect
is caused also by blocking of the scattered ion in the
framework of MEIS [39.47, 49]. This method thus qual-
ifies as a powerful tool to investigate lattice strain in
semiconductor devices and improve their development.

Figure 39.14a shows the role of the Si(001) surface
oxidation method in determining the blocking around
the [111] axis by comparing OC2 ion implantation and
subsequent annealing with thermal oxidation [39.49]. It
is apparent that the method employing ion implantation
induces larger blocking dip shifts. From the energy loss
observed in MEIS and HRBS spectra, it is possible to
extract the dependence of strain on depth. Figure 39.14b
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shows the lattice strain determined on the samples as
a function of distance from the interface. One can see
that the lattice strain near the interface obtained by ion
implantation is larger by up to 3% and that it is not sig-
nificantly removed by the subsequent annealing. The
lattice strain present after thermal oxidation is, on the
contrary, much less pronounced.

A similar experiment was performed by HRBS on
the HfO2=Si.001/ surface and interface [39.50]. Fig-
ure 39.15a shows the series of channeling dips, instead
of the blocking dip seen in Fig. 39.14a, recorded when
sweeping the beam incident angle around the [111]
channeling axis. Each line shows the channeling dip
corresponding to a different depth. As seen, the bot-
tom position in angle shifts depending on the depth. The
depth profile of the strain is summarized in Fig. 39.15b.
There is strong compressive strain of up to� 1% in the
vertical direction, and the strain is released and the lat-
tice constant returns to the bulk value at a distance of�

4 nm from the interface. It was thus shown that the strain
distribution is rather larger than expected. In devices
such as metal–oxide–semiconductor field-effect tran-
sistors (MOSFETs), the carrier (electron and/or hole)
moves in the semiconductor side near the interface (at
a distance of several nanometers from the interface).
The results shown in Figs. 39.14 and 39.15 indicate that
the region where the carriers move is strongly strained
and the electronic band structure is also strongly mod-
ified. This information is valuable and should be taken
into consideration in the design of such devices.

Related to the insulator–semiconductor system, an
interesting case was presented by Kido et al., who re-
ported the existence of the surface peak for an amor-
phous SiO2 film deposited on the Si(001) substrate as
shown in Fig. 39.16 [39.51]. In general, the charged
state of a swift ion in a material is expressed as an equi-
librium charge, which is a function of the velocity of
the ion and does not strongly depend on the material.
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Furthermore, the charged state is usually not integer,
because the incident ion may catch and release elec-
trons from and to the target atoms, in processes such as
HeCCe� ! He0 and the reverse process He0! HeCC
e�. The process starts immediately. However, one could
argue about the meaning of “immediately.” The surface
peak appearing in Fig. 39.16 can be assigned to the tran-
sient state of the charged state of the incident He ions.
In other words, the He particles scattered from the top-
most layer include both HeC and He0 at the moment of
collision, and the stopping power of materials towards
these two different charged states is different. As a re-
sult, the kinetic energies of scattered HeC and He0 can
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Fig. 39.16 Backscattering spectra in MEIS from Si and O
of SiO2 (70 Å) layer on Si(001) for 60-keV HeC incident
along [011] axis and backscattered at 90ı (Reprinted with
permission from [39.51], © 1999 by the American Physi-
cal Society)

be resolved when the energy resolution (corresponding
to the depth resolution) is extremely high. Thus, the high
resolution of MEIS enables observation of the nonequi-
librium state of ion–surface interactions just at the mo-
ment when the ions collide with the solid surface.

Here, another impressive work on RBS channeling
and blocking can be introduced. When N atoms are im-
planted in a shallow region of the Cu(100) surface and
annealing is eventually performed, a two-dimensional
array of square patches (Fig. 39.17a) spontaneously
forms. RBS channeling and blocking measurements by
Cohen et al. confirmed that this self-organized structure
is induced by the lattice strain due to the adsorption
of nitrogen at the topmost layer both in the plane and
along the vertical direction, obtaining not only qualita-
tive but also quantitative agreement between model and
experiment [39.52]. Figure 39.17b shows the blocking
dip around the 130ı axis taken on stage 1 and stage 2,
which correspond to a surface with a two-dimensional
array of patches and the N-saturated surface, respec-
tively. On both surfaces, the bottom positions of the
blocking dips are significantly shifted from the 135ı di-
rection. The dashed and solid lines in Fig. 39.17b show
the dip patterns simulated based on the Cu atom dis-
placement shown in Fig. 39.17c. One can thus conclude
that the lattice strain is induced not only at the topmost
layer but also in the relatively deep subsurface region.
Following this report, the authors undertook a detailed
study of the electronic structure of the Cu(100)-N sur-
face by photoemission and found a modification of the
band structure both at the surface and in the subsurface
region [39.53, 54].
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Fig. 39.17 (a) Schematics of Cu(100)c.2�2/N system, (b) RBS blocking dip taken around the 135ı axis, (c) schematics
of N-induced Cu atom displacement reproducing the experimental results (Reprinted from [39.52], with permission from
Elsevier)

39.9 Introduction to NRA

One of the most useful aspects of the ion beam tech-
nique or ion beam analysis is that they are sensitive
to protons at or in materials. Dissociatively adsorbed
hydrogen always exists as a proton, because its only
electron is involved in the chemical bond with neigh-
bors. Therefore, techniques that use inner-shell elec-
trons as probes, such as x-ray photoemission and/or
Auger electron spectroscopy, are blind to the amount
of hydrogen at surfaces or subsurface sites. Despite
the existence of different nuclear reactions to observe
the presence of hydrogen, the 1H.15N; ’”/12C reaction

between 6:385-MeV 15N and a proton is the most fre-
quently used in surface science, because of its very high
cross section (� 1:65 b) and very narrow (� 1:85 keV)
resonant width. The latter property enables the inves-
tigation of the dynamics of hydrogen at surfaces and
subsurface sites. This reaction emits an ’-particle and
a ”-ray. Usually, the characteristic 4:43-MeV ”-rays,
which can easily penetrate through the vacuum chamber
wall, are detected by scintillators outside the chamber.
Bi4Ge3O12 (BGO) scintillators are often used because,
although they do not have very good energy resolution
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for ”-rays, their detection efficiency is better for 4-MeV
”-rays than most other common crystals. Once the ef-
fective solid angle of the detector (usually a scintillator)
has been determined, the ”-ray yield is proportional to
the quantity of hydrogen (or proton) in the correspond-

ing depth region. Of course, NRA is useful not only for
observation of hydrogen but also to detect other light
elements. A study using 16O and 18O detection is intro-
duced below; regarding other reactions, with B etc., the
reader is redirected to specific IBA textbooks [39.55].

39.10 Application of NRA for H at the Surface
and in the Subsurface Region

The H absorption–desorption properties of Pd have at-
tracted much attention for a long time and remain a hot
topic. As for the bulk properties, the author lists some
textbooks as references [39.56, 57]. During absorption
and desorption of hydrogen, entrance and exit occur
at the surface of Pd. The microscopic behavior of hy-
drogen atoms at the Pd surface and in the subsurface
region, in particular at subsurface sites, is not yet com-
pletely understood. In thermal desorption spectroscopy
(TDS), hydrogen at subsurface sites desorbs first, fol-
lowed by hydrogen at on-surface sites. Figure 39.18a
shows an NRA profile taken on the Pd(100) surface
at 100K. All the sample preparations and measure-
ments were performed in ultrahigh vacuum (UHV) as
for any other surface science study [39.58]. One can
see a peak at a depth of 0 nm, corresponding to hy-
drogen adsorbed at the Pd(100) surface. There are also
a shoulder and a tail up to depth of � 8 nm, corre-

sponding to subsurface hydrogen. The dark filled circles
shown in Fig. 39.18b are the TDS spectra for this sys-
tem. There are two peaks, seen just below 200 and at
� 320K. These peaks can be clearly assigned based
on the temperature dependence of the NRA yields. Ac-
cording to the NRA results, the subsurface (� 6 nm
depth) hydrogen disappears just below 200K, while the
NRA yield at the surface (0 nm depth) does not change
at this temperature. The hydrogen on the surface des-
orbs at the temperature at which the second TDS peak
appears (� 320K). In other words, the subsurface hy-
drogen desorbs first, followed by surface hydrogen at
much higher temperature. This phenomenon is com-
monly seen also on other metal surfaces. It is still
a great puzzle to explain how hydrogen atoms in the
subsurface or at shallow bulk sites can find a partner
and desorb as H2 without visiting a surface adsorption
site.

39.11 Application of NRA for H in Nanoclusters on the Surface

It is often said that the discrepancy between indus-
trial catalysis and surface science studies may result
from the nanosize of the metal particles used in in-
dustrial conditions. The hydrogen absorption properties
of Pd nanoclusters seem to be different from those
of well-defined Pd surfaces. Wilde et al. studied the
hydrogen concentration on and in well-defined Pd
nanoclusters self-organized on the Al2O3=NiAl.110/
surface [39.59]. The typical dimensions of the Pd
nanocluster are � 10 nm width and � 2 nm height.
Figure 39.19a shows NRA profiles taken on Pd nano-
clusters .0:59 nm/=Al2O3=NiAl.110/ at 90K in an H2

atmosphere with pressure of 2�10�5, 6�10�4, and
2�10�3 Pa, respectively. With increasing H2 pressure,
the amount of absorbed hydrogen (blue line) increases
while the concentration on the Pd nanoclusters (or-
ange Gaussian) remains constant. These results are
rather obvious and not very interesting. The problem

is the stability of hydrogen in the Pd nanoclusters
against temperature (or heat). Figure 39.19c shows the
temperature dependence of the NRA yields taken at
the surface (open circles) and inside (blue filled cir-
cles) of the Pd nanoclusters when keeping the H2

pressure at � 10�3 Pa. The amount of surface hydro-
gen becomes half as large at � 350K, while that
of absorbed hydrogen decreases by a factor of two
already at � 250K. This tendency for surface hy-
drogen to be more stable than absorbed hydrogen
is similar to the tendency observed on the extended
surface. However, the desorption temperature of ab-
sorbed hydrogen of � 250K is much higher than the
value on the single-crystal Pd(100) surface, which
is � 180K. This could be attributed to the scenario
that the lattice relaxation of Pd due to the nanosize
effect stabilizes ’-phase hydrogen in the Pd nano-
clusters.
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Fig. 39.18 (a) NRA profile taken on Pd(100) surface after exposure to hydrogen atmosphere at 100K. (b) The H2 TDS
spectra taken on Pd(100) surface after exposure to hydrogen at 100K, and temperature dependence of NRA yield at
depth of 0 and 6 nm (Reprinted with permission from [39.58], © 2008 by the American Physical Society)
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Fig. 39.19 (a) NRA profiles taken on Pd nanoclusters .0:59 nm/=Al2O3=NiAl.110/ at 90 K with H2 pressure of 2�10�5,
6�10�4, and 2�10�3 Pa. (b) Grazing ion incidence geometry and schematic Pd cluster morphology. (c) The temper-
ature dependence of the NRA yield taken at the surface and inside of the Pd nanocluster (Reprinted with permission
from [39.59], © 2008 by the American Physical Society)



Part
I|39.13

1246 Part I Current Topics In Surface Science

39.12 Hydrogen Embrittlement Studied by Microbeam NRA

Hydrogen embrittlement of metal structures is a se-
rious problem in architecture and civil engineering.
While many macroscopic phenomenological models
have been established, there are still open questions
about the microscopic mechanism. IBA may not always
be useful to study hydrogen embrittlement, because the
diffusion coefficient of atomic hydrogen or protons in
metals is very large. On the other hand, the typical time
resolution of IBA is from several minutes to several tens
of minutes. However, IBA techniques such as NRA can
make some contributions by detecting clues regarding
the hydrogen embrittlement process.

In this regard, fatigue-fractured surfaces of glassy
alloys Zr50Cu37Al10Pd3 and Zr50Cu40Al10 have been
studied [39.60]. For both samples, the fracture started
from the region surrounded by the white broken lines
visible in Fig. 39.20a,e. The hydrogen accumulation or
concentration was surveyed by NRA with a lateral reso-
lution given by the beam diameter of 150�m over a 3�
3mm2 area. NRA in-plane mapping was performed at
three depths of � 2:5, � 8, and � 20 nm (Fig. 39.20).
Note that, in the shallow region, accumulations are seen
just below the area where the fatigue fractures started
(area A in Fig. 39.20b and D in Fig. 39.20f). Simi-
lar accumulations were also found in deeper regions on
the Zr50Cu40Al10 but not Zr50Cu37Al10Pd3 sample. This
difference can be ascribed to the existence of a small
amount of Pd in the Zr50Cu37Al10Pd3. Further studies
are needed to obtain a more detailed interpretation.

Fig. 39.20 (a,e) Optical microscopy images of the al-
loys Zr50Cu37Al10Pd3 and Zr50Cu40Al10, The other panels
show the in-plane distribution of the ”-ray relative yield
taken at three different depths on Zr50Cu37Al10Pd3 (b–d)
and Zr50Cu40Al10 (f–h) at � 2:5, � 8, and � 20 nm, re-
spectively (Reprinted from [39.60], with permission from
Elsevier) I
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39.13 NRA to Study Oxide Film Growth

As mentioned above, various NRA techniques can be
used to quantify light elements. Here an isotope trac-
ing method for 18O with the 151-keV 18O.p; ’”/15N
resonance is introduced [39.61]. Sensitivity to only one
specific isotope is a main advantage provided by IBA.
Hf16O2 films were deposited first on Si(100) wafers us-
ing HfCl4 and H2O, then the films were exposed to
an 18O2 atmosphere at 100mbar and 800 ıC. The re-
sults revealed that the 16O in the initial HfO2 film was
easily replaced by 18O2 from the gas phase and that

O defects were repaired. Figure 39.21a,b shows the
18O depth profiles taken on HfO2 films with different
thicknesses of 3:5 and 7:5 nm, respectively. These two
figures indicate that, after applying an annealing pro-
cess in vacuum or N2 atmosphere, the exchange process
of oxygen between the gas and solid phases is con-
siderably suppressed. The degree of suppression seems
to depend on the HfO2 film thickness. For the thinner
film (t D 3:5 nm), the suppression was not so significant
after N2 annealing at 425 ıC, while it was substantial
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Fig. 39.21a,b NRA profiles of 151-keV 18O.p; ’”/15N resonance taken on (a) 3:5-nm and (b) 7:5-nm HfO2 thin films
oxidized in 18O2 atmosphere at 425 ıC just after deposition (filled circles), postdeposition N2 annealing at 425 ıC (open
circles), and postdeposition N2 annealing at 800 ıC (open squares). The details for each sample can be found in [39.61,
Table 1]. (Reprinted from [39.61], with permission from Elsevier)

after N2 annealing at 800 ıC. On the other hand, on
the thicker films (tD 7:5 nm), any type of N2 annealing
suppressed the oxygen exchange except for the sur-
face and subsurface regions. This results implies that
the crystallographic change or damage of HfO2 film
at the interface depends not only on the N2 annealing

condition but also on the thickness of the film. While
the origin of this effect has not been understood yet,
accumulation of lattice strain depending on the film
thickness could be one of the possible causes. Thus, the
isotope tracing method based on IBA is useful to assess
the origin of elements in desired functional films.

39.14 Conclusions

IBA techniques with swift ions were reviewed in this
chapter. Because of its intrinsic � nm depth resolu-
tion, IBA is suitable to investigate surfaces, interfaces,
and thin films. In particular, RBS, ERDA, and NRA
allow the determination of the absolute elemental com-
position and yield a depth profile. Sufficient sensitivity
to hydrogen or protons in materials is another distinc-
tive property of IBA techniques. Although the basis of
most IBA techniques was established almost 100 years

ago, they are still developing fast. One of the reasons
is the recent progress in MOSFETs using wide-gap
semiconductors such as GaN, SiC, and diamond, for
which IBA information has proved to be crucial. Ac-
curate control of the interface content of light elements
is indeed mandatory for such devices. Another reason
is connected to the new strategy for functional materi-
als synthesis, for which thin films without rare metals
are required.
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